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Background channels with their expected strength and uncertainty levels are usually known in the
searches of novel phenomena prior to the experiments are conducted at their design stage. We quantitatively
study the projected sensitivities in terms of discovery potentials. These are essential for the optimizations of
the experimental specifications as well as of the cost effectiveness in various investments. Sensitivities in
counting analysis are derived with complete Poisson statistics and its continuous approximation, and are
compared with those using maximum likelihood analysis in which additional measurables are included as
signatures. The roles and effects due to uncertainties in the background estimates are studied. Two expected
features to establish positive effects are verified and quantified: (i) In counting-only experiments, the
required signal strength can be derived with complete Poisson analysis, and the continuous approximation
would underestimate the results. (ii) Incorporating continuous variables as additional constraints would
reduce the required signal strength relative to that of counting-only analysis. The formulations are applied
to the case on the experimental searches of neutrinoless double beta decay in which both ambient and two-

neutrino backgrounds are considered.
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I. INTRODUCTION

In experimental searches of new but rare phenomena,
some knowledge of the background is usually known prior
to the experiments. A universal issue is then to make
projections of the sensitivities, either in terms of signal
discovery potentials or as exclusion limits, under certain
statistical criteria the experimenters set—at the design stage
before the experiments are performed.

The answers to these questions would define how much
exposure (target size times data taking time) would be
required to achieve certain specified sensitivities given the
expected level of background. This translates directly to
the investment in hardware and time and manpower, the
precise knowledge of which is getting increasingly
important with more and more elaborate experimental
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projects. The cost effectiveness to deliver certain scientific
goals should be known and compared at the proposal
stage, which can be a decade or longer before the actual
data taking.

A similar but nonidentical problem was addressed in the
classic paper of Ref. [1]. The “confidence interval” results
from that work represent the knowledge of parameters after
the measurements are performed when the expected back-
ground is known. The procedures were further refined [2]
with the introduction of fluctuations to the actual back-
ground in one particular measurement. This work comple-
ments and expands these by considering the projected
sensitivities prior to the measurements, such that the
statistical fluctuations of both signals and backgrounds
have to be taken into account.

This article serves to address key aspects of this
problem. Counting analysis based on Poisson statistics
are described in Sec. I A. Results are compared with those
from previous work in the literature using a continuous
approximation [3—10]. Additional measurable information
such as energy are usually available. These are incorpo-
rated into the analysis with the maximum likelihood ratio
method [11-13]. The procedures and results are discussed
in Sec. III. The consequences of having uncertainties in the
background predictions are addressed in Sec. IIT E.
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While the methodology and results of this work are with
general validity to many research subjects, they follow from
our earlier “counting-only” analysis of the relation between
background and exposure in future neutrinoless double beta
decay (Ouvpp) projects [14]. Positive Ovff signals manifest
as peaks in the measurable energy spectra at known
resolution, providing additional constraints which enhance
the sensitivities beyond those from simple counting meth-
ods. Section IV illustrates how the statistical methods
developed in this work can be applied to Ovf3f experiments
in practice. Detailed implications and comparison of the
expected sensitivities to the various future double beta
decay projects on different candidate isotopes under differ-
ent experimental parameters are beyond the scope of this
work. These will be the themes of our subsequent studies
based on the methodology developed in this work.

II. POISSON COUNTING ANALYSIS

A. Complete Poisson distribution—formulation

In experimental measurements of rare events, Poisson
statistics [15] quantifies the probability of observing n-
events in a certain trial given a known mean y:

ﬂnobs . e_ﬂ

Poi(ngps: 1) =l
obs *

Mo =0,1,2,3....50>0. (1)

The cumulative Poisson distribution

ZPOI iy 4) (2)

describes the probability of making an observation of an
integer C counts or less. These offer a complete description,
incorporating the discreteness of the problem and the
inevitable fluctuations among individual trials.

We denote B, as expected average background counts
within certain region of interest (ROI), in which the signal
efficiency is denoted by eroy. In a counting-only analysis,
the only available information is n,, the observed number
of events (“counts”). The selection of an ROI is not
necessary, such that ego; = 1. The background B, and
its uncertainty can, in principle, be predicted with good
accuracies prior to the experiments.

The sensitivity goals as discovery potentials for making
positive observations in experiments are described by a set
of criteria denoted by P’“’, under which there are two
requirements to satisfy: (1) An experimental measurement
would have certain statistical “p value” of significance in
the interval [+ko, +o0] where o is the root-mean-square
(rms) of the background-only Gaussian distribution.
(i1) This condition is satisfied by a fraction g of repeated
identical experiments. We note that a typical choice in the
literature [4,6—10] is with the two-sided +3¢ interval at
g = 50% probability. In our applications to experimental

CPoi(<C; )

searches of rare signals in excess of certain background, the
selection of having one-sided interval of >-+ko is appro-
priate. The predefined discovery potential criteria of this
study, denoted by ng, corresponds to the requirements of
having g =50% cases with “>+306 excess’—that is,
p = 0.00135, evaluated from the integration of the interval
[+30, +oo0] in a Gaussian distribution.

Poisson statistics is necessary in the complete formu-
lation of the problem. For a given positive B as input and
using P37 as illustration, the Poisson distribution Poi(i; u) is
constructed with mean p = By,. Let NObb be the minimal
integer number of observed events that provides > 3¢
significance over a predicted average background By. N3¢
satisfies the following equation:

36 _
obs 1

" Poi(isBy) = (1 - p), (3)
i=0
from which the value of N, ggg can be determined. The output
Sy is the minimal signal strength where a Poisson distri-
bution with = (By + Sy) would give N2 or more events
with g = 50% probability:

[So]
> Poi(i; By + Sp) = 0.5. (4)
l N(’is&

The required S, for criteria PX” due to different k and g are
shown in Fig. 1. The charactenstlc step-wise features are
consequences of the discrete nature in Poisson statistics—
only integer n,,, are observed in one measurement. The steps
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FIG. 1. The variations of S, versus B, in discovery potential in
counting experiments under the criteria Pg , for k=3,5 and
g = 50,90%. The inset displays contours at B, < 1073. The first
steps at lowest By correspond to the transition where an increase
of ng, from 1 to 2 events is required to positively establish the
signals.
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FIG. 2. Variations of Bj*®* which satisfies the zero-background
condition as a function of k and p. The contour is independent of g.

for P3¢ and P33 occur at the same By. This corresponds to the
same required Nggs to meet the >30 (p < 0.00135) criteria.
More S events are necessary to establish a positive signal in
P3¢ than P35 when g increases from 50% to 90% in Eq. (4).

Signal and background events are indistinguishable
experimentally. The P’;" criteria and discreteness of
Poisson statistics apply to (By + Sj). However, the useful
information to experiments is on the variation of S, with
By. This explains the origin of the negative slopes between
the steps in Fig. 1.

A particular case of interest is the “zero-background
condition” in which n,, = 1 event would qualify to be
taken as a positive signal. The maximum B, (denoted as
By'**) where such conditions apply correspond to the “first
steps” in Fig. 1. The dependence of Bj*** on k and p is
depicted in Fig. 2. The values of Bj*** and S, under zero-
background condition at different P’;" are summarized in
Table I, which illustrates the effects of k and g.

The values of By**—and in general the required
nops to establish positive signals at +ko excesses over
background—are described by Eq. (3) and are therefore
independent of the choice of g. On the other hand, the

TABLEI  Summary of the Sy and Bf*®* values in counting-only
analysis with complete Poisson statistics at the zero-background
condition where n.,s = 1 event can establish a positive signal
under the criteria PA?.

Excess over background (ko)

+30 +50
B 0.00135 2.85x 1077
So at Bo < anax
50% 0.69
Sample fraction (g)
90% 23

required signal strength Sy at BJ'** is given by Eq. (4) and
therefore has g dependence.

B. Continuous approximation to Poisson distribution

Continuous approximations to the Poisson distributions
are derived by replacing Eq. (2) with the regularized
incomplete gamma function:

CPoi(<C;p) = % (5)

where C is generalized to be a continuous variable. The
summations of Egs. (3) and (4) are replaced by Eq. (5),
applicable for By, > 0. This has been adopted to derive
results to the sensitivity projection problem [3—10].

The comparisons of the Poisson distribution Poi(n;u =B)
and its continuous approximation is depicted in Fig. 3(a),
showing cases of u =0.1,1, 10 to illustrate behavior for
different ranges. For large u, the continuous formulation
approximates well to the discrete case, and approaches the
Gaussian distribution.

Only integer results are possible in counting measure-
ments, so that the criterion “>3¢” is mostly satisfied as an
inequality in the complete Poisson analysis. Illustrated in
Fig. 3(b) is an example of how S, would differ with the two
formulations, where the integration from zero of the histo-
grams and dotted curves are different. The figure illustrates
with the example of By = 0.053. Individual experiments
would require ng, > 3(2) to meet the “>36” condition,
while P3§ would imply average S, = 2.64(1.64) under
complete Poisson counting and continuous approximation,
respectively.

Results on the dependence of S, versus B; from both
formulations are depicted in Fig. 4(a). The S, derived with
complete Poisson statistics (Sg"i) is always larger than that
from continuous approximation (S{°), except at where
equality (= 30) is met. The fractional decrease is depicted
in Fig. 4(b) by the black line, where R5°! = (S¢ont — Spet) /Sbol,
It can be seen that the continuous approximation always
underestimate the necessary strength to establish a signal.
The deviation can be as much as 60% at low background
(By ~ 1073), but reduced to within 3% at large statistics
of By = 100.

III. LIKELIHOOD ANALYSIS

In Sec. II, event count is used as “test statistic” [13,15].
This is a straightforward choice for experiments that
measure a single integer value as the only output.
However, in experiments with measurements of multiple
variables, the Poisson counting method is insufficient to
extract complete information available in the signal and
background. An alternative and more comprehensive for-
mulation of test statistic is therefore necessary.

A test statistic is a mapping from an experimental
outcome with multiple values to a single real number.
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FIG. 3. (a) Comparison of Poisson distribution in its complete

formulation and continuous approximations in the cases of
u=Byg=0.1,1,10. (b) The u = (By+ Sy) distributions with
ng under both criteria at By = 0.053, showing their differences,
u = 2.7(1.7) for complete Poisson (continuous approximation).

The optimal test statistic is the likelihood ratio, following
the Neyman-Pearson lemma [16].

In this analysis, we adopt log likelihood ratio (LLR) in
Secs. III A and III B to be the test statistic where S = S is a
free parameter and B = By is fixed. For cases where the
uncertainties in B are considered as in Secs. Il E and IV, a
variant of LLR with additional “nuisance parameter”
(called log profile likelihood ratio) is used.

A. Formulation and single integer counting

The counting-only likelihood function is given by

ZLc=ZL(S|N,B),

e—(B+S)(B+S)N
I R (6)
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FIG. 4. (a) Comparison between counting-only with complete

Poisson (Sg"i) and continuous approximation (S{*"") in defining the
P sensitivity. (b) Relative change (RE®") of S relative to S,

Following conventional notations of Refs. [11,15], the
LLR, denoted by ¢, is defined as

2(S = 0)]’ .

qo = t(S = 0) = —ZIn[ g(s‘)

in which § is the value of Se&(0,00) that Z(S) is
maximized for given N and at a fixed B = B value.
The ¢ is defined as a test statistic (¢) which serves as the
foundation of a statistical test under the special case
where § = 0.

We are interested in this work to quantitatively assess the
significance of a measurement in supporting a discovery
scenario. Accordingly, the dataset has to be tested against
the null hypothesis (H) case of S = 0. Consistent data set
of Hy with § = 0 will give g, — 0 whereas large g, values
imply deviation from H. The alternative hypothesis (H )
characterizes the case with S =S, > 0, where S, is the
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mean signal strength. If a significant fraction of a dataset
generated by H, gives large ¢, values, H, would have to be
rejected.

The probability distributions of ¢, for given B, are
evaluated from datasets simulated with £~ having N =
By + Sy events: (i) P(qy|Hy) corresponding to H with
data at Sy = 0, and (ii) P(qo|H,) corresponding to H; with
data at nonzero § = S, > 0.

Standard statistics variables are adopted to quantify
statistical consistency with hypotheses in P(gq|H,) and
P(qo|H,). Data with g, < 1, are considered to be within
the “acceptance interval” consistent with H, where ¢, is a
boundary to the “size of test” [13] (also called the type-1
error and denoted as «), a predefined value corresponding
to the probability that the dataset which is inconsistent with
H,, or equivalently when ¢ is rejected to be H:

a= / ™ P(qo|Ho)ddo. (8)

¢

The “power of test” [13] corresponds to (1 — f3), where f
(also called the type-2 error) is the probability of g, within
the acceptance region of H, in the scenario where the
hypothesis H; is true. It can be expressed as

p= AtaP(CIO|H1)deO- )

In counting experiments, integrations in Eqgs. (8) and (9)
should be replaced by summations, such that

a> Y P(glHy). and B=> P(qlH,). (10)

qo2ty q(JSta

As a result of discreteness relevant and crucial to low-
statistics counting, « in general cannot be exactly equal to,
and should instead overcover, the “size of test.” Therefore,
a should be defined instead as an inequality. On the
contrary, the f condition depends on the mean signal
strength Sy which is a real number, so that it can be
satisfied as an equality.

The criteria P{j” defined in this work corresponds to the
matching of p=a and g=(1—-p) to the standard
statistical variables. Accordingly, ng implies the choice
of 7, which leads to p =0.00135 for P(gy|H,) with
q0 €0, t,]. Experiments with g, € [t,, o] are inconsistent

In addition, there is (1 — ) = 50% probability to have
qo € [t,, o] in P(qo|H;) so that the experiment is recog-
nized to have observed positive signals.

As a result of the discreteness of single-value integer
counting, the count to g, mapping is always one to one at
S > 0. Examples of P(qy|H,) and P(go|H,) distributions
for LLR counting analysis with .Z~ are shown in Figs. 5(a)

P(q |H,)

Eq.(12)
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FIG. 5. Distributions of test statistic g, for simulated data with

null [P(go|Hy)] and alternative [P(qy|H;)] hypotheses for
negligible B, uncertainties: (a) depicts a low-B, case with
(Bo, Sg) = (0.01,0) and (0.01,1.7) while (b) is a large-B case
with (Bg, Sg) = (1000, 0) and (1000,97). The acceptance criteria
specified by ¢, are displayed. The approximations of Eqs. (12)
and (13) are superimposed, verifying that they match P(gy|H,)
and P(qo|H,) for large but fail for small (B, Sy).

and 5(b), which describe cases of low and high statistics,
respectively.

In the absence of additional measurables, the LLR
analysis on £ results in Sy[-Z| (signal strength of
counting-only LLR analysis) which are identical to S{°!
derived by the complete Poisson counting analysis.
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The counting-only results of Figs. 1, 4(a), and 4(b) can be
derived by both formulations in Secs. I A and IIT A.

B. Extended likelihood with additional measurables

In realistic applications, such as Ouff experiments to be
discussed in Sec. IV, the observables typically include energy.
Without loss of generality, we take energy of an event to be
the additional available observable. The studied scenario is
with signal events having known monoenergetic E, smeared
by experimental resolution characterized by Gaussian
peaks with known width: rms and FWHM (full-width-
half-maximum) denoted by g, and Ag (=2.355 x o),
respectively. The background is known and is a constant
independent with energy, characterized by B, and op
denoting, respectively, the expected background count and
its rms uncertainty. An ROI has to be specified in the analysis
in such experiments, in which additional energy measure-
ments are available. A natural choice would be (Ey £ N, o, )
where the variable N, would parametrize the interval width of
the ROI. Background is then quantified as (B /o, ) in units
of counts per rms, as compared to the exclusive counting-only
cases of By(counts) in Sec. I

In the limit of oy << B where the background is
accurately predicted, the likelihood function of a signal
S given a known background profile B and a dataset E with
N events with measured energy E;(i =1,N) can be
described by the extended likelihood function:

ZLcee=2(S|E,B),
e B (B N LALTB- fR(E)+ S f5(E;)
N N! I:H (B+5S) - (1)

where fp and fg are normalized probability density
functions of, respectively, background and signal, such
that [yo; fB(E)dE =1 and [po; fs(E)dE = 1.

In our adopted Ovff-inspired scenario, B = By and fpisa
constant independent of energy, while fg is a Gaussian with
known mean and width. Results on .Z ¢ (S) from Eq. (11) is
independent on the choice of ROI, so long as it covers the
entire signal region—ROI(.Z ) = E,, £ 4oy, is selected in
this analysis, with which egro;(-Zcr) = 0.9999.

The LLR of Eq. (7) is selected [1] as the test statistic (g)
[11-13,15]. Unlike those from counting analysis of Eq. (7),
probability distributions of g, do not have analytical form
for both the H, and H; hypotheses, and have to be
generated by simulation. Approximation methods can be
used in the special cases of large samples, as discussed in
Sec. I C.

The case of o5 < B was first studied. A total of
50-million experiments are generated for each E with
different input values of Sy. The number of background
(Np) and signal (Ng) events for individual experiment
follow Poisson statistics: Poi(Ng|By) and Poi(Ng|Sy),
respectively, while their energy distributions follow f(FE)

and fg(E) within the ROL The total number of events,
N = Ny + Ng, varies with each experiment. The S values
that maximize £ for individual experiments are derived,
from which the ¢, values of Eq. (7) are evaluated. Their
distributions over large number of experiments in P(qy|H,)
and P(gq|H ) corresponds to the probability densities where
qo is consistent with H, and H, respectively.

Displayed in Fig. 5(a) are distributions of P(q|H,) and
P(qo|H,) as functions of g, in both .Z - and .Z - for a low-
statistics case, where (B, Sg) = (0.01,0) and (0.01,1.7).
The analogous high-statistics case at (B, Sp) = (1000, 0)
and (1000,97) is shown in Fig. 5(b). As additional energy
information is incorporated to the analysis, P(gy|H,) and
P(qo|H ) are smeared out in low statistics, while changes are
minor in high statistics.

The ¢, values corresponding to >3¢ upward excesses
from H,, are marked in Figs. 5(a) and 5(b). In particular in
the high statistics limit where B, = 1000 in Fig. 5(b),
P(qo|H,) approximates to y? distribution and #, — 9.

C. Approximate distribution of g, for large samples

Following the formulation by Wilks [17] and Wald [18],
P(qo|Hy) or P(qo|H,) can be simplified in the large-
sample limit, where Poisson distributions can be approxi-
mated by Gaussian. Computing resources in simulations
can therefore be saved by the use of analytic equations
when results are evaluated from input spanning large
parameter space.

When S > 0, P(go|H,) is given by half y? distribution
for one degree of freedom plus a half ¢ function:

P(qolHo) ~ 2 6(q0) + -]
qoli1g ~3 90 3 r—‘—zﬂ\/%

while P(go|H,) is described by noncentral y? distribution
for one degree of freedom:

P(qo|Hy) ~ (1 - ¢(‘/K))5(610)

11 Le—(\/%—\/K)Z/Z’ (13)

_l’__—
2\2x /90

where A is the noncentrality parameter, and @ is cumulative
Gaussian distribution. The A is the g, value of most
probable—that is, Asimov—dataset [11].

Binned likelihood function is used in the evaluation of A:

e 90/2 (12)

Z(S|{n;}. B) ~ [ [Poi(m|F(E[S.B).  (14)

i=1
where
F(E;|S,B) = [B- f(E;) +S- fs(E)]-w(Ei)  (15)

is the expected counts in the ith bin with bin size w(E;), n;
is the measured count and E; is the mean energy. We note
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that likelihood expression of Eq. (14) differs from Eq. (11)
by a scaling constant that is canceled out when taking the
likelihood ratio.

The Asimov dataset is therefore the expected count in
each bin:

n; = F(Ei|SO’BO)’ (16)

where S, B, are the input values to generate the simulated
data. Accordingly, the A value is the likelihood ratio:

-Z(S = O|ani = F(Ei|SOvB0))

A~ -21In =
Z(S|B,n; = F(E;|Sy,By))

, (17)

with the n;! factorial terms in denominator and numerator
canceled out.

The approximations of P(q¢|Hy) and P(q9|H,) by
Egs. (12) and (13) in the low- and high-statistics regimes
are superimposed in Figs. 5(a) and 5(b), respectively. It can
be seen that, for the high-statistics limit, the approximations
match well with the simulation results of P(q|H,) and
P(qo|H,), but they deviate significantly in the low-statistics
regimes.

D. Comparison between counting and extended
likelihood analysis

Taking experiments where where both counts and energy
are measured, the required S, strength to achieve the ng
discovery potential criteria are derived. Several analysis
schemes are compared: (i) with the LLR analysis using
ZLcr of Sec. IIIB exploiting both information, denoted
So[-Z k), (i) with a counting-only analysis via % of
Sec. III A discarding the available energy information,
denoted Sy[-Z¢] (this is equivalent to SE° of Sec. 1A
when the ROI intervals and e are taken into account
[14]), and (iii) with a counting-only analysis the continuous
approximation of Sec. II B [3—10], denoted Sy[cont].

As noted in Sec. III B, the sensitivities on Sy[-Z ] is
independent on the choice of ROI, so long as egor~ 1,
such as ROI(Zg) = Ey &+ 40g,. On the contrary, the
counting-only analysis of (ii) and (iii) depend on the
choice of ROI as parametrized by N,. The optimal N,
(denoted No™) which gives minimal So[-Z¢](=S™ [-L¢])
and Sy[cont](=Sy™[cont]) can be evaluated.

The variation of Ny as a function of (By/og,) is
displayed in Fig. 6(a). As noted in Ref. [4] and verified
in our results, the choice of No* = 1.4 is optimal at large
(Bo/og,) Z 1. The ranges of optimal ROIs for low (B, /o, )
vary broadly due to large fluctuations in low counts and the
discreteness of Poisson statistics. Depicted in Fig. 6(b) is
SP[Z ] superimposed with the cases of fixed ROI for
intervals Ey + N,og, (Where N, = 1, 2, 3) corresponding to
eror = 68.3%,95.5%, 99.7%, respectively.
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W B fed
= 5
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S
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7)) /
/
1
V4
104 107 102 10 1 10
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(b)
FIG. 6. (a) Variation of Ng™ versus (By/o, ) in counting-only

analysis for which the required S to satisfy P37 are at minimum.
The ROIs are defined by intervals Ej & N, o, . (b) Comparison of

Sy versus (By/og,) at No™ with those at fixed N, = 1,2, 3.

The results of the three analysis schemes are compared in
Fig. 7(a). The deviations of Sg™[cont] and SgP'[.Z] relative
to So[-ZL k| are depicted in Fig. 7(b).

While the features can be expected, the results verify and
quantify that in experiments incorporating additional
energy information, the discovery potentials are enhanced
due to So[-Zcx] < S [Z¢], which implies that less events
are required to establish positive signals.

At the low-statistics regime [(By/og,) <0.01], this
originates from that the P3J criteria can be satisfied for
all By in £, which is not the case for counting-only
analysis in .Z due to “overcoverage” (the p = 0.00135
criteria cannot be met). At high statistics [(B/og,) 2 0.1],
requirements for the energy values to match a predefined
Gaussian peak provide the dominant constraints.

Atlow (By/og,) ~ 1073, the Sg™[cont] can underestimate
the required strength of Sy[.Z¢g| by as much as 20%.
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FIG. 7. Sensitivities of (Sy/eror) as a function of (By/o,):
(@) On Zcr by LLR analysis with complete information
incorporated, choosing ROI(.Z ¢¢) = Ey + 4o, . These are com-
pared with those counting-only analysis via .Z and continu-
ously approximation for the optimal ROI of E & Ng" o, . (b) The
deviations of S{”'[Z¢] and S™[cont] relative to Sy[-Zcgl,
denoted as Ry[-Zck].

The Sg™'[-Z ], on the other hand, can be overestimated by
as much as 30% and is larger than Sy[Zcg] for all
(Bo/og,) > 5 x 107*. At large (By/og,) > 1, both deriva-
tions with counting-only analysis give consistent results
which overestimate Sy[-Z¢x] by ~6%.

E. Effects of background uncertainties

In realistic experiments, the background B is usually not
precisely known and can be characterized with an uncer-
tainty 0. That background knowledge can be described as
auxiliary measurement channels (for instance, from simu-
lations, prototype measurements, extrapolations from non-
ROI regions) in the likelihood analysis.

The likelihood with an additional auxiliary channel can
be described by another Poisson distribution Poi(ng|zB),
and expressed as [11-13]

Zcpp = Z(S, B|E),
_ e—(B+S) (B + S)N e—rB(TB)nO
N N! 1!

NB - fo(E)+S- fs(E)
XH[ (B+5)

. (18)

i=1

where 7 is the ratio of data size of auxiliary measurement
channel relative to the main measurement channel, such
that the rms uncertainty in B is 65 = \/7B/.

For nonzero oy, additional values of n, for this aux-
iliary measurement are generated alongside Poi(Np|By),
Poi(N|Sy) as well as datasets E(H,) and E(H ;) for Eq. (18).
The LLR for test statistic of Eq. (7) is extended to

ZLcep(S=0.B)

o = 1(S = 0) :—21n[ .,%CEB(E 3 ] (19)

in which B is, for given E, the value of B that maximizes
ZLcep(S.B)in B€(0,00) at S = 0 and (S, B) is the (S, B)
that maximizes .2 cr3(S, B) in S € (0, ) and B € (0, ).

The Asimov dataset includes ny = 7B in addition to the
conditions of Eq. (16). The binned likelihood function can
be expressed as

Poi(n;|F(E;|S. B)) | - Poi(no|zB).

LS| {ni}. B) ~ [
1

n

1

(20)

An LLR analysis is performed on likelihood functions of
£ in Eq. (6) and .Z - in Eq. (11) with uncertainty term
incorporated in Zrp in Eq. (18). Effects of a nonzero
(op/B) are studied through the ¢, distributions for
P(qo|Hy) and P(qo|H;) in both low and high statistics,
analogous to Figs. 5(a) and 5(b). The expected signal
counts that meet the P{ criteria for different (65/B) values
to the count-only and count-plus-energy cases, respectively,
are depicted in Figs. 8(a) and 8(b). The fractional increase
of Sy in .Z ¢ due to nonzero (o/B) relative to the case of
zero uncertainty is given in Fig. 8(c).

It can be seen that at the low-statistics regime (By < 1
within ROI = E; + 405, ) the effects of o5 are negligible.
The reason is that statistical fluctuations of small numbers
in a single measurement dominate over the inadequate
knowledge of the background. There are notable increases
to the required Sy in high statistics due to o uncertainties,
and the impact is larger in % than in £ ;. A (63/B) =
10% uncertainty will give rise to increase in Sy by 45% and
17% at By = 100 within ROI for counting-only and
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counting-plus-energy analysis, respectively. The availabil-
ity of the additional energy measurements makes the
evaluation of Sy more robust and less vulnerable to back-
ground uncertainties.

We note that 65 depends on the knowledge on B from the
auxiliary data prior to the experiments. In practice, with
improving data quality and increasing data size during the
experiments, op can be expected to be further reduced.

IV. CASE STUDY: NEUTRINOLESS DOUBLE
BETA DECAY

A case study was performed to make sensitivity projec-
tions on future OvfBf experiments with profile likelihood,
similar to previous work in Ref. [19]. This study serves to
illustrate how the formulation and algorithms developed in
this work can be applied in practice. A particular isotope
and theoretical model are selected as example. Detailed
comparisons taken into account the variety of target
isotopes, experimental design specifications, theoretical
modeling, and practical resource effectiveness are issues
beyond the theme and scope of this work.

The process Oypp [9,20] is a lepton-number violating
process involving the decays of isotope Ags(N, Z) to two
electrons:

NAps = Y 3A+2e. (21)

Experimental signature is a monoenergetic energy peak at
the decay Q value (Qgp). The FWHM of the Ovf3p peak is
denoted by A, » in %.

The decay half-life 7(1)72 can be derived from measure-

N4 . Z ( )

T?’h:lnl{

where N, is the Avogadro number, 2 denotes the combined
exposure typically expressed in units of ton-year (ton-yr),
and S, is the observed strength of the Ovff peak. For
simplicity, we take the ideal case where both isotopic
abundance and experimental signal efficiency are 100%.
The realistic exposure relative to the ideal one can be
evaluated by corrections on these two parameters [14].
The measurable is related to neutrino masses via

<mﬁﬁ> 2
m b

e

5 (23)
7(1)/2

|: 1 :| — GOug;ll|M0u|2
where m, is the electron mass, g, is the effective axial
vector coupling [21,22], G* is a known phase space factor
[23] due to kinematics, |M%| is the nuclear physics matrix
element [24], while (mgs) is the effective Majorana
neutrino mass. To connect |[M%| with (mys), we adopt

the model of Ref. [25] which observed that [|[M%|*> . G¥]
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FIG. 8. The effects on the sensitivities on Sy defined by P37 due
to background uncertainties (65 /B) (a) in counting-only analysis
with %, and (b) in LLR analysis with energy information
(Zcp) when the signal is an energy peak with Gaussian
distribution, and the selected ROI(.Z¢g) = E + 4o, . (c) The
fractional increase of S in £ (denoted as Rg, ) due to nonzero
(op/B) relative to the case of zero uncertainty.
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can be approximated by a constant at fixed (mg;) inde-
pendent of the Oyff candidate isotopes. Measurements in
7(1)72 can then be translated to sensitivities in (m,4) and be
compared to the predicted ranges of neutrino mass inverted
and normal ordering (IO and NO) [26,27].

Two background channels are considered: (i) ambient
background which is assumed to be constant at Qzs, and
(i1) background due to two-neutrino double beta decay
(2upp) which leaks into the Ovff peaks due to nonzero
energy resolution of AQ/w‘ Other background such as
cosmogenic-induced events and solar neutrino interactions
can be incorporated in future research, by expanding the

36Xe, BI =10
10 >
10*!

0 103~
2 %
3 =
ER S
ity r X =10 ton-yr , EQ

1035 10°s

r X =1.0ton-yr
107 ¢
026- . I R b (
01 0203 1 2 34567 10
Ay (%)
BB
(a)
36Xe, BI =10
102 2
_______ 10-3,;

—_
g )
| L N
> E 2
ol-’—' F , Q.

10% = Y = 10 ton-yr 10~ \S/

10 X = 1.0 ton-yr 10

1026- ] R b

01 0203 1 2 34567 10
Ay (%)
Qﬁﬁ

(©)

constant ambient background conditions to include addi-
tional spectral components with energy dependence.

Following conventions [4,28,29], the ambient back-
ground is parametrized by the “background index” (BIy)
defined as

By(A

Bl, = M, (24)
py

which is the background in the FWHM energy range Ao

around Qgs per ton-year of exposure, with dimension

[counts/(FHWM-ton-yr)]. Background levels expressed

36Xe, BI =10
102k L
5‘———53@ Zegy |
10% 3
> = 1000 tonyr~
1030 e 10_3A
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b 1029 L :
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E = on-yr
e 1028 = 10_2\5/
r X =1.0ton-yr
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26 ] R b (|
0.1 0.2 0.3 1 2 34567 10
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5‘___3;013 Zegy |
10 3
L 10-3§
—_
= @
= 107E =~
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FIG. 9. Combined background LLR analysis for '3Xe in (Ag 55 7%,) space at different contours = 1,10, 100, 1000 ton-yr taking
BI, = (a)107°, (b)10™*, (¢)1072, and (d) 1 counts/(FHWM-ton-yr) under the specific case where uncertainties in the expected ambient
background are negligible, or (63/B) = 0%. Case (a) is, in particular, effectively the zero ambient background condition. Predicted
(mgg) ranges for neutrino mass 10 and NO [26,27], following the matrix elements models prescribed in Ref. [14] are superimposed.
Scenarios with 2vff background switched off are displayed as dotted lines to illustrate individual contributions from both background
components. The 2uff process is the leading background for increasing Ay =~ beyond the divergent points.
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in Bl are universally applicable to comparing sensitivities
of different OuvpBf experiments on a variety of the Ovpp
candidate isotope.

The input parameters specific to the Oyff candidate
isotope chosen for this study, **Xe, are Q5 = 2.458 MeV
and 774, = 2.2 10*" yr [30-32]. Signal events with
strength S, with Gaussian energy distribution at mean
Opp and FWHM A ,; Are simulated, superimposed by both
background channels. Multiple simulated datasets for
different (B, Sy) are produced.

The ambient background is assumed to be energy
independent. The 2vp8f background spectrum with the
parametrization of Ref. [33] is adopted. The measured
spectrum is derived via Gaussian smearing with width

B6Xe, 2 =1 ton-yrl
10¢ ;
-  JUNO
4t F\®
3t B, =1 Ly b
2 [rosssennssssens S nEXO""‘. ........... m.
P ® o =
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1O g

0.1
107 10° 10° 10* 10° 10% 100" 1 10
BI, (counts/FWHM-ton-yr)
©

characterized by detector resolution Ay . The likelihood
with expected 2vff background and uncertainties of op
(=v/7B/7) can be written as

Zcep,=2Z(S.B|E),
e—(B—HH—S) (B+V+S)N e—rB(TB)nO

N! no!
N B fp(E)+v-fa,(E)+S- fs(E)
XE[ (B+v+S) )

where v is the expected count of 2v3f in ROI, and f,, (E) is
the 2vpf spectrum normalized with [;q; f2,(E)dE = 1.
We first take the asymptotic case of (o5/B) ~ 0% with

136Xe, > = 10 ton-yr |
10p
- 10
4 -
3 -
2 B BZV =1
§ ......................................................................
~ 1F
o F : %
< [ ‘o A
- NEXT-1T
0.3
0.2 i Bumb;= 1
107 10° 10° 10* 10° 102 10" 1 10
BI,, (counts/FWHM-ton-yr)
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10

S
=
<
0.3
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BI,, (counts/FWHM-ton-yr)
(d

FIG. 10. Requirements in (Bly, Ag, ) space for Oupf experiments with '*Xe to achieve P, for ¥ at (a) 1, (b) 10, (c) 100, and
(d) 1000 ton-yr, under the specific case where uncertainties in the expected ambient background are negligible, or (63/B) = 0%.
Detector performance parameters in (BI,, A, » ﬁ) for the coming generation of '36Xe projects [19,34-37] are superimposed. The B,, = 1
and B,,, = 1 contours correspond to, respectively, where the first 2uff and ambient background event would appear within
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the zB-term suppressed. The likelihood of Eq. (25) is
simplified to

N!

B-fp(E;)+v-fo,(E)+S- fs(E;)
H[ (B+v+S) '

gCEv:

(26)

Uncertainties of 2uf33 background rates and spectra are also
negligible in this analysis.

The LLR analyses are applied to cases with and without
2upf background described by likelihood functions of,
respectively, Zcgp, in Eq. (25) and £ in Eq. (11).
Distributions of g, following Eq. (7) for P(q¢|H,) and
P(qo|H,) in low and high statistics scenario, similar to

those of Figs. ) in

Asimov dataset of Eq. (14) is expanded to

F(E, = [B- fp(E:) +v- folE) + S fs(E)|w(E))
(27)

with an additional [v- f2,(E;)] factor.

The 11 o versus Ag,, at different contours of X = 1, 10,
100, 1000 ton-yr scanning over Bl, = 1076, 107%, 1072,
1 counts/(FHWM-ton-yr) are depicted in Flgs. 9(a)-9(d),
superimposed on the predicted ranges of IO and NO
[26,27]. The divergent points between the solid and dotted
lines depend on X and BI,. They denote the A values
above which the irreducible 2vf3f background would
dominate. In particular, the low Bl; = 107 scenario of
Fig. 9(a) corresponds to where the ambient background can
be neglected.

The allowed regions to achieve P in (Ag,,. Bly)
space for X =1,10,100, 1000 ton-yr are depicted in
Figs. 10(a)-10(d), in which the performance specifications
in (Bly, Ay, ) for the coming generation of '**Xe projects

[19,34-37] are superimposed. For fixed X, ambient and
2upp background depend only on Bl and Ay, respec-

tively. The contours of B,, =1 and B,,,;, = 1 within ROI =
Opp + 4og, are marked.

While the numerical results are derived from '*°Xe under
the assumptions stated, some general and notable features
related to the sensitivity projections for future Ovf33 projects
can be observed:

(1) Following Fig. 7, counting-only analysis can lead to
sensitivity projections which deviate by >6% from
those of complete LLR analysis with energy in-
formation included. The discrepancies can be as
large as 20-30% for BIyZ < 1072,

(2) The point at which the solid and dotted lines
converge signifies the transition on which of the
two background modes are dominant—the ambient
and 2y background dominate the sensitivities at

Ao, values lower and higher than the transition
point, respectively.

(3) Effects of nonzero (o5/B): At parameter space in
Fig. 9 where 2uff background dominates, there are
no effects to the sensitivities. When ambient back-
ground is the leading channel, the relative drop of
sensitivities (equivalently, increase in required X)
can be read off directly from Fig. 8(c).

(4) The low-A, " regime in Fig. 9(a) for BI, = 107°
effectively the zero ambient background condition.
The blue shaded region in Fig. 11 is where back-
ground due to 2uff is also negligible such that one
observed event within ROI will constitute a positive
signature under P3J. The required experimental
specifications are AQ/w < 1.3% and £ > 1.5 ton-year
for 10, and AQW < 0.5% and X > 315 ton-year for

NO. The white region is where the irreducible 2v43
background limits the Oyff sensitivities. The blue
dotted line depicts the case where one 2 back-
ground event can be observed on average.

(5) The relatively high background levels of Bl, = 1 in
Fig. 9(d) corresponds to those achieved in the
current generation of experiments [38]. The 2ufp
background is only of minor impact except for Ay -
larger than a few% where the solid and dotted lines
diverge. Exposures of £ = 10 ton-yr and 100 ton-yr
are required to cover IO from experiments with
Ag,, < 1.4% and 8.0%, respectively. In addition,

probing the entire NO region is not possible
even with 2 ~ 1000 ton-yr for experiments with

10*

it it
) <

2 (ton-yr)
s

10—1 1 1 MR | 1 ML A R S R A
0.1 0.2 0.3 1 2 3 4567810
Ay (%)
5
FIG. 11. The conditions, represented by the white region, under

which the irreducible 2u background for 3°Xe limits the Ov3p
sensitivities in the zero ambient background scenario. The blue
shaded region corresponds to parameter space where one ob-
served event can constitute a positive signal under Pg‘o’. The blue
dotted line depicts the case where one 2§ event can be observed
on average. The bands for IO and NO are superimposed.
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Ay = 0.12% [39], the best resolution achieved to-

date with Ge.

(6) It can be inferred from Fig. 10(b) that the exper-
imental specifications for the coming generation of
projects could cover 10 at X > 10 ton-yr. However,
following Fig. 10(d), this would be insufficient to
probe NO. Covering NO entirely would require X ~
1000 ton-yr at AQW < 1% together with Bl at <0.1.

(7) Future Ovpp projects to probe IO and NO would
necessarily have (BI,-X) <1 with multiple ton-
year exposure of enriched isotopes. A misestimation
of the sensitivity reach by a few-% already implies
nonoptimal use of substantial resources. It follows
from Fig. 7(b) that counting-only analysis with
complete Poisson or continuous approximations
are no longer adequate. Energy information has to
be incorporated in the evaluation of the sensitivity
projections to provide the best input for the assess-
ment of cost effectiveness.

V. SUMMARY AND PROSPECTS

We develop in this work the statistical methods to define
required signal strength to establish a positive effect in an
experiment with known background and uncertainties—
before it is performed. It expands from our earlier counting-
only analysis [14] to incorporate constraints from addi-
tional measurements.

Two expected features are quantified on the required
signal strength to establish positive effects. First, in
counting-only experiments, the strength can be derived
correctly with complete Poisson analysis, and the continu-
ous approximation would underestimate the values.
Furthermore, incorporating continuous variables as addi-
tional constraints would reduce the required signal strength
relative to that derived with counting-only analysis.

The procedures are applied to Ovff experiments on one
isotope '36Xe under realistic parameters as illustrations on
how they are used in practice. The theme of our future
research would be to adapt these tools to perform system-
atic studies on the sensitivity dependence of Ovff projects
to experimental choice of target isotopes, detector reso-
lution, and planned exposure.
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