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#### Abstract

Current searches for signals of departures from the fundamental symmetries of general relativity using gravitational waves are largely dominated by propagation effects like dispersion and birefringence from highly dynamic sources, such as coalescing binary black holes and neutron stars. In this paper we take steps toward probing the nature of spacetime symmetries in the generation stage of gravitational waves; by using a generic effective field theory, we solve the modified Einstein equations order by order (in the coefficients for the symmetry breaking) for a generic source, and we write down the first post-Newtonian corrections, which include contributions from the spacetime symmetry breaking terms. Choosing as the source a system of point particles allows us to write down a simple toy solution explicitly, and we see that, in contrast to general relativity, the monopolar and dipolar contributions are nonvanishing. We comment on the detectability of such signals by the Laser Interferometer Space Antenna space mission, which has high signal-to-noise Galactic binaries (which can be modeled as point particles) well inside its predicted sensitivity band, sources that are inaccessible for current ground-based detectors. We also discuss the possibility of going beyond the quadrupole formula and the first post-Newtonian order, which would reveal effects that could be probed by ground-based detectors observing coalescence events.
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## I. INTRODUCTION

The detection of gravitational waves by the Laser Interferometer Gravitational-Wave Observatory and Virgo Collaborations not only confirmed long-sought-after predictions by General Relativity (GR), but also opened an entirely new window to the Universe through gravitationalwave astronomy. With the detections of binary coalescence events soon numbering $10^{2}$, a number which is expected to skyrocket during the fourth observing run, ${ }^{1}$ gravitational waves are now able to probe the nature of the gravitational interaction in truly extreme environments; moreover, since they travel virtually unimpeded through space, highprecision bounds on the propagation speed of gravity as compared to photons are now possible [1]. On the astrophysical side, gravitational waves have enabled discoveries such as the existence of heavy stellar-mass black holes and precise constraints on the mass and radius of neutron stars [2-4].

When searching for a theory unifying GR and the Standard Model of particle physics (SM), it may be necessary to relax some of the underlying tenets linking the two paradigms; indeed, many proposals of quantum

[^0]gravity predict (or allow) that Lorentz symmetry and CPT symmetry are not exact at energy scales relevant for quantum gravity [5-11], and signals of such spacetime symmetry breaking may be accessible to highly sensitive tests. Since Lorentz symmetry is a combination of rotation and boost invariance, its breaking results in nonstandard preferred directions and velocity-dependent quantities. Using gravitational-wave observations, several tests of GR have been performed, for example, $[1,12,13]$, which so far has revealed no departure from known physics. Given that GR holds to very high accuracy, any spacetime symmetry breaking in nature must be very small at the energy scales available to us, and with very little experimental guidance to direct theoretical model building, a practical approach is to search for features of the underlying theory through effective field theory. In the past decades, an effective field theory known as the StandardModel Extension (SME) has emerged as one of the de facto standard tools for testing Lorentz and CPT symmetry; the SME contains GR, SM, and every possible local Lorentz, $C P T$, and/or diffeomorphism-breaking term suppressed by increasing inverse orders of the Planck mass [14-22]. The SME has inspired a large research effort, with constraints on the gravitational sector being obtained using gravitational waves [1,23-28], Solar System tests [29-31], lunar laser ranging [32-34], pulsar tests [35,36], and many
more. An exhaustive list ${ }^{2}$ of all constraints obtained on SME coefficients in all sectors can be found in [37]. A generic term in the SME gravitational sector can be written schematically as
$$
\mathcal{L}_{\mathrm{SME}} \supseteq(\mathrm{SME} \text { coefficient }) \times(\text { dimension }-d \text { operator })
$$
and is built by contracting a conventional mass dimension- $d$ operator with a coefficient tensor that parametrizes Lorentz and/or $C P T$ violation; these coefficients transform as scalars under so-called "particle rotations" [16], and to lowest mass dimension in the gravitational sector (mass dimension $d=4$ ), the relevant curvature quantity is the Riemann tensor. The values of the SME coefficients are then put to experimental tests, where any nonzero value indicates that the spacetime symmetries are broken. Since known physics is contained within the SME, and with the sym-metry-breaking terms being constructed from quite generic operators, specific models can be realized by specifying the values of the SME coefficients; several maps to models have been found, for example, [38] (noncommutative gravity) and [22] (Hořava-Lifshitz gravity).

In general, there are two mechanisms through which nonzero SME coefficients can arise, called spontaneous and explicit breaking [19]: in the case of spontaneous breaking, the underlying Lagrange density is still Lorentz invariant and the symmetry breaking occurs through a Higgs-like mechanism at the level of the Euler-Lagrange equations. ${ }^{3}$ In this case, the SME coefficients need to be considered as dynamical fields with equations of motion of their own. In contrast, should the symmetry breaking arise explicitly, the coefficients are instead fixed at the level of the action and play no dynamical role. ${ }^{4}$ In general, explicit symmetry breaking in the gravitational sector is incompatible with Riemannian geometry through highly nontrivial complications at the level of the Bianchi identities [16], but exceptions exist; see, for example, [22,28,40,41]. In this work, we shall focus our attention on the case of spontaneous origin of the symmetry breaking, which is compatible with several theoretical scenarios, for example, string theory [5,6], random dynamics [42], and more (see, for example, $[7,43,44]$ ). A well-known example of a candidate quantum-gravity model that incorporates explicit spacetime symmetry breaking is Hořava-Lifshitz gravity [11].

The Laser Interferometer Space Antenna (LISA) mission ${ }^{5}$ is the European Space Agency's future space-based gravi-tational-wave detector, which will be highly sensitive to

[^1]low-frequency gravitational waves in the band $<10^{-4}->$ $10^{-1} \mathrm{~Hz}[45,46]$. Within this band lie a multitude of Galactic sources composed of white dwarfs and neutron stars in different combinations, known as Galactic binaries. These noncoalescing, relatively slow-moving sources emit continuous, quasimonochromatic gravitational waves with a period of minutes to hours, which will be observable by LISA throughout the entire mission lifetime [47]. The fact that these are "weak" and slow-moving sources means that they can be treated using a post-Newtonian expansion, without the need to employ numerical relativity and computationally expensive waveform modeling. A number of Galactic binaries with exceptional signal-to-noise ratio are known as verification binaries, which are guaranteed sources for LISA, with simulations predicting $\mathcal{O}\left(10^{4}\right)$ sources within the Milky Way [47]; the use of sources within our own Galaxy also precludes the need to take cosmology into account. These sources are of significantly lower energy than the mergers detected by ground-based detectors, but they are plentiful and continuously observable, and so the amount of statistics that LISA can gather will be considerable. The formalism developed in this paper would be well suited for tests with such sources (see Sec. VI), but can also be used for the inspiral phase of binary coalescence events as observed by ground-based detectors.

A common denominator for most spacetime symmetry tests with gravitational waves is that they rely on propagation effects such as birefringence and dispersion through the use of modified dispersion relations of the form

$$
\omega=|\mathbf{p}|(1 \pm \text { corrections })
$$

in terms of the components of the 4-momentum $p^{\mu}=(\omega, \mathbf{p})$; in this paper, we outline the steps for obtaining constraints from the generation stage of gravitational waves as a complement to the more common propagation studies. ${ }^{6}$ Starting with a generic source, we write down the field equations in the presence of spacetime symmetry-breaking terms at arbitrary order in mass dimension $d$. We later specify the source as a system of point particles and provide sample solutions for a simple case, and we briefly comment on their detectability with the future LISA space mission, as well as with current ground-based detectors.

The paper is organized as follows: In Sec. II, we write down the theoretical framework and formal solutions to the relaxed field equations. In Sec. III, we perform the postNewtonian (PN) expansion in the near zone and discuss the PN order required in our solutions. In Sec. IV, we discuss the contributions from the wave-zone integrals. In Sec. V, we introduce the quadrupole formula for a generic source.

[^2]In Sec. VI, we present a simple sample solution to our equations for point particles; we briefly discuss the possibilities of detection by LISA and ground-based telescopes, outline future work, and conclude in Sec. VII. We use greek letters $(\mu, \nu, \ldots)$ for spacetime indices and latin letters $(i, j, k, \ldots)$ to denote spatial indices. When referring to mass dimension $d$ we use natural units where $c=\hbar=1$, but we write out $c$ explicitly in our equations, as it helps the counting of post-Newtonian orders. In this paper, we employ several notions of perturbative orders; we have made every attempt at clarity, but caution is needed. In places where we do not specify the type of order, it should be understood that we are referring to the order-by-order solution scheme that we adopt in Eq. (11).

## II. THEORETICAL FRAMEWORK

We define the metric potentials as fluctuations around the Minkowski metric ${ }^{7}$ as

$$
\begin{equation*}
h_{\alpha \beta} \equiv \eta_{\alpha \beta}-g_{\alpha \beta} \tag{1}
\end{equation*}
$$

Ensuring that the usual linear gauge symmetry $h_{\alpha \beta} \rightarrow$ $h_{\alpha \beta}+\partial_{\alpha} \xi_{\beta}+\partial_{\beta} \xi_{\alpha}$ is satisfied, we can write the general and complete Lagrange density quadratic in the metric potentials $h_{\alpha \beta}$ as [24]

$$
\begin{align*}
\mathcal{L}= & \frac{1}{8 \kappa} \epsilon^{\mu \rho \alpha \kappa} \epsilon^{\nu \sigma \beta \lambda} \eta_{\kappa \lambda} h_{\mu \nu} \partial_{\alpha} \partial_{\beta} h_{\rho \sigma} \\
& +\frac{1}{8 \kappa} h_{\mu \nu}\left(\hat{s}^{\mu \rho \nu \sigma}+\hat{q}^{\mu \rho \nu \sigma}+\hat{k}^{\mu \rho \nu \sigma}\right) h_{\rho \sigma} \tag{2}
\end{align*}
$$

which includes GR and all spacetime symmetry-breaking terms at arbitrary mass dimension $d$. Here, $\kappa=8 \pi G, \epsilon^{\mu \rho \alpha \kappa}$ is the totally antisymmetric Levi-Civita tensor density, and the first term gives the linearized Einstein tensor for GR (to first order in $h$ ). The hatted quantities are the gaugeinvariant SME operators defined as

$$
\begin{align*}
& \hat{s}^{\mu \rho \nu \sigma}=s^{(d) \mu \rho \epsilon_{1} \nu \sigma \epsilon_{2} \cdots \epsilon_{d-2}} \partial_{\epsilon_{1}} \cdots \partial_{\epsilon_{d-2}} \\
& \hat{q}^{\mu \rho \nu \sigma}=q^{(d) \mu \rho \epsilon_{1} \nu \epsilon_{2} \sigma \epsilon_{3} \cdots \epsilon_{d-2}} \partial_{\epsilon_{1}} \cdots \partial_{\epsilon_{d-2}} \\
& \hat{k}^{\mu \rho \nu \sigma}=k^{(d) \mu \epsilon_{1} \nu \epsilon_{2} \rho \epsilon_{3} \sigma \epsilon_{4} \cdots \epsilon_{d-2}} \partial_{\epsilon_{1}} \cdots \partial_{\epsilon_{d-2}} \tag{3}
\end{align*}
$$

where $\hat{s}^{\mu \rho \nu \sigma}$ is $C P T$ even with $d \geq 4, \hat{q}^{\mu \rho \nu \sigma}$ is $C P T$ odd with $d \geq 5$, and $\hat{k}^{\mu \rho \nu \sigma}$ is $C P T$ even with $d \geq 6$. The symmetry properties of the hatted operators can be read off the Young tableaux in Fig. 1.

Since they are in essence duals (of codimension 2) to the widely used barred SME coefficients of linearized gravity, it is possible to map between them using [24]

$$
\begin{equation*}
\hat{s}^{\mu \rho \nu \sigma}=-\epsilon^{\mu \rho \alpha \kappa} \epsilon^{\nu \sigma \beta \lambda} \bar{s}_{\kappa \lambda} \partial_{\alpha} \partial_{\beta}, \tag{4}
\end{equation*}
$$

[^3]

FIG. 1. Young tableaux for $S^{(d) \mu \rho \circ \nu \sigma \circ \circ^{d-4}}$ (left), $q^{(d) \mu \rho \circ \nu \circ \sigma \circ \circ^{d-5}}$ (middle), and $k^{(d) \mu \circ \nu \circ \rho \circ \sigma \circ \circ^{d-6}}$ (right).
and similarly for $\hat{q}^{\mu \rho \nu \sigma}$ and $\hat{k}^{\mu \rho \nu \sigma}$. Therefore, a single component of a hatted operator represents a specific combination of barred coefficients with associated partial derivatives, which together make up irreducible pieces of the hatted operators.

The Euler-Lagrange equations read

$$
\begin{equation*}
G_{L}^{\mu \nu}+M^{\mu \nu \rho \sigma} h_{\rho \sigma}-\frac{\kappa}{c^{4}} \tau^{\mu \nu}=0 \tag{5}
\end{equation*}
$$

where $\tau^{\mu \nu}$ is the matter stress-energy tensor, $G_{L}^{\mu \nu}$ is the linearized Einstein tensor

$$
\begin{equation*}
G_{L}^{\mu \nu}=-\frac{1}{2} \eta_{\rho \sigma} \epsilon^{\mu \rho \alpha \kappa} \epsilon^{\nu \sigma \beta \lambda} \partial_{\alpha} \partial_{\beta} h_{\kappa \lambda} \tag{6}
\end{equation*}
$$

and $M^{\mu \nu \rho \sigma}$ is

$$
\begin{align*}
M^{\mu \nu \rho \sigma}= & -\frac{1}{2}\left[\frac{1}{2}\left(\hat{s}^{\mu \rho \nu \sigma}+\hat{s}^{\mu \sigma \nu \rho}\right)+\hat{k}^{\mu \rho \nu \sigma}\right. \\
& \left.+\frac{1}{4}\left(\hat{q}^{\mu \rho \nu \sigma}+\hat{q}^{\nu \rho \mu \sigma}+\hat{q}^{\mu \sigma \nu \rho}+\hat{q}^{\nu \sigma \mu \rho}\right)\right] \tag{7}
\end{align*}
$$

which is symmetric in the first and last pairs of indices. Similar modifications to the Einstein equations were found in the context of Chern-Simons gravity, where the nonstandard terms were recast as a modified dynamical matter source [50].

In order to make the field equations more tractable, we introduce the trace-reversed metric potentials (henceforth denoted with a bar) as

$$
\begin{equation*}
h_{\alpha \beta}=\bar{h}_{\alpha \beta}-\frac{1}{2} \bar{h} \eta_{\alpha \beta}, \quad h=-\bar{h}, \tag{8}
\end{equation*}
$$

and we note that the field equations expressed using the trace-reversed potentials are equivalent to the first-order (in $\bar{h}$ ) limit of the relaxed Einstein equations in the LandauLifshitz formulation of general relativity, i.e., using the gothic metric $\mathrm{g}^{\mu \nu}=\sqrt{-g} g^{\mu \nu}$ and

$$
\begin{equation*}
\bar{h}^{\alpha \beta} \equiv \eta^{\alpha \beta}-\mathfrak{g}^{\alpha \beta}+\mathcal{O}\left(h^{2}\right) \tag{9}
\end{equation*}
$$

Thanks to this equivalence, we will be able to use the powerful machinery presented in the book [51] in the following sections, the limitation being that we may only consider terms that are first order in $\bar{h}^{\mu \nu}$. In the Einstein
equations, this appends two terms to the energy-momentum tensor (now a pseudotensor), which now reads

$$
\begin{equation*}
\tau^{\mu \nu}=T^{\mu \nu}+\tau_{\mathrm{H}}^{\mu \nu}+\tau_{\mathrm{LL}}^{\mu \nu}, \tag{10}
\end{equation*}
$$

where $T^{\mu \nu}$ is the stress-energy tensor of the source, and $\tau_{\mathrm{H}}^{\mu \nu}$ and $\tau_{\mathrm{LL}}^{\mu \nu}$ are the harmonic gauge and Landau-Lifshitz contribution to the energy-momentum pseudotensor, respectively. In $\mathrm{GR}, \tau_{\mathrm{H}}^{\mu \nu}$ and $\tau_{\mathrm{LL}}^{\mu \nu}$ contain terms at second order in the metric potential $h$ such as $\partial h \partial h$ and $h \partial h$, but since our approach is only valid to linear order in $h$, we must discard these quadratic contributions. In the vacuum case, plane wave solutions to the modified Einstein equations (5) in momentum space admit a dispersion relation of the form $\omega=|\mathbf{p}|\left(1-\zeta^{0} \pm \zeta^{1}\right)$, where $\zeta^{0,1}$ consist of contracted combinations of $\hat{s}^{\mu \rho \nu \sigma}, \hat{q}^{\mu \rho \nu \sigma}$, and $\hat{k}^{\mu \rho \nu \sigma}$ suppressed by higher inverse orders of momentum $|\mathbf{p}|[23,52]$. Here, the $\pm$ sign shows the appearance of birefringence of the propagating modes, an effect that occurs for odd mass dimension $d \geq 5$ operators. Because of the highly suppressed nature of the propagation effects, cosmological distances are normally required for the effects to build up sufficiently, as was used for gravitational waves in $[23,52,53]$ and for photon propagation in [54,55]. In this paper, we focus on generation effects only, although corrections from propagation can, in principle, be applied to the resulting waveforms when considering extragalactic sources.

Considering small departures from the symmetries of GR to linear order in the metric potentials, we now solve Eq. (5) expressed in terms of the trace-reversed potentials $\bar{h}^{\mu \nu}$ by splitting the potential $\bar{h}^{\mu \nu}$ into two parts as ${ }^{8}$

$$
\begin{equation*}
\bar{h}^{\mu \nu}=\bar{h}^{(0) \mu \nu}+\bar{h}^{(1) \mu \nu}, \tag{11}
\end{equation*}
$$

where $\bar{h}^{(0) \mu \nu}$ is the trace-reversed GR solution and $\bar{h}^{(1) \mu \nu}$ contains the symmetry-breaking terms, which is a similar approach to that of [24]. We choose the harmonic gauge, which with the above equation in mind reads

$$
\begin{equation*}
\partial_{\mu} \bar{h}^{\mu \nu}=\partial_{\mu}\left(\bar{h}^{(0) \mu \nu}+\bar{h}^{(1) \mu \nu}\right)=0 . \tag{12}
\end{equation*}
$$

Since the GR metric potential satisfies this condition on its own, $\partial_{\mu} \bar{h}^{(0) \mu \nu}=0$, the above choice implies that the harmonic gauge condition also holds at first order $\partial_{\mu} h^{(1) \mu \nu}=0$. The equations of motion for the potentials read

$$
\begin{align*}
& \square \bar{h}^{(0) \mu \nu}=-\frac{2 \kappa}{c^{4}} \tau^{\mu \nu}, \\
& \square \bar{h}^{(1) \mu \nu}=2 \bar{M}^{\mu \nu \rho \sigma} \bar{h}_{\rho \sigma}^{(0)}, \tag{13}
\end{align*}
$$

[^4]with the GR solution acting as the source for first order $\bar{h}^{(1) \mu \nu}$; the full solution will be the sum of the two contributions. Here, we have introduced the tracereversed $\bar{M}^{\mu \nu \rho \sigma}$ and the trace-reversal operator $\mathcal{A}_{\kappa \lambda}{ }^{\rho \sigma}$ following [24] as
\[

$$
\begin{align*}
\bar{M}^{\mu \nu \rho \sigma} & =M^{\mu \nu \kappa \lambda} \mathcal{A}_{\kappa \lambda}{ }^{\rho \sigma}, \\
\mathcal{A}_{\kappa \lambda}{ }^{\rho \sigma} & =\frac{1}{2}\left(\eta_{\kappa}{ }^{\rho} \eta_{\lambda}{ }^{\sigma}+\eta_{\kappa}{ }^{\sigma} \eta_{\lambda}{ }^{\rho}-\eta_{\kappa \lambda} \eta^{\rho \sigma}\right) . \tag{14}
\end{align*}
$$
\]

At the GR level, the formal solution reads

$$
\begin{equation*}
\bar{h}^{(0) \mu \nu}(x)=\frac{\kappa}{4 \pi c^{4}} \int d^{4} y G(x-y) \tau^{\mu \nu}(y) \tag{15}
\end{equation*}
$$

where $G(x-y)$ is the retarded Green's function associated with the Minkowski d'Alembertian operator $\square \equiv \partial^{\alpha} \partial_{\alpha}$ defined as

$$
\begin{equation*}
\square G(x-y)=-4 \pi \delta^{(4)}(x-y) \tag{16}
\end{equation*}
$$

By inserting the GR solution (15) into the first-order wave equation (13), the full solution can now be schematically written as

$$
\begin{equation*}
\bar{h}^{(1) \mu \nu}=-\frac{\kappa}{8 \pi^{2} c^{4}} \int d^{4} y d^{4} z G(x-y) G(y-z) \bar{M}^{\mu \nu \alpha \beta} \tau_{\alpha \beta}(z) \tag{17}
\end{equation*}
$$

which bears some similarity to integrals appearing in loop calculations [56] and tails-of-memory effects [57]. Equation (17) is a troublesome integral with potentially nonlocal and acausal pieces; this can be seen by applying the d'Alembertian to the second equation in (13), leading to $\square^{2} \bar{h}^{(1)} \sim \bar{M} \tau$. The right-hand side of this equation is a source with compact support, but the left-hand side is a nonlocal operator, which was discussed in some detail in $[58,59]$. At zeroth order (the GR solution), the retarded solution must be considered the physical one, and we apply the same logic at first order and only focus on the retarded solutions. Moreover, since the source in the first-order wave equation in (13) is the GR wave solution $h^{(0)}$, this equation does not have a compact source, as $h^{(0)}$ is defined over all space. The rest of the paper will be devoted to finding ways to evaluate the integral in Eq. (17).

## A. GR solution

The solution to Eq. (16) gives the retarded (and advanced) Green's function related to the inverse Minkowski d'Alembertian, which we can write as

$$
\begin{equation*}
G\left(x-x^{\prime}\right) \equiv \frac{\delta^{(3)}\left(\left(c t-c t^{\prime}\right)-\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{18}
\end{equation*}
$$



FIG. 2. The past light cone $\mathcal{C}(x)$ of the field point $x$, where $\mathcal{D}$ is the world tube traced by a codimension- 1 sphere of radius $\mathcal{R}$. $\mathcal{C}(x)$ is split into the near zone $\mathcal{N}(x)$ (which lies on the surface of the light cone and is contained within $\mathcal{D}$ ) and the wave zone $\mathcal{W}(x)$. The constant-time surface $\mathcal{M}(x)$ is the relevant integration region in the near zone. Figure inspired by illustrations in Chap. 6 of [51].
which simplifies Eq. (15) to

$$
\begin{equation*}
\bar{h}^{(0) \mu \nu}(x)=\frac{\kappa}{4 \pi c^{4}} \int d^{3} x^{\prime} \frac{\tau^{\mu \nu}\left(\tau, \mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{19}
\end{equation*}
$$

where $\tau$ denotes the retarded time coordinate, defined as

$$
\begin{equation*}
\tau \equiv t-\frac{1}{c}\left|\mathbf{x}-\mathbf{x}^{\prime}\right|, \tag{20}
\end{equation*}
$$

where $\left|\mathbf{x}-\mathbf{x}^{\prime}\right|$ is the Euclidean distance. We integrate Eq. (19) over the entire past light cone of the point $x$, which we call $\mathcal{C}(x)$. Now, it is possible to split the integral over the "near zone" $\mathcal{N}(x)$ and the "wave zone" $\mathcal{W}(x)$ (see Fig. 2 for definitions of the integration regions) of the source as

$$
\begin{align*}
\bar{h}^{(0) \mu \nu}(x)= & \frac{\kappa}{4 \pi c^{4}} \int_{\mathcal{N}(x)} d^{3} x^{\prime} \frac{\tau^{\mu \nu}\left(\tau, \mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \\
& +\frac{\kappa}{4 \pi c^{4}} \int_{\mathcal{W}(x)} d^{3} x^{\prime} \frac{\tau^{\mu \nu}\left(\tau, \mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{21}
\end{align*}
$$

where the wave-zone integral can safely be neglected to the level of accuracy we require in this paper; the remaining integral is over the near zone $\mathcal{N}(x)$. We stress here that we will place the field point in $\mathcal{W}(x)$ for the first-order solution $\bar{h}^{(1)}$, but since this will involve an integral of $\bar{h}^{(0)}$ over $\mathcal{N}(x)$, the "source" (which contains the GR solution) must be evaluated with the field point in the near zone. Once we have the first-order solution for a wave-zone field point, we add it to the known GR solution evaluated for the same field point.

Since we will be manipulating the source and field points, we introduce the following notation to denote their
locations to avoid confusion: for example, $\int_{\mathcal{N}_{\mathcal{W}}(x)}$ is an integral over the near zone when the field point $x$ is in the wave zone, and so on. A diagram showing the different integration regions can be seen in Fig. 2. In the following sections, we will solve the above integrals using a postNewtonian expansion.

## B. Symmetry-breaking solution

Once the GR solution is safely in hand, we can turn our attention to the first order, i.e., the symmetry-breaking solution; here, derivatives of the full GR solution make up the source term, essentially replacing $\tau^{\mu \nu}$, up to 1 PN order, since the formalism we employ does not allow us to go higher.

The formal solution for $\bar{h}^{(1) \mu \nu}$ reads

$$
\begin{align*}
\bar{h}^{(1) \mu \nu}(x)= & -\frac{1}{2 \pi} \int_{\mathcal{N}_{\mathcal{W}}(x)} d^{3} x^{\prime} \frac{\bar{M}^{\mu \nu \rho \sigma} \bar{h}_{\rho \sigma}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \\
& -\frac{1}{2 \pi} \int_{\mathcal{W}_{\mathcal{W}}(x)} d^{3} x^{\prime} \frac{\bar{M}^{\mu \nu \rho \sigma} \bar{h}_{\rho \sigma}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{22}
\end{align*}
$$

where the numerical prefactors are contained inside $\bar{h}_{\mu \nu}^{(0)}$. The second integral term is evaluated in the wave zone (with the field point also in the wave zone), where we need to be careful with the field point, since this integral will receive contributions from the GR solution in the near zone as well as the wave zone. We can write the second term in Eq. (22) as (suppressing some notation)

$$
\begin{equation*}
\int_{\mathcal{W}_{\mathcal{W}}(x)} d^{3} x^{\prime} \frac{\bar{M}^{\mu \nu \rho \sigma}\left[\left(\bar{h}_{\rho \sigma}^{(0)}\left(x^{\prime}\right)\right)_{\mathcal{N}_{\mathcal{W}}}+\left(\bar{h}_{\rho \sigma}^{(0)}\left(x^{\prime}\right)\right)_{\mathcal{W}_{\mathcal{W}}}\right]}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{23}
\end{equation*}
$$

where we now have two terms with wave-zone field points; in the first-order solution, these will be the source points (see also Fig. 3). The second term $\left(\bar{h}_{\rho \sigma}^{(0)}\left(x^{\prime}\right)\right)_{\mathcal{W}_{\mathcal{W}}}$, the GR solution in $\mathcal{W}$ with a $\mathcal{W}$ field point, is a 1.5PN term (a tail effect). This can be seen through explicit evaluation of the GR potential in $\mathcal{W}$, the result of which is proportional to $c^{-3}$ [51].

We are left with the $\mathcal{N}_{\mathcal{W}}$ contribution. We can therefore write the integral (22) as

$$
\begin{align*}
\bar{h}^{(1) \mu \nu}(x)= & -\frac{1}{2 \pi} \int_{\mathcal{N}_{\mathcal{W}}(x)} d^{3} x^{\prime} \frac{\bar{M}^{\mu \nu \rho \sigma}\left(\bar{h}_{\rho \sigma}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)\right)_{\mathcal{N}_{\mathcal{N}}}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \\
& -\frac{1}{2 \pi} \int_{\mathcal{W}_{\mathcal{W}}(x)} d^{3} x^{\prime} \frac{\bar{M}^{\mu \nu \rho \sigma}\left(\bar{h}_{\rho \sigma}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)\right)_{\mathcal{N}_{\mathcal{W}}}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{24}
\end{align*}
$$



FIG. 3. The solution-generating algorithm used when evaluating Eq. (22). Similar logic applies to the wave-zone solutions, but there we will have an extra contribution from the near zone à la Eq. (24).
where the numerator of the integrands can be expanded as

$$
\begin{align*}
\bar{M}^{\mu \nu \rho \sigma}\left(\bar{h}_{\rho \sigma}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)\right)_{\mathcal{N}_{\mathcal{N}}}= & \bar{M}^{\mu \nu 00}\left(h_{00}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)\right)_{\mathcal{N}_{\mathcal{N}}} \\
& +2 \bar{M}^{\mu \nu 0 j}\left(\bar{h}_{0 j}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)\right)_{\mathcal{N}_{\mathcal{N}}} \\
& +\bar{M}^{\mu \nu j k}\left(\bar{h}_{j k}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)\right)_{\mathcal{N}_{\mathcal{N}}} \tag{25}
\end{align*}
$$

and analogously for $\mathcal{N}_{\mathcal{W}}$, which we write out to make it clear that we will need all components of the GR solution ${ }^{9}$; these expressions can be highly nontrivial, depending on the source. This first-order source term appears inside integrals and is expressed using the retarded time $\tau=t-\left|\mathbf{x}-\mathbf{x}^{\prime}\right| / c$, and since the source term is now of the form $\partial \partial \cdots \bar{h}^{(0)}(x)$, the transformation to retarded time has to take place after the explicit evaluation of the derivatives.

The components of Eq. (24) could use some clarification: bearing in mind that we are interested in the first corrections to GR (at the quadrupole level, since we are working at linear order in the metric potentials), and we have already discarded the GR wave-zone integral, since the $\mathcal{W}_{\mathcal{W}}(x)$ piece lies beyond 1PN order. ${ }^{10}$ The remaining piece is the integral over the near zone with a wave-zone field point $x$, which we call $\mathcal{N}_{\mathcal{W}}(x)$. The source of $\bar{h}^{(1) \mu \nu}$ is now composed of derivatives of the GR solution $\bar{h}^{(0) \mu \nu}$; here, we keep the near-zone solution, but the field point is now in the near zone as well, since the field point in Eq. (15) becomes the source point in the integral (24). In general, the source is defined over all space and does not necessarily

[^5]have compact support. The chart in Fig. 3 shows the algorithm we use to find solutions.

## III. POST-NEWTONIAN EXPANSION IN THE NEAR ZONE

Using standard tools, we write the GR solution in the near zone in terms of the post-Newtonian potentials; the solution (to 1PN-order accuracy) reads [51]
$\bar{h}^{(0) 00}=\frac{4}{c^{2}} U+\frac{1}{c^{4}}\left(7 U^{2}+4 \psi-4 V+2 \frac{\partial^{2} X}{\partial t^{2}}\right)+\mathcal{O}\left(c^{-5}\right)$,
$\bar{h}^{(0) 0 j}=\frac{4}{c^{3}} U^{j}+\mathcal{O}\left(c^{-5}\right)$,
$\bar{h}^{(0) i j}=\frac{1}{c^{4}}\left(4 W^{j k}+U^{2} \delta^{j k}+4 \chi^{j k}\right)+\mathcal{O}\left(c^{-5}\right)$,
where the potentials satisfy the following Poisson-like equations:

$$
\begin{align*}
\nabla^{2} U & =-4 \pi G \rho^{*} \\
\nabla^{2} U^{j} & =-4 \pi G \rho^{*} v^{j} \\
\nabla^{2} X & =2 U \\
\nabla^{2} \psi & =-4 \pi G \rho^{*}\left(\frac{3}{2} v^{2}-U+\Pi+3 p / \rho^{*}\right) \\
\nabla^{2} V & =-4 \pi G \rho^{*}\left(v^{2}-\frac{1}{2} U+3 p / \rho^{*}\right) \\
\nabla^{2} W^{j k} & =-4 \pi G\left(\rho^{*} v^{i} v^{j}-\frac{1}{2} \rho^{*} U p \delta^{j k}\right) \\
\nabla^{2} \chi^{j k} & =-\partial^{j} U \partial^{k} U \tag{27}
\end{align*}
$$

the solutions for which are displayed in the Appendix. It should be noted that this GR solution goes beyond linear order in the metric potentials, which can be seen by the appearance of terms such as $U^{2}$ and $\chi^{j k}$; we write down these terms for completeness. In Eq. (26), $\rho^{*}$ represents the conserved energy density, which to $\mathcal{O}\left(c^{-4}\right)$ reads $\rho^{*}=\left[1-\left(v^{2} / 2+3 U\right) / c^{2}\right] \rho$. The quantities $X, V, W^{j k}$, and $\chi^{j k}$ are known as superpotentials, since they are defined using the potential $U$. Therefore, we can view the quantity $\bar{M}^{\mu \nu \rho \sigma} \bar{h}_{\rho \sigma}^{(0)}$ as a combination of a "superduper" potential and a superlative potential. ${ }^{11}$

Now that we have assembled the GR solution in the near zone to the correct PN order, we turn to the source term for first order, which we can write in a schematic way as

$$
\begin{equation*}
\bar{M}^{\mu \nu \rho \sigma} \bar{h}_{\rho \sigma}^{(0)}=\partial \partial \bar{h}^{(0)}+\partial \partial \partial \bar{h}^{(0)}+\cdots, \tag{28}
\end{equation*}
$$

[^6]where the solution space already satisfies the generalized first-order gauge condition (12). Now, we note that, in the near zone, spatial derivatives $\partial_{i}$ leave the PN order unaffected, whereas temporal derivatives do not; indeed, since we can write them as
\[

$$
\begin{equation*}
\partial_{0} \equiv \frac{\partial}{\partial c t}=\frac{1}{c} \partial_{t} \tag{29}
\end{equation*}
$$

\]

we see that each consecutive time derivative in (28) adds $\frac{1}{2}$ post-Newtonian order. Looking again at the GR solution as

$$
\begin{equation*}
\bar{h}^{(0) 00} \sim \frac{4}{c^{2}} U+\frac{1}{c^{4}}(\cdots) \tag{30}
\end{equation*}
$$

we see that the first term can be acted on by up to two time derivatives, while the second term can only be acted on with spatial derivatives, if we want to keep terms up to 1PN. ${ }^{12}$ We also have

$$
\begin{equation*}
\bar{h}^{(0) 0 j} \sim \frac{4}{c^{3}} U^{j}, \quad \bar{h}^{(0) j k}=\frac{1}{c^{4}}(\cdots), \tag{31}
\end{equation*}
$$

so $\bar{h}^{(0) 0 j}$ can take one time derivative, and $\bar{h}^{(0) j k}$ can only take spatial derivatives. This will somewhat simplify the following calculations in the near zone. Because of the use of the retarded time in the wave zone, we will not have the freedom in spatial derivatives as in the near zone, which is shown in Eq. (35).

## IV. WAVE ZONE-WAVE ZONE CONTRIBUTION

At the GR level, the $\mathcal{W}_{\mathcal{W}}$ contribution appears at 1.5 PN [51], and we will therefore not consider it; however, the $\mathcal{N}_{\mathcal{W}}$ term integrated over $\mathcal{W}_{\mathcal{W}}$ survives. The $\mathcal{N}_{\mathcal{N}}$ contribution integrated over $\mathcal{N}_{\mathcal{W}}$ will be our main focus for the purposes of the toy solution in Sec. VI, but for certain components of the SME coefficients, the $\mathcal{W}_{\mathcal{W}}$ contribution will introduce terms at the same post-Newtonian order. From Eq. (24) we have that
$\bar{h}^{(1) \mu \nu}(x) \supseteq-\frac{1}{2 \pi} \int_{\mathcal{W}_{\mathcal{W}}(x)} d^{3} x^{\prime} \frac{\bar{M}^{\mu \nu \rho \sigma}\left(\bar{h}_{\rho \sigma}^{(0)}\left(\tau, \mathbf{x}^{\prime}\right)\right)_{\mathcal{N}_{\mathcal{W}}}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}$.
The GR solution in $\mathcal{N}_{\mathcal{W}}$ reads (up to 1PN accuracy)

$$
\begin{align*}
\bar{h}^{(0) 00} & =\frac{4 G}{c^{2}}\left[\frac{M}{r}+\frac{1}{2} \partial_{j} \partial_{k} \frac{\mathcal{I}^{j k}}{r}\right], \\
\bar{h}^{(0) 0 j} & =\frac{4 G}{c^{3}}\left[-\frac{1}{2} \frac{(\mathbf{n} \times \mathbf{J})^{j}}{r^{2}}-\frac{1}{2} \partial_{k} \frac{\dot{\mathcal{I}}^{j k}}{r}\right], \\
\bar{h}^{(0) j k} & =\frac{4 G}{c^{4}}\left[\frac{1}{2} \frac{\ddot{\mathcal{I}}^{j k}}{r}\right], \tag{33}
\end{align*}
$$

[^7]where $M$ is the total Arnowitt-Deser-Misner mass of the system (which agrees with the difference between the monopole moment and the near-zone mass to order $c^{-4}$ ), $J$ is the total angular momentum (which agrees with the near-zone angular momentum to $c^{-2}$ ), $\mathcal{I}^{j k}$ is the mass quadrupole moment, $\mathbf{n}$ is a normal vector pointing from the source point to the field point (from source to detector), and $r=\left|\mathbf{x}-\mathbf{x}^{\prime}\right|$ is the distance between the same. Since $x$ is in $\mathcal{W}, r$ cannot be considered a small quantity. Overdots indicate derivatives with respect to retarded time $\tau$. This expression can be simplified in the far-away wave zone (when $r$ is much larger than the characteristic wavelength of the source), and this is what is generally done for GR solutions; however, since these potentials make up our source for the first-order equations and will be integrated over all of $\mathcal{W}$, we must keep their full form.

The solution (33) will be differentiated partially a number of times in the same manner as in the near zone, where spatial derivatives generate more normal vectors when acting on $r^{-1}$. When counting post-Newtonian orders in this region, we note that the total mass $M$ contains a 0PN component, since it is defined as

$$
\begin{equation*}
M=\int d^{3} x \rho^{*}\left[1-\frac{1}{c^{2}}\left(\frac{1}{2} v^{2}-\frac{1}{2} U+\Pi\right)\right]+\mathcal{O}\left(c^{-4}\right) \tag{34}
\end{equation*}
$$

where $\Pi$ is the specific internal energy; the PN contribution here is the velocity-order expansion in $v / c$. The retarded-time derivatives of the mass quadrupole moment can be evaluated using standard formulas. ${ }^{13}$ When evaluating the partial derivatives present in $\bar{M}^{\mu \nu \rho \sigma}$ we note that, in contrast to the $\mathcal{N}_{\mathcal{N}}$ derivatives, both temporal and spatial derivatives increase the post-Newtonian order here. Since the source is now retarded, acting with a nonretarded derivative [on a generic retarded function $f(\tau)$ ] results in

$$
\begin{equation*}
\frac{1}{c} \partial_{t} f(\tau)=\frac{1}{c} \partial_{\tau} f(\tau), \quad \partial_{i} f(\tau)=-\frac{1}{c} \frac{n_{i}}{r} \partial_{\tau} f(\tau) \tag{35}
\end{equation*}
$$

and we conclude that we no longer have the same freedom to add spatial derivatives; any derivatives (both temporal and spatial derivatives) will add a corresponding factor of $c^{-1}$. There is, however, freedom remaining in the factors of $r^{-1}$ that appear in Eq. (33), which when acted on with spatial derivatives will generate normal vectors $n_{i}$ without increasing the post-Newtonian order.

Now that we have obtained the derivatives of the GR source and applied the corresponding SME coefficients, we

[^8]note that, when integrating over $\mathcal{W}$ with the field point in $\mathcal{W}$, the general solution to Eq. (32) reads [51]
\[

$$
\begin{align*}
\bar{h}^{(1) \mu \nu}(x) \supseteq & -\frac{1}{2 \pi} \frac{n^{\langle L\rangle}}{r}\left[\int_{0}^{\mathcal{R}} d s f(\tau-2 s / c) A(s, r)\right. \\
& \left.+\int_{\mathcal{R}}^{\infty} d s f(\tau-2 s / c) B(s, r)\right] \tag{36}
\end{align*}
$$
\]

where $\mathcal{R}$ denotes the boundary between $\mathcal{N}$ and $\mathcal{W}$, and $A$, $B$ are integrals of Legendre polynomials. The symbol $n^{\langle L\rangle}$ is a symmetric and trace-free (STF) product of radial vectors; for example, $n^{\langle j k\rangle}=n^{j} n^{k}-\frac{1}{3} \delta^{j k}$. The expressions depend on the specific form of the source function, in our case $\bar{M} \bar{h}^{(0)}$, where we are forced to restrict our attention to sources of the form (dropping some notation)

$$
\begin{equation*}
f(\tau)=4 \pi\left(\frac{n^{\langle L\rangle}}{r^{n}}\right)^{-1} \bar{M}^{\mu \nu \rho \sigma} \bar{h}_{\rho \sigma}^{(0)} \tag{37}
\end{equation*}
$$

where $n^{\langle L\rangle}$ can be written as a combination of spherical harmonics and integrated trivially. Therefore, when constructing $f(\tau)$, it will be necessary to write it as a sum of subsources, each satisfying the prescription in Eq. (37) with the correct identification of $L$ and $n$. We will not examine these contributions further and instead leave it for future work, which includes an exhaustive set of solutions [60].

## V. THE QUADRUPOLE FORMULA

In this paper, we are interested in the lowest-order corrections to GR, which will appear as corrections to the quadrupole formula (or at least at the quadrupole order), a contribution at 1PN order. In GR, the quadrupole tensor appears in the metric potentials as
$\bar{h}^{00} \supseteq \partial_{j} \partial_{k}\left(\frac{\mathcal{I}^{j k}}{r}\right), \quad \bar{h}^{0 j} \supseteq \partial_{k}\left(\frac{\dot{\mathcal{I}}^{j k}}{r}\right), \quad \bar{h}^{j k} \supseteq \frac{\ddot{\mathcal{I}}^{j k}}{r}$
up to constant factors and with some corrections at higher order in derivatives, where $\mathcal{I}^{j k}$ is the mass quadrupole moment. This can also be seen from the harmonic gauge condition at the GR level, ${ }^{14} \partial_{\mu} \bar{h}^{(0) \mu \nu}=0$. In our case, we will compute it from the spatial components $\bar{h}^{(1) j k}$. Looking at the first-order source term needed, it is the $\mu=j, \nu=k$ component of Eq. (25) that reads (suppressing some notation)

$$
\begin{equation*}
\bar{M}^{j k 00} \bar{h}_{00}^{(0)}+2 \bar{M}^{j k m 0} \bar{h}_{m 0}^{(0)}+\bar{M}^{j k m n} \bar{h}_{m n}^{(0)} \tag{39}
\end{equation*}
$$

[^9]which can be partially simplified using the index symmetries of $\hat{s}^{\mu \rho \nu \sigma}, \hat{q}^{\mu \rho \nu \sigma}$, and $\hat{k}^{\mu \rho \nu \sigma} .{ }^{15}$ Armed with this knowledge, we can now form the source for the modifications to the quadrupole formula, using Eq. (39), which contains $\geq 2$ derivatives of the GR solution. Note that we still have only made some very general assumptions about the properties of the source; indeed, beyond the existence of a near zone, our results are valid for any source up to this point (but we will have to limit the set of sources to those that can be described by the linear potentials).

For a generic source with a wave-zone field point, we can write the linear solution to the spatial metric potential as

$$
\begin{equation*}
\bar{h}^{j k}=\frac{G}{c^{4} R} A^{j k} \tag{40}
\end{equation*}
$$

and in GR, we have that $A^{j k}=2 \ddot{\mathcal{I}}^{j k}$, where an overdot denotes a derivative with respect to retarded time $\tau$, and the physical piece of $\bar{h}^{j k}$ is the transverse-traceless (TT) part $\bar{h}_{\mathrm{TT}}^{j k}$. When spacetime symmetries are broken, we generally expect additional polarization modes to appear, up to a total of six, i.e., four extra modes may appear in the spectrum of gravitational waves ${ }^{16}$; however, these extra modes will be suppressed proportional to the coefficients for spacetime symmetry breaking, which are very small. ${ }^{17}$ This can be seen more easily in momentum space, where the dispersion relation for the helicity components $\bar{h}_{ \pm 2}$ can be solved for in an order-by-order fashion. This yields a result that is neither transverse nor traceless, but the dominant effects can be captured by the TT piece of the dispersion relations [52]. We note, however, that using the gauge-invariant hatted operators $\hat{s}^{\mu \nu \rho \sigma}, \hat{q}^{\mu \nu \rho \sigma}$, and $\hat{k}^{\mu \nu \rho \sigma}$ as we do in this paper, only two polarization modes appear. Other choices of coefficients, for example, the "barred" coefficients ${ }^{18}$ used in [59], allow for five out of six polarization modes.

In order to obtain the corrections to the quadrupole formula, we will use the spatial part of the solution $\bar{h}^{(1) j k}$, and we will first need to evaluate some rather cumbersome derivatives of the metric potentials (26). These can be made more tractable by introducing some simplifications (for example, point-particle approximations), but it should be understood that these derivatives must be taken before the GR solution $\bar{h}^{(0) j k}$ is plugged in as a source on the righthand side of Eq. (24) (where it is evaluated at the retarded time $\tau$ rather than $t$ ). We will see an exception to this rule when introducing point particles in the next section.

[^10]We now turn back to Eq. (24) and spend some time preparing to solve it in $\mathcal{N}_{\mathcal{W}}$, i.e., in the near zone with a wave-zone field point. For a generic wave equation $\square \psi^{\mu \nu}=-4 \pi \xi^{\mu \nu}$, the solution takes the form of a multipole expansion and reads (see Chap. 6 of [51])

$$
\begin{equation*}
\psi^{\mu \nu}(x)=\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{\ell!} \partial_{L}\left[\frac{1}{r} \int_{\mathcal{M}} d^{3} x^{\prime} \xi^{\mu \nu}\left(\tau, \mathbf{x}^{\prime}\right) x^{L L}\right], \tag{41}
\end{equation*}
$$

where $L$ is a multi-index defined such that $x^{L}=$ $x^{j_{1}} x^{j_{2}} \cdots x^{j_{\epsilon}}\left(j_{1}, j_{2}\right.$, etc. are spatial indices), with contractions of $L$ following standard Einstein summation. In Eq. (41), the integration region $\mathcal{M}$ is a surface of constant time bounded externally by a sphere $r^{\prime}=\mathcal{R}$, which is defined as the edge of the near zone. ${ }^{19}$ A depiction of the relevant integration region is shown in Fig. 2.

In order to obtain the quadrupole-order expression, we truncate the series in Eq. (41) at $\ell=2$, after which the $\ell=2$ GR solution of the spatial components can be written as

$$
\begin{equation*}
\psi^{j k}=\frac{2 G}{c^{4}} \frac{\ddot{\mathcal{I}}^{j k}}{r}, \quad \mathcal{I}^{j k}(\tau)=\int d^{3} x \rho^{*} x^{j} x^{k} \tag{42}
\end{equation*}
$$

to 1PN order. As a consequence of this, our final solution will naturally contain derivatives of the GR quadrupole expression, but since we now have a nonstandard source, the monopole ( $\ell=0$ ) and dipole ( $\ell=1$ ) may no longer vanish as they do in GR.

## VI. TOY SOLUTION

Here, we show some typical computations involved in finding the explicit solutions. To make this example more tractable, we introduce the following simplifications:
(1) consider only mass dimension $d=4$ SME coefficients;
(2) keep only certain components of the SME coefficients in order to keep only terms linear in the potentials;
(3) discard contributions from the $\mathcal{N}_{\mathcal{W}}$ integration of the GR solution (23).
We note here that the $d=4$ truncation in the first simplification is known as the minimal SME and is a common choice in the literature, whereas simplifications 2 and 3 are introduced purely to produce tractable expressions in the toy solution; these may not be admissible for real phenomenological studies.

We can now carry out the below computations by hand and write down a small number of terms as the final solution; the complete solution will be significantly more

[^11]complicated, but will be constructed of the same types of terms.

We consider the simple case of a system of point particles and mass dimension $d=4$ in SME coefficients, so that only $\hat{s}^{\mu \rho \sigma \nu}$ contributes in the first-order solution (24). In this case, we will have

$$
\begin{equation*}
M^{\mu \nu \rho \sigma}=-\frac{1}{4}\left[\hat{s}^{\mu \rho \nu \sigma}+\hat{s}^{\mu \sigma \nu \rho}\right], \tag{43}
\end{equation*}
$$

and the spatial part of the source term reads

$$
\begin{equation*}
\bar{M}^{j k 00} \bar{h}_{00}^{(0)}+2 \bar{M}^{j k m 0} \bar{h}_{m 0}^{(0)}+\bar{M}^{j k m n} \bar{h}_{m n}^{(0)} \tag{44}
\end{equation*}
$$

Looking at $\hat{s}^{\mu \rho \nu \sigma}=s^{(4) \mu \rho \alpha \nu \sigma \beta} \partial_{\alpha} \partial_{\beta}$, we simplify further by demanding that only the middle term of the source in Eq. (44) contributes, which can be achieved by only letting a certain subset of coefficient component be nonzero. We call that subset of terms $\hat{\overline{\bar{S}}}^{j k \alpha \beta}$, after which we can write the middle term as

$$
\begin{equation*}
2 \bar{M}^{j k m 0} \bar{h}_{m 0}^{(0)}=-\frac{1}{2} \tilde{\bar{S}}^{j k \alpha \beta} \partial_{\alpha} \partial_{\beta} \bar{h}_{m 0}^{(0)} . \tag{45}
\end{equation*}
$$

Counting now the PN orders of this term, we see from the $0 j$ component of Eq. (26) that we are allowed exactly one time derivative in order for the resulting expression to be a 1 PN contribution to the solutions, so we set $\alpha=0, \beta=i$, and find that the final source term reads

$$
\begin{equation*}
2 \bar{M}^{j k m 0} \bar{h}_{m 0}^{(0)}=-\frac{1}{2} \tilde{\bar{S}}^{j k m i} \frac{1}{c} \partial_{t} \partial_{i} \bar{h}_{m 0}^{(0)} \tag{46}
\end{equation*}
$$

We now turn to the GR solution $\bar{h}_{m 0}^{(0)}$ in Eq. (26), which consists of the potential $U_{j}(x)$. For a system of isolated bodies, we can write the potential for body $A$ as

$$
\begin{equation*}
U_{j}(x)=U_{j}^{A}(x)+U_{j}^{A}(x), \tag{47}
\end{equation*}
$$

where
$U_{j}^{A}(x)=\sum_{A} \frac{G m_{A} v_{j}^{A}}{\left|\mathbf{x}-\mathbf{r}_{\mathbf{A}}(t)\right|}, \quad U_{j}^{\neg A}(x)=\sum_{B \neq A} \frac{G m_{B} v_{j}^{B}}{\left|\mathbf{x}-\mathbf{r}_{\mathbf{B}}(t)\right|}$
and because of the wide separation between the bodies, ${ }^{20}$ we can write the external potential as a Taylor expansion
$U_{j}^{\urcorner A}(t, \mathbf{x})=U_{j}^{\urcorner A}\left(t, \mathbf{r}_{A}\right)+\left.\left|\mathbf{x}-\mathbf{r}_{A}\right|^{k}\left(\partial_{k} U_{j}^{\neg A}(t, \mathbf{x})\right)\right|_{\mathbf{x} \rightarrow \mathbf{r}_{A}}+\cdots$,

[^12]where we neglect terms beyond linear order and take the derivative before setting $\mathbf{x} \rightarrow \mathbf{r}_{A}$. After taking the derivative and simplifying terms, the external potential reads
$U_{j}^{\urcorner A}(t, \mathbf{x})=G \sum_{B \neq A} \frac{m_{B} v_{j}^{B}}{r_{A B}}\left[1-\left(\mathbf{x}-\mathbf{r}_{A}\right)^{k} \frac{n_{k}^{A B}}{r_{A B}}+\cdots\right]$,
where we have introduced the notation $\mathbf{n}^{A B}=\mathbf{r}^{A B} / r^{A B}$ and $\mathbf{r}^{A B}=\mathbf{r}^{A}-\mathbf{r}^{B}$.

Looking now at the first-order source term, which appears in our correction to the first-order potentials as $\int_{M} d^{3} x^{\prime} \bar{M}^{\mu \nu \rho \sigma} \bar{h}_{\rho \sigma}^{(0)} /\left|\left(\mathbf{x}^{\prime}-\mathbf{r}(t)\right)\right|$, we note that, since the derivatives in $\bar{M}^{\mu \nu \rho \sigma}$ appear under an integral sign, we must treat them as distributional derivatives rather than simple partials, precisely because there are singularities present. The need to treat derivatives in this way normally appears at the 2 PN order, but since our case involves a type of bootstrapping of the GR solution, we can expect that such complications will appear at lower order. When taking derivatives of noncompact potentials in $D$ dimensions, noncompact products of Dirac distributions appear, which can be counteracted by considering the Schwarz distributional derivative [61-63], which we denote $D_{i}[\cdot]$ and can be obtained from the generalized Gel'fand-Shilov formula [64]

$$
\begin{align*}
D_{i}[F]= & \sum_{\ell \geq 0} \frac{(-1)^{\ell}}{\ell!} \partial_{L} \delta^{(3)}\left(\mathbf{x}-\mathbf{r}_{1}(t)\right) \int d \Omega_{1}\left(n_{i}\right)_{1} n_{1}^{L}\left(f_{-2-\ell}\right)_{1} \\
& +1 \leftrightarrow 2=-D_{i}[F]-D_{2}[F], \tag{51}
\end{align*}
$$

where the minus signs appear due to the potential $F$ only depending on the velocities through the distance to the field point, ${ }^{21} D_{i}[F]+D_{i}[F]+D_{2}[F]=0$. A spatial partial derivative of a singular potential $F$ under an integral is therefore generalized to read $\partial_{i} F \mapsto\left(\partial_{i} F\right)_{\text {can }}+D_{i}[F]$, where $\left(\partial_{i}\right)_{\text {can }}$ is the canonical basis of the tangent space and $D_{i}[F]$ is the distributional correction. This definition can be generalized to arbitrary derivative order; see, for example, [64]. Time derivatives are similarly defined as $\partial_{t} F \mapsto\left(\partial_{t} F\right)_{\text {can }}+D_{t}[F]$, where the distributional correction is proportional to the velocity of the source contracted with $D_{i}[F]$. We will also need to generalize the case where spatial and temporal partial derivatives are mixed, in which case we have $\partial_{t} \partial_{i} F=\left(\partial_{t} \partial_{i}\right)_{\text {can }}+D_{t}\left[\partial_{i} F\right]+\partial_{t} D_{i}[F]$, which can also be generalized as necessary. We note here that distributional derivatives do not a priori commute, but it can be shown that this ambiguity only becomes important at 4PN order [63].

We note here that the derivative in the Taylor expansion does not need to be considered as distributional, since it is

[^13]an internal pure derivative and not part of the physical solution. When we compute the two partial derivatives contained in the source $M h$, the distributional parts will be important. Nevertheless, we will also need the canonical partial derivatives of the above potentials, but we note that $U_{j}^{\neg A}(t, \mathbf{x})$ lacks singularities and we therefore do not need to introduce the distributional derivative correction or the Hadamard regularization for this term. The two (canonical) partial derivatives of $U_{j}^{\neg A}(t, \mathbf{x})$ can be trivially computed. The situation is more involved for $U_{j}^{A}(t, \mathbf{x})$ due to the singularities present when $\mathbf{x} \rightarrow \mathbf{r}_{A}$; here, we compute the mixed distributional derivative and find
\[

$$
\begin{align*}
\partial_{t} \partial_{i} U_{j}^{A}(t, \mathbf{x})= & \left(\partial_{t} \partial_{i} U_{j}^{A}(t, \mathbf{x})\right)_{\mathrm{can}}+D_{t}\left[\partial_{i} U_{j}^{A}(t, \mathbf{x})\right] \\
& +\partial_{t} D_{i}\left[U_{j}^{A}(t, \mathbf{x})\right] \tag{52}
\end{align*}
$$
\]

From Eq. (51) we see that $D_{i}\left[U_{j}^{A}(t, \mathbf{x})\right]$ does not generate a distributional part and thus vanishes, but because of the spatial derivative, $D_{t}\left[\partial_{i} U_{j}^{A}(t, \mathbf{x})\right]$ remains; after some computation, we see that it equates to
$D_{t}\left[\partial_{i} U_{j}^{A}(t, \mathbf{x})\right]=-\frac{2 G}{3} \sum_{A} m_{A} v_{i}^{A}(t) v_{j}^{A}(t) \delta^{(3)}\left(\mathbf{x}-\mathbf{r}_{\mathbf{A}}(t)\right)$.

Now that we have gathered all the results we need for the source term $\partial_{t} \partial_{i} U_{j}(x)$, we are left with the task of carrying out the integration in Eq. (24). As we are integrating in the near zone with a wave-zone field point $\left[\mathcal{N}_{\mathcal{W}}(x)\right]$, the problem reduces to evaluating Eq. (41) over the constanttime hypersurface $\mathcal{M}(\mathbf{x})$ as depicted in Fig. 2, when the source term is evaluated at the retarded time, $\left.\left(\partial_{t} \partial_{i} \bar{h}_{m 0}^{(0)}\right)\right|_{t \rightarrow \tau}$. First, we evaluate Eq. (41) in the far-away wave zone, i.e., for the limit $r \rightarrow \infty$, and we retain only the term linear in $1 / r$. We also note that, since the only dependence on the unprimed coordinates $\mathbf{x}$ in $\tau^{\mu \nu}$ is through the retarded time, we can write $\partial_{L} \tau^{\mu \nu}=(-1)^{\ell} c^{-\ell} \partial_{\tau}^{\ell} \tau^{\mu \nu} n_{L}+\cdots$ [51], after which Eq. (41) becomes
$\bar{h}^{(1) \mu \nu}(x)=-\frac{1}{2 \pi r} \sum_{\ell=0}^{\infty} \frac{n_{L}}{\ell!c^{\ell}}\left(\frac{d}{d \tau}\right)^{\ell} \int_{\mathcal{M}} d^{3} x^{\prime} \tau^{(0) \mu \nu}\left(\tau, \mathbf{x}^{\prime}\right) x^{\prime L}$
to first order in $1 / r$, where we have added the superscript (0) on the source function $\tau^{(0) \mu \nu}$ to make it clear that it consists of the GR-level solution $\bar{h}^{(0) \mu \nu}$ and derivatives of the same. From this formula, we can read off that the expected quadrupolar expression corresponds to $\ell=2$, and for a simple mass distribution in GR, both the monopolar and dipolar contributions vanish, which may no longer be true in our case. We also notice the following: the quadrupolar term $\ell=2$ appears with an accompanying factor $c^{-2}$, which
together with the $c^{-4}$ already present within our source, we have in essence a 2 PN contribution from the "quadrupole" term. If we had chosen two spatial derivatives in this example, the same term would contribute at 1.5 PN . We now look at the monopole $(\ell=0)$ and dipole $(\ell=1)$, which should appear as 1 and 1.5 PN contributions, respectively. The spatial part of the source term in (54) reads explicitly

$$
\begin{equation*}
\tau^{(0) j k}\left(\tau, \mathbf{x}^{\prime}\right)=\left.\frac{2}{c^{4}} \tilde{\bar{S}}^{j k m i}\left(\partial_{t} \partial_{i} U_{m}(t, \mathbf{x})\right)\right|_{\substack{t \rightarrow \tau \\ \mathbf{x} \rightarrow \mathbf{x}^{\prime}}} \tag{55}
\end{equation*}
$$

and where the derivatives include distributional pieces $\left(\partial f \equiv(\partial f)_{\text {can }}+D[f]\right)$, since $\tau^{(0) j k}$ appears under an integral. In principle, more terms contribute at the same PN order in the above equation, but due to our very specific choice of the nonzero SME coefficients, only one term survives.

## A. Monopole term

Looking again at the spatial components, the $\ell=0$ term reads
$\bar{h}^{(1) j k}(x) \supseteq \bar{h}_{\ell=0}^{(1) j k}(x)=-\frac{1}{2 \pi r} \int_{\mathcal{M}} d^{3} x^{\prime} \tau^{(0) j k}\left(\tau, \mathbf{x}^{\prime}\right)$,
which does not come with extra factors of $c^{-1}$ except for those which may or may not be present in $\tau^{(0) j k}$. It is now important to count the post-Newtonian orders: for the purposes of this example, we chose a source containing $\partial_{0} \partial_{i}$, which contributes $c^{-1}$ to the $c^{-3}$ already present in the $(0 j)$ component of the GR solution. Therefore, since we wish to stay at 1PN order, we must truncate the sum over $\ell$ in Eq. (54) to $\ell=0$, i.e., the symmetry-breaking contribution will be a monopole term. ${ }^{22}$ If we had chosen the source such that only spatial derivatives appeared, we would have also retained the dipole term at 1PN order. Now, using the results obtained from Eqs. (52) and (53) we see that only three of the terms are divergent in the near zone. We have $\partial_{t} \partial_{i}\left(U_{j}^{A}(\mathbf{x})+U_{j}{ }^{A}(\mathbf{x})\right)$, the pieces of which are all presented in the previous subsection, with the divergent piece being $\left(\partial_{t} \partial_{i} U_{j}^{A}(t, \mathbf{x})\right)_{\text {can }}$, which will contribute to the solution as

$$
\begin{align*}
\left(\bar{h}^{(1) j k}\right)_{\mathrm{div}}= & -\frac{G}{\pi c^{4} r} \tilde{s}^{j k m i} \sum_{A} \int_{\mathcal{M}} d^{3} x^{\prime} \frac{m_{A} a_{m}^{A} n_{A, i}^{\prime}}{\left|\mathbf{x}^{\prime}-\mathbf{r}_{\mathbf{A}}(\tau)\right|^{2}} \\
& -\frac{v_{i}^{A} v_{m}^{A}}{\left|\mathbf{x}^{\prime}-\mathbf{r}_{\mathbf{A}}(\tau)\right|^{3}}+3 \frac{n_{A, i}^{\prime} v_{m}^{A}\left(\mathbf{n}_{\mathbf{A}}^{\prime} \cdot \mathbf{v}_{\mathbf{A}}\right)}{\left|\mathbf{x}^{\prime}-\mathbf{r}_{\mathbf{A}}(\tau)\right|^{3}}, \tag{57}
\end{align*}
$$

[^14]where $a_{m}^{A}$ is the Newtonian acceleration and where the source is now evaluated at the retarded time, so under the integral $\tau^{j k}=\tau^{j k}\left(\tau, \mathbf{x}^{\prime}\right)$. First, we notice that the last two terms can be written as a spherical average of an STF tensor [51], which integrates to zero under Gauss's theorem; therefore, only the first term contributes.

To compute the integrals in this section, we make use of the Hadamard finite part regularization procedure, which has been widely used in the literature up to 3 PN ; for details, see, for example, $[62,65]$. At higher PN orders, true ambiguities arise, ${ }^{23}$ and one is forced to resort to dimensional regularization [66,67]. After some algebra and plugging in the expression for the Newtonian equation of motion, we obtain

$$
\begin{equation*}
\left(\bar{h}^{(1) j k}\right)_{\mathrm{div}}=\frac{4 G^{2}}{3 c^{4} r} \tilde{\bar{s}}^{j k m i} \frac{m_{1} m_{2} n_{i}^{12} n_{m}^{12}}{r_{12}} \tag{58}
\end{equation*}
$$

which is a 1PN term. Here, we note that the Newtonian equation of motion, in principle, also acquires symmetrybreaking corrections of the form $A_{i j} n^{j} G M / r^{2}+\cdots$, where $A_{i j}$ represents the SME coefficients; this will add extra symmetry-breaking terms in the final solution. The terms left to integrate are now those without singular denominators, i.e., Eqs. (50) and (53). First, we note that, thanks to the appearance of the delta function from the distributional time derivative, Eq. (53) can be rewritten as

$$
\begin{equation*}
\left(\bar{h}^{(1) j k}\right)_{\text {distr }}=-\frac{4 G}{3 c^{4} r} \tilde{\bar{S}}^{j k m i} \sum_{A} m_{A} v_{i}^{A} v_{m}^{A} . \tag{59}
\end{equation*}
$$

We can rewrite the parts of the solution arising from the distributional time derivative and the divergent integral as

$$
\begin{equation*}
\left(\bar{h}^{(1) j k}\right)_{\mathrm{distr}}+\left(\bar{h}^{(1) j k}\right)_{\mathrm{div}}=-\frac{4 G}{3 c^{4} r} \tilde{\bar{s}}^{j k m i} \ddot{I}_{i m}^{\mathrm{GR}} \tag{60}
\end{equation*}
$$

where $I_{i m}^{\mathrm{GR}}$ is the GR quadrupole-moment tensor and dots indicate derivatives with respect to the retarded time, since this arises from the retarded source under the integral.

Finally, we note that the term containing Eq. (50) will not have distributional contributions, since it is finite everywhere in the near zone. We also note that, since it was constructed by means of a Taylor expansion, the expression only holds when $\mathbf{x}-\mathbf{r}_{\mathbf{A}}$ is small, i.e., close to particle $A$, and that it contains a growing piece outside of the near zone, which is not physical; therefore, we assume, for the purposes of this toy solution, that Eq. (50) has compact support inside the near zone. It is also possible to write it as an integral of a gradient, since in the monopole term $U_{m}^{\neg A}$ is acted on by $\frac{1}{c} \tilde{\bar{S}}^{j k m i} \partial_{i} \partial_{t}$; we let the time derivative act and then write the integral as

[^15]\[

$$
\begin{equation*}
\int_{\mathcal{M}} d^{3} x^{\prime} \partial_{i} F^{i j k}\left(\tau, \mathbf{x}^{\prime}\right) \tag{61}
\end{equation*}
$$

\]

where $F^{i j k} \equiv \tilde{\bar{s}}^{j k m i} U_{m}{ }^{A}$. Now, thanks to the compact-support assumption, this integral vanishes. This leads us to the conclusion that in the point-particle case, the only contribution comes from the singularities themselves. ${ }^{24}$ The final result at the SME level is therefore the right-hand side of Eq. (60), which is rather elegant from the point of view of observation, since the correction is proportional to the GR quadrupole tensor. To this we should of course add the well-known GR solution for a field point in the wave zone, i.e., not the expression presented in Eq. (26), which was used to construct the first-order source term $\tau^{(0) \mu \nu}$ and is only valid when both the field point and source point are in the near zone. Finally, the solution reads

$$
\begin{equation*}
\bar{h}^{(1) j k} \supseteq \bar{h}_{\mathcal{N}_{\mathcal{W}}}^{\mathrm{GR} j k}-\frac{4 G}{3 c^{4} r} \tilde{\bar{s}}^{j k m i} \ddot{I}_{i m}^{\mathrm{GR}}+\mathcal{O}\left(c^{-5}\right) \tag{62}
\end{equation*}
$$

which is a remarkably simple expression. Here $\bar{h}_{\mathcal{N}_{w}}^{\mathrm{GR} j k}$ is the GR solution in the near zone with a wave-zone field point expressed at 1PN order (which is the quadrupole). We note that this is highly simplified due to the simplifications introduced in the beginning of this section; in the complete solution, terms of the form $\bar{M}^{j k 00} \bar{h}_{00}^{(0)}+\bar{M}^{j k m n} \bar{h}_{m n}^{(0)}$ will appear, where $\bar{h}_{\mu \nu}^{(0)}$ are those in Eq. (26), which will be significantly more complicated given the complete set of terms and the contribution from the $\mathcal{W}_{\mathcal{W}}$ integration. It should also be pointed out that the GR quadrupole tensor will also contain corrections coming from the SME terms: when deriving the expression (62), we substituted in the Newtonian equation of motion and the virial theorem, both of which contain modifications proportional to $\tilde{\bar{s}}^{j k m i}$, which we do not write out explicitly here. Such corrections show up naturally when spacetime symmetries are broken and were, for example, found in the modified precession equations derived in [68].

## VII. DISCUSSION AND FUTURE WORK

In this paper, we introduced the tools and methodology necessary for studying the effects of spontaneous spacetime symmetry breaking in the generation stage of gravitational waves. Working with the Landau-Lifshitz formulation of GR (to first order in the metric potential $h$ ) and the operator formulation of the Standard-Model Extension gravitational sector, we wrote down the modified relaxed Einstein equations to arbitrary order in operator mass dimension $d$, which contains $d-2$ derivatives of the GR potentials $\bar{h}^{(0) \mu \nu}$ (in natural units). By employing an order-by-order solution strategy where the GR solution acts as the source,

[^16]we wrote down the formal solution, which consists of nested Green's functions, since we are solving an inverse d'Alembertian problem. We also solved a simplified toy example: by using the post-Newtonian expansion in the near zone of the source for the case of point particles, we were able to regularize the divergent pieces of the integrals using Hadamard regularization, and in a simple sample solution, we see that the monopolar and dipolar contributions do not, in general, vanish, which is in contrast to the case of general relativity. Throughout the paper, we carefully discussed the PN order of the various terms, keeping in mind that we are ultimately interested in the 1PN corrections to GR. In future work, we will consider higher-order PN corrections and tail effects, as well all subtleties discussed in this paper.

Future space-based gravitational-wave observatories such as LISA can potentially detect signals of the type derived here; indeed, considering the long integration times available for Galactic binaries (a minimum of four years, the nominal LISA mission lifetime), the amount of statistics available is going to be considerable. In Eq. (62), the symmetry-breaking contribution is suppressed by $\tilde{\bar{S}}^{j k m i}$, a linear combination of SME coefficients; these are the coefficients we are interested in constraining and, comparing to other bounds from gravitational waves, we see that SME coefficients are typically constrained at the level of $10^{-14}-10^{-16}$ [37]. Therefore, it will likely be necessary to combine observations from several Galactic binaries and to use long integration times. Also, we expect that a more complete solution will contain more exotic polarization modes and other standard terms, which can be given tight constraints.

The methods we have outlined in this paper can be applied to any source where the post-Newtonian expansion is valid, for example, slowly coalescing Galactic binaries or the inspiral phase of binary black hole binaries or neutron stars, and is not restricted to the simple case we present in Sec. VI. For point particles and more general sources, computing the full solutions to higher accuracy than 1PN is a work in progress [60], where the solutions will necessarily depend on the location of the source.
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## APPENDIX: POST-NEWTONIAN POTENTIALS

The Poisson-like equations (27) have the following general solutions:

$$
\begin{align*}
U= & =G \int d^{3} x^{\prime} \frac{\rho^{* \prime}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}, \\
\psi= & G \int d^{3} x^{\prime} \frac{\rho^{* \prime}\left(\frac{3}{2} v^{\prime 2}-U^{\prime}+\Pi^{\prime}\right)+3 p^{\prime}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}, \\
V= & G \int d^{3} x^{\prime} \frac{\rho^{* \prime}\left(v^{\prime 2}-\frac{1}{2} U^{\prime}\right)+3 p^{\prime}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}, \\
X= & G \int d^{3} x^{\prime} \rho^{* \prime}\left|\mathbf{x}-\mathbf{x}^{\prime}\right|, \\
U^{j}= & G \int d^{3} x^{\prime} \frac{\rho^{* \prime} v^{\prime j}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}, \\
W^{j k}= & G \int d^{3} x^{\prime} \frac{\rho^{* \prime}\left(v^{\prime j}\right) v^{\prime k}-\frac{1}{2} U^{\prime} \delta^{j k}+p^{\prime} \delta^{j k}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}, \\
\chi^{j k}= & G^{2} \int d^{3} y_{1} d^{3} y_{2} \frac{\rho_{1}^{*} \rho_{2}^{*}\left(n_{1}^{j}-n_{12}^{j}\right)\left(n_{2}^{k}+n_{12}^{k}\right)}{S^{2}}, \\
& \quad-G^{2} \int d^{3} y_{1} d^{3} y_{2} \frac{\rho_{1}^{*} \rho_{2}^{*}\left(n_{12}^{j} n_{12}^{k}-\delta^{j k}\right)}{S r_{12}}, \tag{A1}
\end{align*}
$$

Here, the notation reads $\mathbf{r}_{1}=\left|\mathbf{x}-\mathbf{y}_{1}\right|, \mathbf{n}_{1}=\mathbf{r}_{1} / r_{1}, \mathbf{r}_{12}=\mathbf{y}_{1}-\mathbf{y}_{2}, S=r_{1}+r_{2}+r_{12}$.
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