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The sensitivity of current and future neutrino detectors like Super-Kamiokande (SK), JUNO, Hyper-
Kamiokande (HK), and DUNE is expected to allow for the detection of the diffuse supernova neutrino
background (DSNB). However, the DSNB model ingredients like the core-collapse supernova (CCSN)
rate, neutrino emission spectra, and the fraction of failed supernovae are not precisely known. We quantify
the uncertainty on each of these ingredients by (i) compiling a large database of recent star formation rate
density measurements, (ii) combining neutrino emission from long-term axisymmetric CCSNe simulations
and strategies for estimating the emission from the protoneutron star cooling phase, and (iii) assuming
different models of failed supernovae. Finally, we calculate the fluxes and event rates at multiple
experiments and perform a simplified statistical estimate of the time required to significantly detect
the DSNB at SK with the gadolinium upgrade and JUNO. Our fiducial model predicts a flux of
5.1� 0.4þ0.0þ0.5

−2.0−2.7 cm−2 s−1 at SK employing Gd-tagging, or 3.6� 0.3þ0.0þ0.8
−1.6−1.9 events per year, where the

errors represent our uncertainty from star formation rate density measurements, uncertainty in neutrino
emission, and uncertainty in the failed supernova scenario. In this fiducial calculation, we could see a 3σ
detection by ∼2030 with SK-Gd and a 5σ detection by ∼2035 with a joint SK-Gd/JUNO analysis, but
background reduction remains crucial.
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I. INTRODUCTION

The diffuse supernova neutrino background (DSNB) is
the background of neutrinos from all past stellar core
collapse, which occur as the final stage of massive stars
with mass above ∼8M⊙ and each release ∼1058 neutrinos
[1–5]. These core collapse supernovae, distributed over
cosmological timescales, give rise to an isotropic signal of
∼10 MeV neutrinos. The DSNB offers an immediate
opportunity to detect core-collapse neutrinos, which in
turn offer probes of the historical core-collapse rate, core-
collapse neutrino emissions, neutrino physics, and a wide
range of beyond Standard Model physics; see, e.g.,
Refs. [6–10] for DSNB reviews.
Although the DSNB has not been detected yet, the

prospect for detection with a wealth of detectors—current
and upcoming—is positive. For electron antineutrinos via
inverse beta decay (IBD) interactions, there are several
existing and upcoming experiments. In Ref. [11], upper
flux limits of the DSNB were placed by Super-Kamiokande

(SK) using over eight years of data. Intriguingly this
began probing the most optimistic theory predictions.
Recently, the next phase of SK began when 0.01% in
mass concentration of gadolinium (SK-Gd) was added (see
also Refs. [12,13]) and, only after ∼552 days, competitive
upper limits were also placed [14]. Currently, SK-Gd is
running with even more Gd; 0.03% by mass. The Jiangmen
Underground Neutrino Observatory (JUNO) is expected to
start taking data in 2023 and will collect data alongside SK,
searching for ν̄e neutrinos from the DSNB [15] that can
increase the number of detections. The successor to SK,
Hyper-Kamiokande (HK), currently under construction and
estimated to be completed in 2027, will be ∼8 times larger
in volume than SK [16]. In the electron neutrino flavor, the
Deep Underground Neutrino Experiment (DUNE) [17] is
powerful complement to IBD detectors.
To accurately model the DSNB signal, one needs to

understand the rate of core collapse as a function of
redshift, the neutrino emission from typical core collapse
(i.e., the total energy released and emission spectrum), and
the detector response for experiments seeking DSNB
detection. Theoretical estimates of the DSNB were initially
uncertain by an overall factor of ∼10 or more, but this

*enick1@vt.edu
†horiuchi@vt.edu

PHYSICAL REVIEW D 109, 023024 (2024)

2470-0010=2024=109(2)=023024(18) 023024-1 © 2024 American Physical Society

https://orcid.org/0000-0002-0363-1022
https://orcid.org/0000-0001-6142-6556
https://orcid.org/0000-0002-7205-6367
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.109.023024&domain=pdf&date_stamp=2024-01-22
https://doi.org/10.1103/PhysRevD.109.023024
https://doi.org/10.1103/PhysRevD.109.023024
https://doi.org/10.1103/PhysRevD.109.023024
https://doi.org/10.1103/PhysRevD.109.023024


factor has steadily decreased (see Refs. [18–54] for
theoretical models of the DSNB). More specifically, the
use of the measured cosmic star formation rate density
(SFRD) as an indicator for the core-collapse rate, and the
realization of large sets of core-collapse simulations, have
been major contributors. However, challenges remain; in
particular, core-collapse simulations typically only extend
to ∼1 second, while the DSNB requires the neutrino
emission time-integrated, ideally to 5–10 seconds [52].
Similarly, there have been dozens of new SFRD measure-
ments in the decade since widely used compilations used
in DSNB estimates (e.g., [55,56]), and a reevaluation of
uncertainties is warranted.
The purpose of this work is to incorporate the current

state of understanding and uncertainty for these theoretical
model ingredients. First and foremost, we compile an
extensive list of recent SFRD measurements with various
indicators to estimate the rate of core collapse and its error.
We combine this with the suite of long-term axisymmetric
core-collapse simulations of Ref. [57], augmented with
analytic strategies to estimate the late phase of average
neutrino emission spectrum following Ref. [52]. Finally,
we include neutrino emission from failed supernova models
[58,59] and look to recent studies regarding the fraction of
failed supernovae (see the references in Sec. III B) to
understand distinguishing the contribution of successful
and failed supernova channels affect the DSNB. These
allow us to make our best estimates of the DSNB rate and
characterize the uncertainty on these rates.
We organize this study as follows. In Sec. II A, we

describe and show recent measurements of the SFRD as a
function of redshift in order to infer the cosmic rate of
stellar core collapse, which we compare to direct measure-
ments of CCSNe in Sec. II B. In Sec. III, we describe the
models we use for the neutrino emission from CCSNe, both
successful and failed. In Sec. IVA, we describe the
formalism for estimating the rate of DSNB events, quantify
how much uncertainty we can expect from ingredients like
SFRD measurements, neutrino emission, and the fraction
of failed supernovae. We then use this DSNB model in
Sec. IV B to estimate their detectability. Finally, we discuss
and conclude our results in Sec. V.

II. RATE OF CORE COLLAPSE

A. SFRD measurements

In order to calculate the DSNB rate, we need to under-
stand how the rate of core collapse, RCC, evolves with
cosmological time. One method is to measure the CCSN
rate. Measuring this rate directly beyond local distances has
been limited until recent decades. Another method to probe
the core-collapse rate is by directly relating RCC to the star
formation rate per volume (or SFRD). Since massive stars
undergo core collapse rather quickly compared to cosmo-
logical timescales,RCC ∝ SFRD.Well-known compilations

of SFRDmeasurementswere carried out inRef. [55] in 2006
and again in Ref. [56] in 2014. Typically, studies fit these
data to functional forms that are integrated over in order to
calculate the DSNB rate. But after an additional ∼10 years,
we have compiled a new, larger list of measurements with
two goals: (i) to further understand the nuances of cosmic
evolution beyond any functional forms; and (ii) how the
uncertainties have evolvedwhichwould lead tomore precise
DSNB predictions. In Sec. IVA, this will allow us to better
quantify the uncertainty on the DSNB rates from SFRD
measurements, alongside neutrino emission and the failed
black hole channel.
Observations commonly use UV, IR, and Hα line emis-

sion as indicators of star formation. However, for complete-
ness,we compiled an exhaustive list of SFRDmeasurements
(roughly post-2006, followingRef. [56], and extending until
2023), including also additional indicators such as gamma
ray, radio, and other combined methods. We excluded
studies for measurements of redshift z > 2, however, as
the neutrinos from high redshifts do not contribute signifi-
cantly to the detectable DSNB (see Sec. IVA). We also
excluded any studies that did not report an error on the SFRD
values. Lastly, we did not include studies that focus on
atypical galaxies, including protoclusters, active galactic
nuclei (AGNs), or starburst galaxies, or studies that do not
measure the total star formation rate of galaxies. Some
studies make different assumptions for the limiting star
formation rate that is integrated down to when calculating
SFRD, so in those cases we choose the smallest reported.
While we did not attempt to correct for the different
assumptions for the limiting star formation rate, it should
be noted that they typically have an effect on the order∼10%
or less (see, e.g., Ref. [60]).
We systematically correct for two factors in the SFRD

data; initial mass function (IMF) and cosmological assump-
tions. To convert a measured luminosity to a star formation
rate, studies have to assume an IMF (commonly, e.g., the
Salpeter [61], Chabrier [62], and Baldry-Glazebrook [63]
IMFs). Throughout this work, we assume a Chabrier IMF.
The choice reflects its wide use and also because it does not
have low-mass issues found in the Salpeter IMF [61]. In
order to convert the results with a Salpeter IMF to a
Chabrier IMF, we multiply by 0.63 [56]. To convert the
results with a Baldry-Glazebrook IMF to a Chabrier, we
divide by 0.55 which brings it in line with a Salpeter IMF,
then multiply by 0.63 [33]. Although the choice of IMF
scales the SFRD measurements, the dependence on the
IMF is approximately canceled out when converting to a
core-collapse rate, so the final DSNB event rate does not
depend strongly on the choice of IMF. However, it is
important to be consistent in the IMF used when compiling
data. For cosmology we assume H0 ¼ 70 km s−1Mpc−1,
ΩM ¼ 0.3, and ΩΛ ¼ 0.7, and correct measurements with
hubble constants, although this makes a smaller effect on
the final results. We show the first five rows of our
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compilation in Table I, with the columns of redshift, SFRD
measurement, indicator, whether or not an AGN correction
is included, whether or not dust extinction is accounted
for, and the associated reference. The full table, with
additional details can be found at [64]. Note that the data
provided there is uncorrected for IMF and cosmological
assumptions.
In Fig. 1, we show the results of this latest compilation,

a total of 224 SFRD measurements, where the indicator of
star formation is given by color and marker style. We
separate gamma rays, UV, IR, radio, and Hα; “Other
UVOIR” refers to studies that combine multiple indicators
within UV, optical, and IR bands and “Other emission”
refers to other emission line measurements, like O[II],
O[III], and Hβ. Overall, across indicator, IMF, extinction,
AGN contamination, and other assumptions, there is fairly
good agreement and measurements are generally within

error bars of others. The measurements differ by a factor of
few and this tends to increase with higher redshifts. There is
a hint of systematic issues with other emission line
measurements, which may need to be recalibrated with
other indicators. Some studies we reference in this compi-
lation include measurements of SFRD past z > 2, although
we do not include them in the list. At these higher redshift
cases, the uncertainty is much greater, but, fortunately, the
contribution to the DSNB event rate in the detectable range
of current and upcoming detectors is negligible beyond
z > 2.
In order to calculate the DSNB in Sec. IV, we bin the

SFRD data and average the data within those bins. We
choose to bin the data by redshift bins of width Δz ¼ 0.1.
This results in around ∼10 data points in each bin. Many
studies provide a range of redshift values for their SFRD
measurement so we take the redshift value in the middle of

TABLE I. The first five rows in the SFRD measurement compilation; the remaining entries can be found at [64]. For each reference,
we show the redshift range, SFRD value and quoted error, indicator, AGN corrections (if any), extinction corrections (if any), and IMF.
For each, we also provide the cosmological assumptions, any metallicity corrections, and further details in the larger table. All data
reported here are the original, uncalibrated measurements before correcting for IMF and cosmological assumptions. We reference the
following works in our full table; Refs. [65–114].

Redshift (z) SFRD (M⊙ yr−1 Mpc−3) Indicator AGN (Y/N) Extinction (Y/N) IMF References

[1.17, 1.2] 0.320þ0.06
−0.04 O[II] Y Y Salpeter Takahashi et al. [65]

0.24 0.035þ0.024
−0.014 Hα Y Y Salpeter Morioka et al. [66]

[0.233, 0.251] 0.018þ0.007
−0.004 Hα Y Y Salpeter Shioya et al. [67]

0.84 0.17þ0.03
−0.03 Hα N Y Salpeter Villar et al. [68]

0.12þ0.08
−0.12 0.009þ0.006

−0.006 Radio N N Salpeter Dunne et al. [69]

FIG. 1. Our compilation of recent (post-2006, Refs. [65–114]) SFRD measurements up to redshift z ¼ 2. With different colors and
marker styles, we show the indicator used to measure SFRD. All measurements are calibrated to a Chabrier IMF [62] and have been
rescaled assuming H0 ¼ 70 km s−1 Mpc−1 (see text). The measured values differ only by a factor of a few and, overall, largely agree
within uncertainties.
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these ranges (i.e., the average between the upper and lower
limits). For the others, we take the quoted value of the
redshift. Within each redshift bin, we take two approaches
to calculate the average SFRD; a simple average and an
inverse-variance-weighted average.
When taking a simple average, we take each measure-

ment at face value and use averages in redshift bins. To get
an estimate of the uncertainty with this method, we take the
standard deviation of each of the measurements. We also
adopt a weighted average scheme. For this, we choose the
inverse variance for weights. That is, we take the inverse-
error-squared of each measurement as weights. While each
measurement has errors bars, the upper and lower error bars
are not always equal, so for these unequal cases we take the
average of upper and lower errors. To estimate the error in
each redshift bin, however, we do account for the upper and
lower limits separately. To estimate the total error for each
bin, we sum each measurement error in quadrature and
divide by the number of measurements in each bin.
In Fig. 2, we show the average value of the SFRD in each

redshift bin using the simple (in blue) and weighted (in red)
average methods, with the original measurements in gray.
The weighted average estimates are systematically slightly
lower than the simple average estimates. The error bars in

the “Weighted” case are also smaller compared to the
“Simple” case because those errors are proportional to the
number of measurements, N (whereas they are proportional
to N1=2 in the simple case). We focus on the simple
averaging case in this study, but discuss the impact of
the weighted average in Appendix A.

B. Direct CCSNe measurements

Another way to measure the rate of core collapse is to
utlize CCSN observations. However, these are blind to
failed supernovae—massive stars that undergo core col-
lapse and do not successfully power a luminous explosion.
Further, only recently have surveys been able to measure
sufficient numbers of CCSNe at large distances to probe
this measure as a function of redshift. Here, we describe the
compilation of studies that measure this quantity out to
redshift z ∼ 2, which is the necessary redshift range for the
detectable DSNB rate.
We convert our SFRD measurements into rates of core

collapse, RCC, by

RCC ¼ ρ̇�ðzÞ
R 100M⊙
8M⊙

ψðMÞdMR 100M⊙
0.1M⊙

MψðMÞdM
; ð1Þ

FIG. 2. SFRD measurements (in gray, from Fig. 1) alongside the average values in each redshift bin. We show two averaging schemes;
the average values and their standard deviations using simple average (blue) and the inverse-variance-weighted average and their errors
(in red). In general, the weighted averages are systematically slightly lower than the simple averages. Also, since in the weighted average
case we divide by the number of measurements,N, (compared toN1=2 in the simple case), the error bars are also generally smaller for the
weighted scheme.
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where ρ̇�ðzÞ is the star formation rate density. In this
conversion, we have assumed that stars with masses above
8M⊙ and up to 100M⊙ undergo core collapse. If all of these
core collapses produce CCSNe, then we can directly
compare with the observed CCSN rates. If an appreciable
fraction of core collapse produce failed CCSNe, then we
expect the observed CCSN rate to fall short.
We compile a list of studies complete from the years

≳2000 (Refs. [115–127]) until today. In Fig. 3, we show
how the SFRD-inferred rates compare to our catalog of
directly measured CCSN rates out to redshift z ¼ 2 [or Log
(1þ z) ∼0.5; note the change in axes from Figs. 1 and 2].
These direct measurements agree well within z≲ 1 (in
contrast with older data [128] but in agreement with more
recent comparisons, see, e.g., [41,56,129]), but the direct
measurements from Ref. [127] between 1 < z < 2 appear
to be systematically lower than those inferred from SFRD
measurements. Fortunately, the DSNB event rates are not as
affected by this redshift regime, so the difference is not as
consequential (see Sec. IVA), but further high-redshift
supernova studies will be necessary to resolve these
conflicting measurements.

Although there is good agreement between direct CCSN
rate measurements and the SFRD inferred RCC measure-
ments, we choose to use the latter alone for the calculation
of the DSNB. The sample of direct measurements is
relatively small and many have large error bars. Further,
combining the two measurements could introduce system-
atic issues.

III. NEUTRINO EMISSION
FROM SUPERNOVAE

A. Successful supernova neutrino emission

The DSNB can be roughly broken into two source
classes; successful supernovae where the shock is revived,
and failed supernovae where this shock is not revived. We
first discuss how we model the neutrino emission from the
former.
To model the neutrino emission from successful super-

novae, we use the suite of two-dimensional axisymmetric
simulations from Ref. [57]. This simulation set is particu-
larly useful because they have been carried out for ∼4 s
postbounce, and understanding the neutrino emission over

FIG. 3. Inferred CCSNe rates from recent SFRD measurements (in gray, from Fig. 1) compared to direct CCSNe rate measurements
(Refs. [115–127], in red). These agree well at low redshifts, but differ between 1 < z < 2. However, the number of surveys at these
higher redshifts is low (see Ref. [127]) and the contribution to the DSNB drops off significantly above z > 1. Note the change in the
horizontal axis scale to Logð1þ zÞ from the axes in Figs. 1 and 2. This was done to highlight the z < 1 region [∼Logð1þ zÞ ≈ 0.3].
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Oð10Þ s is essential for accurately modeling the DSNB rate.
The simulation set includes 15 progenitors of masses
ranging from 13M⊙ to 26.99M⊙ (the 12M⊙ and 15M⊙
models, however, do not explode so we do not count them
as successful supernovae). The SFHo equation of state
(EOS) [130] is employed in these simulations. We supple-
ment the simulations with additional lower mass, 2D
simulations for progenitors of 9M⊙; 10M⊙, and 11M⊙
(also ∼ seconds long and provided by D. Vartanyan, private
communication) and the 8.8M⊙ electron-capture SN model
from Ref. [131].
Approximately half of the neutrinos emission occurs

during the cooling phase, i.e., when the newly formed hot
protoneutron star (PNS) cools via neutrino heating (occur-
ring ≳1 s postbounce). Indeed, the DSNB rate can vary up
to a factor of a few due to the uncertainty in the PNS
cooling phase [52]. Thus, we model the neutrino emission
after the available ∼4 s of simulation data as well. To do so,
we follow the “Analytic” method of Ref. [52] based on
analytic solutions. In Ref. [132], analytic functions to
describe the neutrino luminosity and mean energy are
derived assuming spherical symmetry and a thermal emis-
sion spectrum. These functions depend on physical param-
eters like PNS mass, radius, and energy released. They also
depend on a density correction factor (g) and an opacity
boosting factor (β). We allow these factors to vary such that
they can be tuned to best match simulation data between the
shock revival time and the end of simulation data. We then
calculate the total neutrino energy liberated and mean
neutrino energy by integrating the simulation data up to
∼4 s (the end of simulation time postbounce) and then
integrating the analytic solutions from ∼4 s to 20 s so that
we have a complete picture of the average neutrino
emission over 20 s. We do this separately for all neutrino
flavors: νe, ν̄e, and νx (where νx represents all nonelectron-
type flavor neutrinos).
In Fig. 4, we show the result of tuning the analytic

solution function to the available data for neutrino lumi-
nosity and mean energy, for electron antineutrinos, ν̄e. In
the top panel, we show the simulation data for the neutrino
luminosity in black for a 13M⊙ progenitor. We tune the
analytic function to the mean energy simulation data only
after shock revival time, shown in solid (data before, not
used, is shown in dashed). The resulting function is plotted
in red (same tuning parameters for both luminosity and
mean energy). Note we show the function down to
0.1 seconds but it is invalid in such early phases and are
only to be used post shock revival. The analytic function
does not fit the luminosity well which may be because of
continued fallback accretion onto the PNS, which boosts
neutrino luminosity [133]. This occurs in multidimensional
simulations naturally, so this could explain the discrepancy
with the analytic function, which assumes spherical sym-
metry. The analytic function does fit the mean energy data
fairly well, however, especially after shock revival time. We
can then extrapolate past the simulation time to infer how

the neutrino energy cools over time. These results are in
general similar for νe and νx as well.
Although we use the analytic method as our fiducial

method to estimate the neutrino emission after simulation
end time, we also estimate the late-phase neutrino emission
using the “RenormLS” method of Ref. [52]. This second
method uses a two-parameter correlation (final PNS mass
and shock revival time), which is based on long-term PNS
cooling simulations to estimate the neutrino emission after
shock revival time. Although both of these estimations are
based on one-dimensional simulations, this is suitable for
modeling the Oð10Þ s cooling phase of neutrino emission
and still respects the early, accretion phase of our axisym-
metric simulations (for dimension-dependent results in the
early, accretion-dominated phase, see, e.g., Ref. [134]).
In Fig. 5, we show the integrated neutrino quantities for

all progenitors using both methods for ν̄e (solid markers)
and νx (open markers). In the top panel, we show the time-
integrated liberated energy and in the bottom panel we
show the time-averaged mean energy. For both panels, in
blue we show the results for the “Analytic” method and in

FIG. 4. Results of the “Analytic” method—tuning analytic
supernova light curve solutions to the simulation data—for a
13M⊙ progenitor. In the top panel we show the ν̄e luminosity data
in black, where data before (after) the time of shock revival is
dashed (solid), and the tuned analytic function in red. Similarly,
in the bottom panel we show the mean energy data in black and
the tuned analytic function in read.
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orange are the results for the “RenormLS” method. The
“Analytic” method (see Fig. 4) predicts systematically
higher liberated and mean energies compared to the
“RenormLS” method. This “RenormLS” method repre-
sents a more conservative scenario where the PNS cooling
phase occurs earlier and results in lower neutrino emis-
sions. Although we take the “Analytic” method to be our
fiducial case, we discuss the impact of the late-phase
treatment in Sec. IV.

B. Failed supernova neutrino emission

We now discuss modeling the neutrino emission from
failed supernovae. This case may be just as important to
model as the successful case, as up to ≳40% of core
collapses may fail (see Refs. [49,135–139]), but the exact

fraction (fBH) is not well-known. Further, the criterion for
failed supernova may not be as simple as the initial
progenitor mass (see alternative criteria such as the com-
pactness parameter [135], the enclosed mass-dimensionless
entropy parameters [140], the force explosion condition
[141], and the density jump at the silicon-oxygen layer
[142–144]). For these reasons, we adopt as our fiducial
value fBH ¼ 23.6% [138] obtained from an observational
survey of disappearing massive supergiants [145–149]. The
survey found two candidates, and our adopted value
assumes both are failed supernovae.
The neutrino emission from failed supernovae is also

very uncertain, primarily due to model and EOS depend-
ences. For example, for a 40M⊙ progenitor, the neutrino
emission/light curves from fallback accretion can vary
depending on the code used, model assumptions, and
metallicity (see, e.g., Refs. [139,142,150–153] for addi-
tional simulations, and the effect this may have on the
DSNB in Ref. [34]). The EOS plays a large role in
determining the time to black hole formation, and, thus,
the total and average neutrino energy emitted [58]. We use
the 40M⊙ failed supernova neutrino emission data from
Ref. [59], which assumes the LS220 EOS [154], for our
fiducial case. We also consider the 30M⊙ models with
different equations of state (Shen and LS220 at 1=5 solar
metallicity) from Ref. [58] to get a sense of the uncertainty
from different failed supernova models. These Shen and
LS220 models give rise to relatively small and very high
mean energies, respectively, which represent the extremes
of the failed supernova models.

IV. SIGNAL PREDICTION
AND DETECTION PROSPECTS

A. Calculating event rates

With estimates of the total neutrino energy liberated and
mean energy from Secs. III A and III B, we can calculate
the average neutrino emission spectrum. Although we have
methods to estimate the mean energy (first moment) from
simulations and analytic model, the second moment
remains less reliable. Because of this, we assume a pinched
Fermi-Dirac spectrum, fðEÞ, with a pinching parameter
value of α ¼ 2.3 to approximate a thermal Fermi-Dirac
spectrum, where [155]

fðEÞ ¼ ð1þ αÞ1þα

Γð1þ αÞ
EνEα

ðϵνÞ2þα exp

�
−ð1þ αÞ E

ϵν

�
: ð2Þ

Although the simulations from Ref. [57] produce neutrino
energy spectra, we simplify the analysis with this pinched
Fermi-Dirac spectrum as this does not largely change our
event rates. Once we have an approximate spectrum for
each progenitor, we calculate the IMF-weighted average
spectrum, dN=dE, where

FIG. 5. Integrated neutrino quantities for each of the progeni-
tors in our adopted simulation set, including the low-mass 8.8M⊙
progenitor (far left point in upper and lower panels). In the top
panel, we plot the energy liberated for the ν̄e (solid markers) and
νx (open markers) flavors as a function of initial mass. In the
bottom panel, we plot the mean energies as a function of initial
mass. In both panels, the points in blue are showing the values for
the “Analyic” method (see Fig. 4) while orange points show the
results for the “RenormLS” method. In general, the “RenormLS”
correlation-based method results in lesser liberated energies and
lower mean energies, resulting in lower DSNB signal rates. We
take the “Analytic” method as the fiducial method to estimate the
late-phase neutrino signal.
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dN
dE

¼
X
i

R
ΔMi

ψðMÞdMRMf

M0
ψðMÞdM

fiðEÞ: ð3Þ

Here, the subscript i represents each (successful) progenitor
we consider, fiðEÞ is that progenitor’s spectrum from
Eq. (2), ΔMi is that progenitor’s corresponding mass bin
width, M0 ¼ 8M⊙ is our lower integration limit, Mf ¼
40M⊙ is our upper integration limit for successful super-
novae, and ψðMÞ is the initial mass function. For our
lowest-mass progenitor (8.8M⊙ electron-capture super-
nova), we take ΔMi ¼ ½8M⊙; 8.9M⊙�, for the bins of
progenitor masses 13M⊙ to 26M⊙ we take ΔMi ¼
½ðMi−1 þMiÞ=2; ðMi þMiþ1Þ=2�, and for our highest-mass
progenitor (26.99M⊙), we take ΔMi ¼ ½26.5M⊙; 40M⊙�.
This gives a total of 17 mass bins. As in Sec. II, we choose
the Chabrier IMF for ψðMÞ.
Next, we incorporate our updated star formation rate

density measurements to calculate the DSNB flux and
event rate at Earth. The flux is given by

dϕ
dE

¼ c
Z

RCCðzÞ
dN
dE0 ð1þ zÞ

���� dtdz
����dz; ð4Þ

whereE0 ¼Eð1þ zÞ and jdz=dtj ¼H0ð1þ zÞ½Ωmð1þ zÞ3 þ
ΩΛ�1=2. In Sec. II A, we compiled a list of SFRD measure-
ments that are corrected to the same Chabrier IMF. Here, we
bin themeasurements in redshift and, rather than an integral,
sum up the redshift bins of width Δz ¼ 0.1.
To account for neutrino emission from both successful

and failed supernovae, we compute the total flux as the
sum,

dϕ
dE

����
tot

¼ ð1 − fBHÞ
dϕ
dE

����
s
þ fBH

dϕ
dE

����
f
; ð5Þ

where subscripts s and f indicate successful and failed
supernova, respectively. We also consider the Mikheyev-
Smirnov-Wolfenstein (MSW) effect for neutrino oscillations,

dϕ
dE

obs

νe
≈

( dϕ
dEνx

ðNOÞ;
dϕ
dEνe

sin2θ12 þ dϕ
dEνx

cos2θ12ðIOÞ;
ð6Þ

dϕ
dE

obs

ν̄e
≈

( dϕ
dEν̄e

cos2θ12 þ dϕ
dEνx

sin2θ12ðNOÞ;
dϕ
dEνx

ðIOÞ;
ð7Þ

where NO and IO are the normal and inverted mass
orderings, respectively, cos2 θ12 ≈ 0.7 and sin2 θ12 ≈ 0.3
(assuming sin2 θ13 ≪ 1, see e.g., Ref. [47]).
Finally, we multiply the flux by the cross section of the

corresponding experiment (σν) and the number of target
protons, before integrating over the detection energy
window, to obtain the DSNB event rate

Rν ¼ Nt

Z
dE

dϕðEνÞ
dE

σνðEνÞ: ð8Þ

For SK doped with gadolinium (SK-Gd), Nt ¼ 1.5 × 1033

is the number of target protons, we take σν as the IBD cross
section (see Refs. [156,157]), and we adopt the detection
energy range for SK-Gd from 9.3 MeV to 31.3 MeV [14].
In Table II, we present the DSNB flux and yearly event

rates at SK-Gd for the normal and inverted mass orderings
(see Appendix B for unoscillated results). The column
“SFRD err” displays the statistical error from our SFRD
compilation. To do this for the simple- and weighted-
average cases, we sum the errors in each redshift bin in
quadrature (see Sec. II A for how the errors are calculated in
each redshift bin). The “LP err” column displays the error
due to differing estimates of the late-time neutrino emis-
sion. In our modeling, this is estimated by comparing the
analytic late-time model to the “RenormLS” method.
Finally, the “BH err” column displays the error due to
failed supernova. More specifically, we use the 1σ upper
and lower fBH bounds from Ref. [138]. We also represent
these results and more in Fig. 6. The vertical line shows our
fiducial estimate for the yearly DSNB signal rate at SK-Gd
and the different horizontal lines show the estimated errors
in Table II along with the error from varying H0 and the
IMF. To calculate the H0 error we take the values of
67.4 km s−1 Mpc−1 [158] and 73 km s−1Mpc−1 [159] and
scale the SFRD linearly with H0. To calculate the IMF
error, we take Baldry-Glazebrook [63] and Salpeter A IMFs
(see Ref. [55]). Both of these are shown in addition to the
other errors to highlight that these errors contribute to a
<10% DSNB uncertainty.
In Fig. 7, we show in more detail the failed supernova

contribution to the DSNB event rate as a function of the
failed fraction. The diamond point in the center shows our

TABLE II. Integrated DSNB rate and flux (ϕ) with errors, in the
SK-Gd energy range (9.3 < Eν < 31.3 MeV, where Eν is the
neutrino energy). Values shown for both normal and inverted
ordering. SFRD error calculated directly from measurements.
Error for the “late phase” (LP) calculated by assuming the
RenormLS method (whereas the fiducial value is calculated
assuming the Analytic method). BH fraction error naturally takes
into account the late phase method chosen, failed supernova
model, different equations of state, and fBH. We take “BH” error
as the maximum and minimum values within the blue-shaded
trapezoid in Fig. 7. At SK-Gd, we expect around 10.6 back-
ground events per year [14] with 0.01% Gd, but can be reduced
with convolutional neural networks [160].

Ordering Fiducial SFRD err LP err BH err

Rν NO 3.57 þ0.28
−0.28

þ0.00
−1.58

þ0.82
−1.94

[yr−1] IO 2.85 þ0.28
−0.28

þ0.00
−1.07

þ0.17
−1.30

ϕ NO 5.10 þ0.40
−0.40

þ0.00
−2.04

þ0.50
−2.70

[cm−2 s−1] IO 4.10 þ0.40
−0.40

þ0.00
−1.36

þ0.20
−1.92
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fiducial value shown also in Table II, where the error
corresponds to that from the “SFRD error” and fBH ¼
23.6% is adopted from Ref. [138] (the blue region denotes
the 1σ uncertainty bounds on fBH from the same study,
from 7.9% to 46.9%). However, the failed supernova

contribution also depends strongly on the failed supernova
model and EOS. On the far right, i.e., for a pure failed
fraction, we plot the predictions from the 30M⊙ model with
LS220 EOS from Ref. [161] (highest point) as well as the
same 30M⊙ model but with Shen EOS [162] (lowest point).
Note, the model we choose for our fiducial model (diamond
point) is the 40M⊙, 3D, LS220 EOS model from Ref. [59],
which lies between these. On the far left, i.e., for no failed
supernovae, we plot the predictions using two differing late-
time estimates (analytical versusRenormLS).All predictions
therefore lie within the trapezoid defined by these extrem-
ities.Dependingon the true failed supernovamodel aswell as
successful supernova model, the neutrino mean energies in
particular vary significantly, causing the DSNB event rate to
either decrease or increase with increasing fBH. For these
reasons, the BH error in Fig. 6 is estimated as the largest
uncertainty source at around ∼50%.
We also show the contribution to the DSNB rate per

redshift bin in Fig. 8. The bins are of width Δz ¼ 0.1 and
the values are found by either taking a simple arithmetic
mean of the SFRD data in each bin (blue) or a weighted
mean (red, weighted by the inverse-error-squared) in each
bin. In either case, the biggest contribution to the detectable
DSNB energy window comes from z≲ 1 and diminishes to
negligible by z ≈ 2, validating our redshift cutoff for SFRD
data around z ≈ 2.
Lastly, in Table III, we also show the expected DSNB

signal rate per year, Rν, for JUNO, HK, HK-Gd, and DUNE
experiments. The backgrounds for these experiments are
not well characterized yet, but we can predict the signal rate
for the given masses and energy ranges. For DUNE, we
assume the νe − Ar cross section from Ref. [163].

B. Detection prospects

Here, we incorporate estimates of the backgrounds for
the SK-Gd and JUNO detectors in order to forecast how

FIG. 6. Estimated errors of DSNB event rates for normal
ordering at SK-Gd from SFRD measurements (“SFRD”), late-
phase treatment (“LP,” Analytic, or RenormLS), failed supernova
modeling (“BH,” see Fig. 7), H0, and IMF assumption (“IMF,”
Chabrier, Salpeter A, or Baldry-Glazebrook). Quantitative values
are given in Table II.

FIG. 7. DSNB event rate at SK-Gd as a function of failed
supernova (or black hole) fraction, fBH. We show the fiducial
value assuming fBH ¼ 0.236 with the black diamond point,
assuming the BH model from Ref. [59]. The other five points at
fBH ¼ 0 and fBH ¼ 1 represent the extreme cases: at fBH ¼ 0,
the upper point is given by assuming the “Analytic” method for
the late phase and the lower point assumes the “RenormLS”
method, while at fBH ¼ 1, the upper point assumes the BH-
forming model with Shen EOS from Ref. [161] and the lower
point assumes the BH-forming model with the LS220 EOS from
Ref. [161] (both are 30M⊙ progenitors). The middle point at
fBH ¼ 1 represents the value assuming the 40M⊙ BH-forming
model with LS220 EOS from Ref. [59]. The shaded gray region
in between reflects the combination of late phase treatment and
fBH. In red, we show the expected error from our collected SFRD
measurements. In blue, we show the range of fBH from 0.079 to
0.469 which is the 1σ error from Ref. [138]. These results assume
NO and the simple average method for the SFRD data.

FIG. 8. Event rates per year for each redshift bin, assuming the
SK-Gd energy window. In blue is the calculation for the simple
averaging method while red is the calculation for the weighted
averaging method. Most of the DSNB signal comes from red-
shifts z < 1 and becomes negligible above z ¼ 2.
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long it would take to significantly detect the DSNB.
Because we do not know the backgrounds well for HK
and DUNE, we leave them out of the following discussion.
Following Ref. [164], we use a figure of merit significance
of ∼S=

ffiffiffiffiffiffiffiffiffiffiffiffi
Sþ B

p
where S is the signal event rate and B is the

background event rate. For the first phase of SK-Gd with
0.01% Gd, we do a binned analysis since we have available
background data [14]. For the second phase of SK-Gd with
0.03% Gd, we follow the techniques from Ref. [164] and
conservatively assume that the background is reduced to a
S∶B ratio of 2∶1 following an implementation of convolu-
tional neural networks into the SK-Gd analysis. For JUNO
we do a rate-only analysis, i.e. an analysis with only one
energy bin, and again assume a S∶B ratio of 2∶1.
For the signal, we take the rates from Sec. IVA,

integrated over the appropriate energy bin range, but
include a treatment of the detection efficiency. For SK-
Gd, from August 2020 to June 2022 the Gd concentration is
0.01%, and we adopt an average total signal efficiency of
∼30% (see Fig. 1 of Ref. [14]). During this phase, we adopt
the expected background rates from Table 1 of Ref. [14],
which was around ∼16 in total over 552 days between
reconstructed energies 7.5 to 29.5 MeV (9.3 to 31.3 MeV in
neutrino energy). Recently, in the second phase of SK-Gd,
the neutron-tagging efficiency has been shown to be around
∼60% with 0.03% Gd concentration [166]. The average
signal efficiency before neutron-tagging in Ref. [14] is
∼80%, so the new average signal efficiency after neutron-
tagging is around 80% × 60% ∼ 50%. For JUNO we
follow Refs. [15,164] and integrate our DSNB signal over
the energy range 12 to 30 MeV with a signal efficiency of
50%, and a detector volume of 17 kton. This results in a
signal (background) rate of around ∼1 yr−1 (∼0.5 yr−1).
In Fig. 9, we show how the significance metric changes

as a function of exposure time for SK-Gd, JUNO, and a
combined analysis. This shows that we expect the DSNB to
be detected at a level of 3σ by ∼2030 with SK-Gd and a
combined SK-Gd/JUNO detection at a level of 5σ by
∼2035. This reflects that more Gd has been dissolved and is
increasing the overall efficiency and, thus, the detection
significance. This does rely on the ability of convolutional
neural networks to help reduce backgrounds, but forecasts
suggest this could ultimately result in a S∶B ratio of
4∶1 [160] which would be even better than the 2∶1
ratio assumed in Fig. 9. The solid lines show how the

significance changes with time for our fiducial signal while
the shaded regions reflect our uncertainty from SFRD, late
phase, and BH errors (given in Table II for SK-Gd). With
machine learning techniques and more data on SK-Gd and
JUNO backgrounds, spectral analyses will be possible and
will improve detection significance compared to this more
simple rate-only analysis.
We do not make estimates for the detection prospects at

HK or HK-Gd because of several quantities to be deter-
mined, including backgrounds rates, efficiencies reached,
and whether gadolinium will be added. We do know,
however, that the signal should increase dramatically with
a volume increase to 187 kton for HK, but significance
ultimately also depends on the backgrounds (see Ref. [16]
for some predictions on the signal efficiency and detectable
energy range). The introduction of other detection chan-
nels, for example with electron neutrino flavor scattering at
DUNE [17], would improve our understanding of the
DSNB models as well. We also do not include DUNE
in our analysis here because the background rates and
νe − Ar cross section are uncertain (see Refs. [47,163,165]

TABLE III. Table quantifying the fiducial mass, detection energy range, corresponding DSNB signal rate (Rν) and
flux (ϕ) for normal (and inverted) ordering for JUNO (see Ref. [164]), HK and HK-Gd (see Ref. [165]), and DUNE
(see Ref. [165]).

Ordering Mass [kton] Eν [MeV] Rν [yr−1] ϕ [cm−2 s−1]

JUNO NO (IO) 17 12–30 2.07 (1.65) 2.17 (1.73)
HK NO (IO) 187 20–30 7.70 (6.10) 4.10 (3.20)
HK-Gd NO (IO) 187 10–30 27.60 (22.00) 36.50 (29.10)
DUNE NO (IO) 40 16–40 5.70 (5.30) 1.81 (1.73)

FIG. 9. A simplified statistical estimate of the significance by
which the DSNB can be detected as a function of year for SK-Gd
(blue), JUNO (orange), and a combined analysis (black). Based
on recent background rate data, a combined SK-Gd and JUNO
analysis should be able to detect the DSNB to 3σ significance by
∼2030 with our fiducial calculation and will be complemented by
other experiments over the next two decades. The shaded regions
show the significance within our SFRD, late phase, and BH
uncertainties.
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for more comparisons). Joint analyses between experiments
should further improve the DSNB detection significance
and understanding of the spectrum.

V. DISCUSSION AND CONCLUSIONS

In this study, we combined data products from the recent
star formation ratemeasurements andCCSNe simulations to
make accurate DSNB flux and event rate predictions. We
also quantify the uncertainty in primarily three ingredients;
error from rate of core collapse, error from the neutrino
emission of typical CCSNe, and error due to the poorly
constrained failed CCSN population. These uncertainties
will be somewhat degenerate with each other when meas-
uring the event rates at current and next-generation detec-
tors, so understanding their error is critical (however,
information such as energy spectra can help break the
degeneracy).
Estimating the core-collapse rate RCC is still more precise

byusing theSFRD rather than theCCSNdirectly.Overmany
decades, several different indicators have been used to
measure this quantity and largely agree with each other,
within error bars. Improvingdust corrections and calibrations
between indicators should improve error bars with time.
While we collected SFRD measurements systematically, we
omitted some measurements, for example those without
published errors, those focusing on subsets of galaxies, or
those with uncertain assumptions. A special case concerns
the SFRD values from Ref. [167], where a large number of
measurements are given. With so many measurements from
one study per redshift bin, this would drive down the error
bars to very small values, which may not accurately reflect
the true uncertainty. A naive comparison, though, shows that
our compilation agree very well with the data from
Ref. [167], motivating its inclusion in the overall compila-
tion, but excluded from the error analysis.
In parallel, measuring core-collapse rate RCC with future

optical instruments will shed light on this quantity directly.
The Legacy Survey of Space and Time (LSST) of the
Vera C. Rubin Observatory, in particular, may be able to
observe possibly thousands of CCSNe each night, up to and
exceeding z ∼ 1 [168–171]. LSST, with other surveys, will
give better estimates of RCC and may also shed light on the
fraction of supernovae that fail, fBH.
In this work, we use the neutrino emission from a suite of

of 2D simulations performed until several seconds [57].
These are particularly useful because they probe the
neutrino emission to longer timescales around ∼5 s.
Long term, extensive datasets, like the data found in
Ref. [172], would provide a larger picture of the variability
in neutrino emission from many progenitors. Although this
large data set does not have the NS radius and shock radius
evolution we would need to estimate the late-phase
emission, it is useful for understanding which progenitors
succeed in exploding and the neutrino emission from them
is very similar to the data we use in our study for the same

progenitors. Additionally, 3D simulations like those in
Refs. [173,174] that are carried out to ∼few seconds may
give the most accurate picture of the dynamics and neutrino
emission during a CCSNe. The angle averaged neutrino
emission, however, is very similar between the 2D simu-
lations we use and the 3D simulations of Ref. [173], so they
appear suitable for this study.
We consider that neutrinos oscillate due to the MSW

effect. While this may manifest on average, there are some
associated uncertainties. First, the oscillation outcomes
depend on the values of neutrino mixing angles. From
Ref. [175], the uncertainty in sin2θ12 is< 10%. This results
in an overall uncertainty in < 1% event rate at SK-Gd.
Secondly, additional oscillations may result. For example,
when supernova neutrinos propagate through the Earth, the
νe=ν̄e flavor ratio may also change the observed spectrum.
This deviation may alter the spectrum at a level of ∼10%
[176]. Lastly, collective oscillations may imprint a change
in the flux ratios of different flavors. Although the exact
oscillation scheme is still under investigation, Ref. [39]
suggests that collective oscillations affect the signal at the
< 10% level. As a concrete example, consider that fast
flavor conversions occur deep inside the CCSN core,
such that the flavors can be equipartitioned. If flavor
equipartition is realized [see Ref. [177], Equations (4)–
(7) where p ¼ p̄ ¼ 1=3], the resultant DSNB rate is
reduced to 3.19 yr−1 at SK-Gd for the normal ordering
case. We see a similar ∼10% change also at other detectors.
Although the effect of collective neutrino oscillations,
including fast-flavor conversions, is not yet clear, works
indicate their promising occurrence (see, e.g., [178]).
Potentially the largest error is the uncertainty on the

failed supernova case. Because BH formation is very EOS
dependent, the neutrino emission can vary dramatically
between simulations. Since the PNS is continually accret-
ing mass until BH formation time, the neutrino energies can
become very high and result in a large enhancement of
detectable DSNB neutrinos. This enhancement generally
increases with fBH (see Fig. 7). If the time to BH
formation is very short, however, this can actually result
in a reduction of events. Increased observations of failed
supernovae, better constraints on the NS EOS, and precise
measurement of the observed DSNB spectrum would be
required to better understand the failed supernova channel
(e.g., [47,53]).
In parallel to the theoretical modeling uncertainties,

accurate estimation of the backgrounds will be necessary
for detecting the DSNB at high significance. HK is expec-
ted to start taking data around ∼2027 which would add to
the DSNB statistics of SK-Gd and JUNO. A similar
analysis done here could be applied to HK as well since
the signal could just be scaled up by the ratio of the
volumes of the HK and SK-Gd detectors. However, we
leave this for a future analysis after more is determined
regarding efficiencies, background rates, and the addition
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of Gd. The background rates for DUNE are similarly not
yet well known, but we do compute the estimated signifi-
cance of DSNB detection at JUNO. We find that the time it
takes to reach a significant detection is longer than what is
computed for SK-Gd and JUNO in Ref. [164]. After
folding in a catalog of new star formation rate density
measurements and IMF-weighted neutrino emission spec-
tra into our analysis, our signal turns out to be very similar
to recent studies. However, because we have up-to-date
data on the signal efficiency, the overall signal is decreased
compared to previous studies. In the JUNO case, we do
a rate-only analysis of significance, and an energy-bin-
dependent analysis would increase the prospects, so this is
conservative as well. Improved understanding of the back-
grounds in these experiments is essential to detecting the
DSNB significantly, alongside the reduction of theoretical
uncertainties like SFRD measurements, the late phase, and
failed supernovae. The fiducial signal rates of Tables II and
III agree generally well with the computed rates with
normal ordering compared to Refs. [47,164,165].
In summary, we updated the inputs to the DSNB

prediction in order to make more accurate estimates.
Firstly, we improved on our understanding of the rate of
core collapse by collating an up-to-date catalog of star
formation rate measurements. This allows us to make
estimates of the rate of core collapse without relying on
a fit function, and allows us to quantify its uncertainty more
directly from the measurements. We also use data from
state-of-the-art CCSNe simulations to model the neutrino
emission for the first ∼5 s of 15 progenitors [57]. To
estimate the late-phase neutrino emission after this over a
timescale of ∼10 s, we use an analytic function fitted to the
existing data and a method that correlates PNS mass and
shock revival time to estimate the late-phase neutrino
emission [52]. With these two models, we characterized
the uncertainty in neutrino emission modeling. Finally, we
used the data from several failed supernovae, including one
3D model, and existing fBH estimates from observations to
quantify the uncertainty that this unknown fraction has on
DSNB rates.
Our fiducial predictions for the DSNB are 3.57�

0.28þ0.00þ0.82
−1.58−1.94 events per year at SK-Gd with a flux of

5.10� 0.4þ0.00þ0.50
−2.04−2.70 cm−2 s−1 between neutrino energy

9.3 MeV to 31.3 MeV (normal ordering), where the
uncertainty comes from the late-phase neutrino emission
treatment, SFRD, and fBH errors, respectively. With a
simplified rate analysis, we estimate that the DSNB is
detectable at a level of 3σ by ∼2030 at SK-Gd and a level of
5σ by ∼2035 with a combined SK-Gd/JUNO analysis.
After accounting for backgrounds, joint and long-term
analyses will be crucial for detecting the DSNB and
reducing the considerable uncertainty. Combined with
steady improvements in CCSNe simulations, reduction
of backgrounds, observations of CCSNe (successful and
failed), and the advent of additional neutrino detectors, the

prospect of detecting the DSNB in the next decade is
extremely exciting.
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APPENDIX A: WEIGHTED-AVERAGE
ESTIMATES

Here we discuss how the rates, fluxes, and significance
forecast changes if we assume the weighted-average over
the simple average. The event rates and fluxes are presented
in Table IV. Overall, the fiducial Rν and ϕ are ∼75% of the

TABLE IV. Table quantifying the fiducial signal and error of
our DSNB signal rate, Rν, and integrated flux, ϕ, at SK-Gd
(9.3 < Eν < 31.3 MeV, where Eν is the neutrino energy) for the
inverse-error-weighted SFRD method. Values shown for both
normal and inverted mass ordering, but calculated with the error-
weighted averaging method. SFRD, LP, and BH errors calculated
the same way as in Table II.

Ordering Fiducial SFRD err LP err BH err

Rν NO 2.63 þ0.07
−0.06

þ0.00
−1.16

þ0.61
−1.43

[yr−1] IO 2.08 þ0.07
−0.06

þ0.00
−0.79

þ0.13
−0.95

ϕ NO 3.75 þ0.10
−0.09

þ0.00
−1.56

þ0.39
−1.70

[cm−2 s−1] IO 3.00 þ0.10
−0.09

þ0.00
−1.04

þ0.17
−1.39
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simple average case. Since the signal reduces and not the
background, the significance metric shown in Fig. 9
decreases by roughly a factor of

ffiffiffiffiffiffiffiffiffi
75%

p
–87%.

APPENDIX B: UNOSCILLATED RESULTS

In this section, we provide the yearly DSNB event rate and
flux at SK-Gd for ν̄e and νx, i.e., without assuming MSW
oscillations, for the simple averaging method. One could
then use these to estimate rates with a different oscillation
consideration. The results are presented in Table V.
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