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The positron excess in cosmic rays has stimulated a lot of interest in the last decade. The dark matter
origin of the extra positrons has attracted great attention. However, the γ-ray search set very stringent
constraints on the dark matter annihilation/decay rate, which leads to great disfavor of the dark matter
scenario. In this work, we incorporate the recent progress in cosmic ray propagation and reexamine the dark
matter scenario accounting for the positron excess. Recent observations indicate that cosmic ray
propagation in the Milky Way may be not uniform and diffusion in the Galactic disk should be slower
than that in the halo. In the spatially dependent propagation model, the positrons/electrons are more
concentrated in the disk and lead to smaller dark matter annihilation/decay rates to account for the positron
excess and also a smaller deficit in the background positron flux. Especially for the μþμ− channel the
positron spectrum fits the AMS-02 latest data perfectly and the annihilation rate satisfies all the present
constraints from γ-ray and cosmic microwave background observations.
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I. INTRODUCTION

As the observation of positron excess in cosmic rays
(CRs) by PAMELA [1] and, later, precise confirmation by
AMS-02 [2,3], a multitude of studies have emerged, aiming
to resolve its origin. In the literature, two primary con-
jectures have attracted significant attention: the involve-
ment of dark matter (DM) annihilation or decay within the
Galactic halo [4–15] and the presence of nearby astro-
physical sources [16–26]. These interpretations have been
thoroughly investigated.
However, attempts to employ DM annihilation as an

explanation for the observed excess have encountered
challenges. For instance, the annihilation/decay of DM
into pairs of quarks or gauge bosons is ruled out due to the
absence of corresponding excesses in the flux of cosmic ray
antiprotons [27]. For leptonic channels, the emission of
high-energy photons in conjunction with charged leptons
would generate discernible signals in systems with high
DM densities and low baryon densities, such as dwarf

galaxies.1 Consequently, the absence of such signals in
the Fermi-LAT data strongly disfavor the DM-based
explanations [29–32]. Furthermore, the injection of energy
resulting from DM annihilation/decay during recombina-
tion could impact the cosmic microwave background
(CMB). Precise measurements carried out by Planck [33]
have imposed stringent constraints on the properties of
DM [34,35], which also conflict with the requirements to
explain positron excess. As a result, complicated DM
models have been proposed to reconcile this apparent
discrepancy. These attempts include proposals invol-
ving velocity-dependent annihilation cross sections, such
as the Sommerfeld [36–41] and Breit-Wigner mecha-
nisms [42–46], as well as local DM overdensity [47].
The field of CR propagation has recently witnessed sub-

stantial progress owing to several observations. The iden-
tification of TeV halos around some middle-aged pulsars
has unveiled diffusion coefficients in the vicinity of these
pulsars that are more than 2 orders of magnitude lower
than the Galactic average [48–51]. Moreover, the spatial
magnetic-energy spectrum within the Galaxy suggests that
the intensity of magnetic field turbulence within the
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1While antiproton production does occur through internal
bremsstrahlung for leptonic channels, the resulting quantity is
comparatively minimal. Consequently, this leads to a weaker con-
straining power [28] when compared with the more pronounced
constraints imposed by gamma-ray observations.
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Galactic disk surpasses that found in the halo [52], which
implies a significant reduction in the diffusion coefficient
within the Galactic disk.2 Collectively, these findings
indicate that the diffusion coefficient in the Galactic disk
could be significantly smaller than that of the Galactic halo,
thereby challenging the assumption of homogeneous dif-
fusion embedded in conventional CR propagation models.
To address this issue, a spatially dependent diffusion

model, encompassing a slow-diffusion disk (SDD) proxi-
mate to the Galactic plane, has been proposed in a previous
investigation [53]. This model explains the observed
spectral hardening of CRs at several hundreds of GeV
energies, as reported by many experiments, including
ATIC-2 [54,55], CREAM [56,57], PAMELA [58], and
AMS-02 [59,60]. Additionally, the model presents a
plausible resolution for the relatively low magnitude of
local CR anisotropy [61,62] and addresses other related
concerns. It is also found that the SDD model exhibited
a higher prediction of secondary positrons compared to
the conventional diffusive-reacceleration model due to the
higher concentration of electrons/positrons in the disk.
Therefore, it is pertinent to explore whether the excess can
be solely attributed to DM annihilation within the frame-
work of the SDD model.
In this study, we undertake a quantitative analysis of

the AMS-02 results within the context of the SDD model.
To prevent potential biases resulting from the preselection
of background parameters, a global fitting procedure is
employed, simultaneously determining both the back-
ground and DM parameters. We adopt the Bayesian
analysis based on a Markov chain Monte Carlo [63]
sampling algorithm to constrain the model parameters.
Additionally, this investigation employs a new electron/

positron production cross section model developed by the
authors of Ref. [64], which is based on the latest collider
data, in order to mitigate biases stemming from hadronic
interactions. Furthermore, a charge-sign-dependent solar
modulation potential is incorporated, since particles of
opposite charges explore distinct regions of the Solar
System [65]. To address systematic uncertainties among
different detectors, only the most recent CR data provided
by the AMS-02 Collaboration is utilized [2,3,66].
This paper is structured as follows. In Sec. II, we provide

a detailed description of the SDD propagation model
and the employed methodology utilized to determine the
propagation and source parameters, which serve as the
foundation for calculating the background electron/
positron flux. Additionally, we introduce our setups for
DM annihilation/decay within this section. In Sec. III, we

present the fitting results obtained under different DM
setups, accompanied by comparisons with other DM
indirect detection results. Finally, we summarize our
findings and offer insightful discussions in Sec. IV.

II. METHOD

A. Description of the global fitting scheme

The approach employed for the global data fit follows
the methodology presented in our prior investigation of the
AMS-02 positron fraction results [13,67]. Initially, param-
eters associated with propagation in the SDD model are
determined through the fitting to the secondary to primary
ratios, and these parameters remain fixed throughout the
study. Subsequently, the injection spectrum for protons and
helium, which are crucial for calculating the secondary e�
spectrum, is obtained by fitting against the latest AMS-02
proton and helium data [66]. These parameters are also held
constant during the fitting process for the lepton data.
In the final step, we perform a fit to the latest AMS-02

lepton data, incorporating both the primary electrons and
the electrons/positrons arising from DM annihilation/
decay. Notably, we choose to utilize the positron flux
Φeþ , instead of the conventional positron fraction. Utilizing
Φeþ offers a distinct advantage, as it is independent of the
energy dependence of electrons. The fit also takes into
account the combined eþ þ e− spectrum. It is worth noting
that the analysis excludes AMS-02 lepton data with
energies below 7.5 GeV, as these measurements are sub-
stantially affected by solar modulation effects, as reported
by the AMS-02 Collaboration [2].
In each fitting procedure, the Python package

Cobaya
3 [68–70] is utilized to implement the Markov chain

Monte Carlo technique, enabling the derivation of posterior
probability distributions for the parameters based on
observational data. Following the Bayes theorem, the
posterior probability of a parameter set denoted as θ⃗ with
the given observational data is proportional to the product
of the likelihood function Lðθ⃗Þ ∝ expð−χ2ðθ⃗Þ=2Þ, which
represents the model’s fit to the data, and the prior
probability Pðθ⃗Þ of the model parameters prior to the
current observations. The systematic errors in the AMS-02
data is added in quadrature with the statistical errors to get
the total errors. In this study, we adopt flat (constant) prior
probabilities for all model parameters within specified
ranges, some of which are logarithmic. Detailed informa-
tion can be found in the provided tables.

B. CR propagation model

Within the diffusive halo, the propagation of CRs can be
mathematically described by the diffusion equation [71],

2The assertion in Ref. [52] regarding stronger magnetic
turbulence in the Galactic disk only pertains to larger scales,
which are not directly translated to efficient cosmic ray scattering
at smaller scales. Thus, the suggested reduction in the diffusion
coefficient within the Galactic disk is speculative and requires
further empirical investigation. 3https://cobaya.readthedocs.io/en/latest/.
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where Qðx; pÞ represents the CR source term, ψ ¼
ψðx; p; tÞ denotes the CR density per unit momentum p
at position x, ṗ≡ dp=dt is the momentum loss rate,
and the timescales τf and τr characterize fragmentation
processes and radioactive decays, respectively. In the
framework of diffusive reacceleration, the momentum
space diffusion coefficient Dpp is related to the spatial
diffusion coefficient Dxx through the relation DppDxx ¼
4p2v2A=ð3δð4 − δ2Þð4 − δÞÞ [72,73], where vA is the Alfvén
velocity. Notably, convection is not considered in this work,
as previous studies have suggested that convection may not
be necessary [74,75].
In the SDD model, the diffusion coefficient in the

vicinity of the Galactic plane is suppressed. Conse-
quently, the associated diffusion coefficient Dxx is para-
metrized as follows:

DxxðR; zÞ ¼ aD0β
η

�
R
R0

�
bδ
; ð2aÞ

a ¼
�
ξ; jzj ≤ h;

1; jzj > h;
ð2bÞ

b ¼
�
0; jzj ≤ h;

1; jzj > h;
ð2cÞ

where ξ is a free parameter to be determined, β ¼ v=c is
the particle velocity in natural units, and the factor βη

describes the effect of the low-energy random-walk proc-
ess. Here, η ≠ 1 is implemented in alignment with previous
works [74,76], serving as a phenomenological parameter
employed to improve the model’s fit. The spatial variation
of the diffusion coefficient is determined by the scale
factors a and b; a alters the normalization at the reference
rigidity of R0 ¼ 4 GV, and b adjusts the slope index. The
extent of the slow-diffusion region is characterized by the
parameter h. Note that the absence of rigidity dependence
for Dxx in the disk is data driven rather than physically
motivated, as elaborated in Appendix B 2 of Ref. [53].
The accurate prediction of secondary e� relies heavily

on the interstellar medium gas density and the treatment of
energy losses. In this study, we employ the 2D default
models implemented in GALPROP v56

4 [77] to characterize
the gas density and to account for the energy losses. The
numerical solution takes account of the dominant losses,
such as the synchrotron losses on the Galactic magnetic

field and the inverse Compton losses on the interstellar
radiation fields, for e� detected at energies exceeding
approximately 10 GeV. Additionally, adiabatic, brems-
strahlung, and ionization losses, which impact the predic-
tion at lower energies around a few GeV, are also taken into
consideration. The interstellar radiation field model utilized
in this study is the default GALPROP one [78]. Synchrotron
energy losses are computed based on a regular magnetic
field proposed in Ref. [79], along with a random compo-
nent modeled according to Ref. [80].
We modify the default GALPROP code to enable the

consideration of a spatially dependent diffusion coefficient.
Following the methodology outlined in a previous inves-
tigation [53], the carbon flux, 10Be=9Be ratio, B/C ratio, and
Be/B ratio serve as constraints for the parameters within the
framework of the SDD model. The posterior distributions
of all parameters are found to exhibit favorable behavior,
successfully reproducing the nucleon fluxes and ratios.
Table I presents the posterior mean values and associated
95% confidence intervals for the model parameters.
Before reaching Earth, local interstellar CRs undergo

solar modulation effects within the heliosphere. Traditional
approaches have relied on the force field approximation
(FFA) [81], employing a single solar modulation potential
ϕ to account for this phenomenon. However, this approxi-
mation assumes a spherical symmetry and overlooks the
drift effect caused by the heliospheric magnetic field
configuration. Recent studies employing realistic simula-
tions and solving Parker’s transport equation demonstrated
that this drift effect induces charge-sign-dependent behav-
ior in CR spectra [65,82,83]. Consequently, employing the
FFA with a single modulation potential ϕ proves insuffi-
cient in accurately describing all CR particles. In this study,
we incorporate the FFA to account for solar modulation
effects while considering two modulation potentials ϕeþ

and ϕe− for positrons and electrons, respectively.

C. CR injection sources

The detected CR e� particles consist of three distinct
components: the primary electrons originating from

TABLE I. The best-fit values and posterior 95% range of all
parameters in the SDD model.a

Parameter Best-fit values Posterior 95% range

D0ð1028 cm2 s−1Þ 3.379 [2.986, 4.023]
δ 0.583 [0.557, 0.608]
L (kpc) 4.743 [4.323, 5.625]
Va (km=s) 19.718 [17.130, 21.706]
η −1.299 ½−1.518;−1.099�
ξ 1.153 [0.965, 1.277]
h (kpc) 0.468 [0.406, 0.515]

χ2min=nd:o:f. 167.55=265

aThe prior range of the parameters can be found in Table II
in Ref. [53].

4Current version available at https://galprop.stanford.edu/.
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supernova remnants, the secondary electrons and positrons
arising from spallation processes of primary nuclei within
the interstellar medium, and the e� pairs generated by
exotic sources like DM annihilation or decay. The com-
bined impact of the primary and secondary components is
regarded as the background. In this section, we provide a
comprehensive overview of the injection CR e� spectra
pertaining to both the background and DM annihilation/
decay sources.

1. The e� background spectrum

The distribution of regular CR sources is expected to
align with the radial profile of supernova remnants around
the Galactic disk, which can be described as follows:

fðr; zÞ ¼
�

r
r⊙

�
a
exp

�
−b ·

r − r⊙
r⊙

�
exp

�
−
jzj
zs

�
; ð3Þ

where r⊙ ¼ 8.5 kpc represents the distance between the
Sun and the Galactic Center, and zs ≈ 0.2 kpc denotes the
characteristic height of the Galactic disk. In accordance
with Ref. [84], we adopt the parameters a ¼ 1.25 and
b ¼ 3.56, which are adjusted to match the observed γ-ray
gradient. Regarding the energy dependence of the source
term, the shock acceleration theory [85] predicts that the
injection spectra of primary CRs follow a power-law
relation in rigidity. Additionally, we introduce a low-energy
break Rbr, serving as a phenomenological parameter to
account for the observed low-energy spectral bumps
observed in all nuclei,

qiðRÞ ∝
(
ðR=Ri

brÞ−ν
i
0 ; R ≤ Ri

br;

ðR=Ri
brÞ−ν

i
1 ; R > Ri

br;
ð4Þ

where i denotes the species of the nuclei. The spectral
indices below and above the break are denoted as νi0 and ν

i
1,

respectively.
Upon adopting the best-fit propagation parameters out-

lined in Table I, we further constrain the injection param-
eters based on the proton and helium flux data. The
resulting injection parameters can be found in Table II.
In Fig. 1, we present a comparison between the best-fitting
spectrum and the corresponding observational data.
Notably, our calculated proton and helium fluxes, both
before and after solar modulation, exhibit excellent agree-
ment with observations across the entire energy range.
The determination of secondary electrons and positrons

is a straightforward process given the known injection
spectrum and propagation parameters. In this study, we
adopt a parametrization for the production cross section
of secondary leptons as presented in Ref. [64], incorpo-
rating the latest collider data from experiments such as
NA49 [87,88] and NA61 [89]. We also introduce a renor-
malization parameter ce� to account for uncertainties

TABLE II. The prior range, best-fit values, and posterior 95%
range of the proton and helium injection spectra.

Parameter Prior range Posterior 95% range

νp0 [1.4, 2.8] 2.17þ0.02
−0.02

νp1 [1.8, 3.0] 2.428þ0.004
−0.005

Rp
br (GV) [5.0, 25.0] 13.7þ1.1

−1.1
Ap

a [2.6, 5.4] 4.135þ0.018
−0.019

νHe1
b [1.5, 3.0] 2.377þ0.005

−0.005
Abundance Hec [8.6, 11.8] 9.88þ0.06

−0.05
ϕnuc. (MV) [0.1, 0.9] 0.709þ0.029

−0.028
aThe normalization of postpropagated proton flux at 100 GeV.
bνHe0 and RHe

br are fixed at 2.0 and 3.1 GV, respectively.
cSource abundance (Abund.) of the helium, when one fixes the

abundance of the proton to 1.06 × 106 at 100 GeV=n.

FIG. 1. The fluxes of the proton (top) and helium (bottom) after
solar modulation for the parameters shown in Table II and the
corresponding residuals, compared with the latest data from
AMS-02 [66]. Inset: local interstellar spectrum (LIS) in units of
kinetic energy per nucleon compared with Voyager [86] data.
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arising from factors including the e� production cross
section, enhancement factor from heavier nuclei, and
uncertainties in propagation as in [13–15,41,67]. It is also
important to note that these uncertainties may not be
accurately captured by a constant factor, as they likely
possess an energy-dependent nature. The utilization of this
constant factor ce� is merely an approximation employed
for the data fitting purpose.
Regarding the primary electron injection spectrum, we

assume a broken power-law relation in rigidity, featuring
a low-energy break suggested by synchrotron obser-
vations [90–92]. We fix the position of the break at
5 GV and the spectral index below the break at 1.5, since
we do not include data points below 7.5 GV.
In summary, the free parameters governing the back-

ground electron and positron spectra are as follows:

θ ¼ fAe; ν1;ϕe− ;ϕeþ ; ce�g;
where Ae is the postpropagated normalization flux of
primary e− at 25 GeV, and ν1 stands for the spectral index
above the spectral break. The solar modulation potentials
for the electrons and positrons are denoted by ϕe− and ϕeþ ,
respectively, and ce� represents the rescaling factor for
secondary e�.

2. e� from DM annihilations

The extensive DM halo surrounding the Milky Way
provides a distinctive opportunity to explore the potential
nongravitational interactions between the DM and standard
model particles [93]. If such interactions exist, they could
give rise to the production of CRs, presenting an unconven-
tional CR source. Specifically, for CR electrons and
positrons, the source term arising from DM annihilation/
decay can be expressed as follows:

Qann
DMðr⃗; EÞ ¼

1

2

�
ρDMðr⃗Þ
mDM

�
2

hσvi
X
k

Bk

dNk
e�

dE
;

Qdec
DMðr⃗; EÞ ¼

�
ρDMðr⃗Þ
mDM

�
1

τ

X
k

Bk

dNk
e�

dE
; ð5Þ

where the factor 1=2 corresponds to the DM particle being
a scalar or Majorana fermion, mDM denotes the mass of the
DM particle, hσvi represents the thermally averaged DM
annihilation cross section in the case of DM annihilation,
and τ stands for the DM lifetime in the case of DM decay.
The e� production spectrum per annihilation/decay to final
state k with the branching ratio Bk, obtained from the
Ref. [94], is denoted by dNk

e�=dE. The DM density profile
in the MilkyWay ρDMðrÞ is assumed to follow the Navarro-
Frenk-White density profile [95],

ρðr⃗Þ ¼ ρs
ðr=rsÞð1þ r=rsÞ2

; ð6Þ

where rs ¼ 20 kpc and ρs ¼ 0.35 GeV have been selected,
resulting in a local DM density of 0.4 GeV cm−3. This
choice of parameters is in agreement with the latest con-
straints derived from the Galactic rotation curve [96,97].
Alternative density profiles, such as the Einasto [98,99] or
Burkert [100,101] profiles, are not taken into account, as
they yield similar e� spectrum at Earth.
The propagation of the DM induced e� is simulated

using GALPROP, utilizing the same configuration as the
background e�, ensuring a unified treatment. The free
parameters for DM annihilation include the DM particle
mass mDM and the thermally averaged DM annihilation
cross section hσvi. Conversely, in the case of decay, the
parameters of interest are the mass mDM and the lifetime τ.

III. RESULTS AND DISCUSSION

A. DM annihilation

We summarize the fitting results in Table III and show
the corresponding spectra compared with data in Fig. 2. We
find that both the μþμ− and τþτ− annihilation channels
yield reasonable fits to the AMS-02 data, with the reduced
χ2 values smaller than 1.5 The τþτ− channel provides
slightly better agreement with the total e� spectrum,
exhibiting a more gradual decline at high energies com-
pared to μþμ− and resulting in improved concordance with
three data points in the 428.5–832.3 GeV=n range. Since
the high-energy end of the electron spectrum suffers severe
energy losses, making it more easily influenced by nearby
sources [17–23,25,105,106], it is acceptable that the μþμ−
channel does not well reproduce these high-energy data
points.
Regarding the positron spectrum, although both channels

yield comparable results in terms of χ2 statistics, the τþτ−
channel appears to generate an excess of positrons at the
high-energy end because it exhibits a more gradual decline
in its spectrum at high energies. It is important to note that
this finding contradicts previous studies conducted with the
standard propagation model using older AMS-02 data from
the 2011–2015 period [107], where the τþτ− channel was
strongly favored over the μþμ− channel. This discrepancy
can be attributed to two factors. First, the new AMS-02 data
(2011–2017) [2] extends to higher energies compared to
the previous data and, for the first time, a spectral cut is
observed. Second, the SDD model assumes that CRs
propagating in the slow disk could contribute a harder
component at high energies, which give rise to the positron
flux compared to the standard propagation model, thereby
compensating for the hard spectrum of the μþμ− channel.

5Note that the very low χ2 values could be attributed to the
absence of the correlations in systematic errors. While the
AMS-02 Collaboration does not provide these correlations, there
are some theoretical attempts to construct them [102–104].
However, their validity remains unconfirmed.
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It is important to note that, due to the enhanced
production of secondary e� in the SDD model, the re-
scaling factors required to reproduce the data for secondary
e� are significantly smaller compared to previous works
[13,14] utilizing the standard diffusion-reacceleration
model. Specifically, the rescaling factors for secondary
e� in the SDD model are found to be 1.694 and 1.783 for
the τþτ− and μþμ− channels, respectively, in contrast
to previous studies where values of ce� around 3 are
typically employed. Another noteworthy consequence of
the SDD model’s capability to generate a greater number
of secondary e� is that the contribution of positrons
from the additional source never surpasses that of the
secondary component. This finding stands in contrast to the
results obtained using the standard propagation model,
where the contribution of positrons from the additional

source dominates over the secondary component above
tens of GeV.
As for the solar modulation potential, we obtain reason-

able results within the range of 0.5–0.7 GV, consistent with
the values obtained from the fitting to nuclei data. This
represents a significant improvement compared to the
results obtained using the standard propagation model,
where the modulation potentials are typically larger than
1 GV, which is at odds with the potentials reconstructed
from the CR data and neutron monitor observations in the
AMS-02 periods [108–110]. An interesting observation
regarding the modulation potential is that the potential for
positively charged particles ϕeþ is larger than that for
negatively charged particles ϕe− by approximately 0.1 GV.
This finding is in agreement with the case of the CR proton
and antiproton [111].

TABLE III. The prior ranges, best-fit values, mean values, and posterior 95% range of the model parameters for
DM annihilation. The number of data points for eþ and eþ þ e− are 54 and 56, respectively.

Prior range

τþτ− μþμ−

Best Mean Best Mean

log(Ae)
a ½−10.5;−7.5� −8.947 −8.946þ0.009

−0.009 −8.946 −8.945þ0.009
−0.009

ν1 [1.5, 4.0] 2.83 2.83þ0.02
−0.02 2.83 2.83þ0.02

−0.02
ϕe−=GV [0.1, 1.8] 0.466 0.476þ0.071

−0.069 0.478 0.480þ0.069
−0.067

ϕeþ=GV [0.1, 1.8] 0.639 0.636þ0.080
−0.083 0.724 0.728þ0.056

−0.055
ce� [0.25, 4.0] 1.71 1.71þ0.08

−0.08 1.80 1.81þ0.05
−0.05

logðmDM=GeVÞ [1.0, 5.5] 3.30 3.31þ0.13
−0.11 2.87 2.88þ0.09

−0.08
logðhσviÞb ½−28.0;−22.0� −23.04 −23.02þ0.17

−0.15 −23.96 −23.95þ0.14
−0.13

χ2eþ 35.0 37.0

χ2e� 50.2 50.1

χ2tot:=d:o:f: 85.2=103 87.1=103
aPostpropagated normalization flux of e− at 25 GeV in unit cm−2 s−1 sr−1 MeV−1.
bIn unit cm3 s−1.

FIG. 2. The expected spectra of the best-fit results for the case of DM annihilation. Left: the total e� spectra compared with the AMS-
02 [3] data. Right: the eþ spectrum alone with AMS-02 [2] results. The dashed, dotted, and solid lines represent the backgrounds, DM
contributions, and total results, respectively.
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B. DM decay

Although DM particles are generally assumed to be
stable, the potential for DM decay cannot be completely
disregarded, particularly if the decay process unfolds over a
timescale exceeding the age of the Universe [112]. If such
decay occurs, the resulting products within the Milky Way
halo could potentially account for the observed excess of
positrons [7,113,114].
In this section, we perform fits to the AMS-02 total e�

spectrum and eþ spectrum under the assumption of DM
decay. A summary of the fitting outcomes is presented in
Table IV, and visual comparison with the data is depicted in
Fig. 3. Similar to the case of DM annihilation, both the
μþμ− and τþτ− decay channels yield satisfactory fits to the
AMS-02 data, as indicated by reduced χ2 values smaller
than 1. Furthermore, the resulting parameters are well
constrained and demonstrate reasonable values similar to
those obtained in the annihilation scenario.

Specifically, the rescaling factors for secondary e� in
both the two decay channels are approximately 1.8, high-
lighting the production of leptons in the high-energy region
facilitated by the SDD model. Furthermore, the solar
modulation potentials for the electron and positron are
determined to be approximately 0.7 and 0.5 GV, respec-
tively, emphasizing their distinct impacts on the CR flux.
Importantly, it should be noted that the contribution from
the additional source never surpasses that of the secondary
origins, affirming the dominance of the secondary compo-
nent under the SDD model.
The τþτ− channel gives a better fit to the total e�

spectrum, because the resulting spectrum from decay is
slightly harder than that from annihilation, and this is
favored by the AMS-02 data. It is worth noting, however,
that caution is warranted in interpreting this improvement
in the χ2 value as a definitive physical significance.
As previously discussed, the presence of nearby electron
sources can significantly influence the high-energy end of

TABLE IV. The prior ranges, best-fit values, mean values, and posterior 95% range of the model parameters for
DM decay. The number of data points for eþ and eþ þ e− are 54 and 56, respectively.

Prior range

τþτ− μþμ−

Best Mean Best Mean

logðAeÞa ½−10.5;−7.5� −8.943 −8.945þ0.009
−0.009 −8.944 −8.945þ0.009

−0.009
ν1 [1.5, 4.0] 2.84 2.84þ0.02

−0.02 2.84 2.83þ0.02
−0.02

ϕe−=GV [0.1, 1.8] 0.500 0.481þ0.072
−0.068 0.494 0.482þ0.071

−0.068
ϕeþ=GV [0.1, 1.8] 0.692 0.687þ0.072

−0.071 0.765 0.779þ0.056
−0.055

ce� [0.25, 4.0] 1.79 1.78þ0.07
−0.07 1.87 1.88þ0.05

−0.05

logðmDM=GeVÞ [1.0, 5.5] 3.58 3.55þ0.12
−0.11 3.13 3.13þ0.08

−0.08
logðτ=sÞ [20.0, 30.0] 26.69 26.70þ0.06

−0.06 27.20 27.22þ0.06
−0.06

χ2eþ 40.1 40.2

χ2e� 44.3 49.9

χ2tot:=d:o:f: 84.4=103 90.1=103
aPostpropagated normalization flux of e− at 25 GeV in unit cm−2 s−1 sr−1 MeV−1.

FIG. 3. The same as Fig. 2, but for DM decay.
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the electron spectrum. Therefore, while the τþτ− channel
yields the best statistical agreement with the data, further
investigations and considerations are required to verify the
true physical implications of this result.
Regarding the positron spectrum, although the τþτ−

channel provides the best fit in terms of the reduced χ2

value, it is evident that it also overestimates the positron
flux at the highest energies accessible to AMS-02, similar
to the τþτ− annihilation scenario. Therefore, with the
ongoing enhancement in the precision of positron data,
it is possible that the τþτ− channel may be less favored in
future investigations.

C. Comparison with other constraints

The DM annihilation/decay hypothesis as an explanation
for the positron excess is subject to strong constraints
imposed by various other observations, including the
CMB [34] and γ-ray measurements, which encompass
observations such as dwarf galaxy gamma rays [29], diffuse

gamma rays in the Milky Way halo [30], and the isotropic
gamma-ray background (IGRB) [31,32]. In the case of DM
annihilation, attempts to reconcile the tension between
these observations have involved the introduction of com-
plex velocity-dependent cross sections, such as the Breit-
Wigner mechanism [42–46]. However, these models are
somewhat ad hoc in nature and are unable to circumvent the
constraints imposed by IGRB observations. On the other
hand, the constraints from γ-ray observations are even more
stringent for DM decay scenarios, rendering them exceed-
ingly difficult, if not impossible, to evade.
Given that the SDD model predicts an increased abun-

dance of high-energy secondary e�, the required cross
section/decay rate for DM to account for the positron
excess is smaller than that predicted by conventional
models. Consequently, our models have the potential to
elude the constraints imposed by various observations. To
illustrate this, we present the exclusion limits derived from
Fermi observations of dwarf galaxies [29], diffuse gamma

FIG. 4. 1σ and 2σ confidence regions in themDM − hσvi plane, together with the exclusion lines from the Fermi observations of dwarf
galaxies [29], diffuse gamma rays in the Milky Way halo [30], IGRB [32], and the Planck CMB observations [34]. The left and right
panels show the results for the μþμ− and τþτ− channels, respectively. The upper and lower panels correspond to DM annihilation and
decay, respectively. The fitting results to the AMS-02 observations from some previous analyses [13,14,32] are shown as colored points.
Additionally, the thermal relic cross section from Ref. [115] is illustrated as a dashed gray line in the upper panels.
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rays in the MilkyWay halo [30], IGRB [32], and the Planck
CMB observations [34]. In addition, we depict the 68% and
95% confidence regions for the DMmass and the thermally
averaged annihilation cross section/lifetime of the DM
particle in Fig. 4. For comparison, we also include DM
properties from previous works [12–14,25,32] utilizing the
standard propagation model to fit the lepton data.
The inspection of the top panels of Fig. 4 reveals that, for

the μþμ− channel, the required DM annihilation cross
section in the SDD model is consistent with all the imposed
constraints. Conversely, the standard models’ cross sections
are excluded by nearly all the constraints. However, when
considering the τþτ− channel, despite the SDD model’s
cross section being smaller than that of the conventional
models, it remains excluded by the majority of observa-
tional constraints. This is because the τþτ− final state
produces a larger amount of gamma-ray emissions com-
pared to the μþμ− channel, resulting in stronger constraints.
Additionally, the rescaling factor for the τþτ− channel is
smaller than that of the μþμ− channel, necessitating a larger
cross section to compensate for the lower rescaling factor to
achieve agreement with the data.
It should be noted that, while the required annihilation

cross section aligns with the upper bounds set by γ-ray and
CMB data, specifically in the μþμ− channel in the SDD
model, it nonetheless exceeds the standard cross section of
approximately 3 × 10−26 cm3 s−1 for the correct thermal
relic. This discrepancy necessitates the introduction of
supplementary mechanisms, such as velocity-dependent
cross sections, to account for the observed DM relic density.
Similar trends are observed in the case of DM decay. The

μþμ− channel appears to be compatible with the available
data, while the τþτ− channel is not. These findings reinforce
the notion that the μþμ− channel, whether in the context of
annihilation or decay, exhibits more promising agreement
with the data compared to the τþτ− channel.

IV. SUMMARY

In this study, we present a quantitative study of the CR
electron and positron fluxes observed by the AMS-02
experiment, employing the SDD model. Our analysis
incorporates the latest advancements in secondary elec-
tron/positron production cross sections and accounts for the
charge-sign-dependent solar modulation potentials.
Notably, the SDD model outperforms conventional propa-
gation models in several key aspects due to the enhanced
secondary e� at energies above 10 GeV.
The direct consequence of the SDD model’s ability to

predict an increased population of secondary e� is that it
mitigates the issue of positron/electron excess compared to
conventional propagation models. This reduction in excess
is exemplified by the rescaling factor, denoted as ce� ,

which is nearly halved when compared to conventional
models (reducing from approximately 3 to around 1.7).
This substantial improvement is noteworthy since assum-
ing the production uncertainties greater than 200% may not
be convincing.
Because of the reduced rescaling factor, the solar

modulation potential required by the SDD model also
aligns more closely with the modulation potential observed
for cosmic nuclei. In contrast, conventional models often
necessitate a large modulation potential to compensate for
the significant rescaling factor ce�. Furthermore, we find
that, unlike the conventional propagation models where
primary sources dominate the positron spectrum at high
energies, the secondary component overwhelmingly con-
tributes to the positron fluxes across all energy ranges
within the SDD model.
All considered scenarios demonstrate a satisfactory fit to

the AMS-02 data, as evidenced by reduced χ2 values below
unity. In the case of DM annihilating into the μþμ− final
states, the corresponding DM mass required is approxi-
mately 790 GeV, accompanied by a thermally averaged
cross section of around 1.26 × 10−24 cm3 s−1. Importantly,
these parameters remain consistent with the constraints
from Fermi and Planck.
For DM decay into the μþμ− final states, the fitting

analysis yields a DM mass estimate of roughly 1.4 TeV,
coupled with a lifetime of approximately 1.58 × 1027 s.
Notably, this scenario also conforms to available con-
straints from other observations.
Conversely, both the annihilation and decay channels

associated with the τþτ− final states are excluded by
independent constraints derived from γ-ray and CMB
observations. These stringent constraints provide compel-
ling evidence against the τþτ− channel as a viable explan-
ation for the observed CR electron and positron excess.
The agreement of DM annihilation/decay into the μþμ−

final states with the AMS-02 data, coupled with their
compliance with the relevant CMB and gamma-ray con-
straints, underscores the potential as a plausible explanation
for the observed phenomena. To pinpoint the precise
mechanism behind the excess of positrons, the acquisition
of additional data becomes imperative, either through the
extension of measurements to higher energy ranges [116]
or by reducing statistical and systematic errors to enable a
more thorough analysis of spectral fluctuations [26].
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