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We present a systematic approach to determine all relativistic phases up to O(c¢™2) in light-pulse atom
interferometers in weakly curved spacetime that are based on elastic scattering—namely, Bragg diffraction
and Bloch oscillations. Our analysis is derived from first principles using the parametrized post-Newtonian
formalism. In the treatment developed here, we derive algebraic expressions for relativistic phases for
arbitrary interferometer geometries in an automated manner. As case studies, we consider symmetric and
antisymmetric Ramsey-Bordé interferometers, as well as a symmetric double diffraction interferometer
with baseline lengths of 10 m and 100 m. We compare our results to previous calculations conducted for a

Mach-Zehnder interferometer.
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I. INTRODUCTION

Atom interferometers (IFs), at the forefront of quantum
metrology, are highly precise instruments widely utilized
in various research domains. They have been employed in
diverse fields, including the determination of the fine-
structure constant [1,2], serving as quantum sensors for
measuring the gravitational field of the Earth [3-6],
proposed measurements of gravitational waves [7-10],
and investigations of fundamental physics and alternative
gravitational models [11-15], as well as measurements of
time dilation and gravitational redshift [16-20].

The interpretation of measurements of the gravitational
redshift has ignited extensive discussions regarding the
influence of relativistic effects in atom IFs [21-24]. These
discussions have underscored the need for interferometry
with internal superposition states [19,20] enabling the
effective detection of gravitational redshift effects. As a
result, there has been significant research focus on IFs
employing inelastic scattering processes, such as single-
photon or Raman transitions, commonly referred to as
“clock interferometry.” However, inelastic scattering intro-
duces additional systematic effects due to the different
internal atomic states. In contrast, atom IFs based on elastic
scattering processes, such as Bragg diffraction [25,26] and
Bloch oscillations [27,28], currently exhibit the highest
sensitivity. This advancement has facilitated groundbreaking
measurements, such as the precise determination of atomic
recoil—and, consequently, the fine-structure constant—with
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unprecedented accuracy [2]. The gravitational redshift can-
not be directly measured with these IFs; it is worth noting
that phases involving relativistic effects and even extensions
to the standard model (SME) can still manifest in these atom
IFs [29,30].

Dimopoulos et al. [31,32] presented the determination
and detailed listing of phases induced by special and
general relativistic effects specifically for the Mach-
Zehnder IF. However, the laborious algebraic calculations
involved make it difficult to reproduce and extend these
results to more general IF geometries. Here, we propose a
systematic framework for computing relativistic phases
in arbitrary atom IFs realized by elastic scattering. Our
approach employs rigorous expansions in relevant small
parameters, implemented through computer algebra in
Python [33]. This enables automated algebraic calculations
of relativistic phases up to the desired order of accuracy.
We compute and display the phases for three common
IF geometries: the symmetric Ramsey-Bordé interferometer
(SRBI), antisymmetric Ramsey-Bordé interferometer
(ARBI), and symmetric double diffraction interferometer
(SDDI). The computer algorithm is, however, capable of
calculating phases for more general IF geometries. For each
geometry, we algebraically list and quantitatively illustrate
the leading relativistic phases. Our analysis focuses on
atom IFs with baseline lengths of 10 m and 100 m, inspired
by numerous operational or under-development setups
[10,34-38]. Furthermore, we provide a detailed comparison

© 2024 American Physical Society
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to the results of Dimopoulos et al. [31,32] for the Mach-
Zehnder IF, where we find overall good agreement and
comment on the remaining discrepancies.

The starting point and basis of our calculation is a
quantum optical Hamiltonian, as developed in [39]. It
accounts for both the internal and external degrees of
freedom of an atom, as well as the electromagnetic (EM)
field, within a weak post-Newtonian gravitational back-
ground field which is described by the Eddington-Robertson
parametrized post-Newtonian metric [40]. Consequently,
this Hamiltonian captures the phases resulting from exten-
sions of GR and provides a comprehensive description of the
leading-order effects for scalar particles. Importantly, this
treatment eliminates the need for additional relativistic
corrections and avoids the requirement of ad hoc time
reparametrization in the Schrodinger equation to account
for time dilation, cf. the analysis of the mass defect in [41].

To achieve a self-consistent description of experiments
that involve the measurement of time and length using
local clocks and rulers—i.e., laser fields—we transform the
Hamiltonian from the asymptotically flat coordinates, as
formulated in [39], to coordinates which reduce to the
Minkowski metric at a reference point—e.g., that of the
experiment’s reference atomic clock. This reformulation of
the Hamiltonian holds significance not only for the descrip-
tion of atom IFs, but also for any other local experiments.

We begin in Sec. II by introducing the notation, explain-
ing the gravitational model, and deriving the relativistically
corrected Hamiltonian. We do this within the context of
newly established coordinates, which are suitable for
describing atom IFs. We continue in Sec. III to solve the
Schrodinger equation for a general class of atom IF
geometries which rely on elastic scattering. We then present
the resulting phase shifts for the aforementioned IF
geometries in Sec. IV. We end in Sec. V with a summary
and conclusion. For improved readability, we supply
intermediate calculation steps and supplemental informa-
tion in Appendixes A-E.

II. RELATIVISTICALLY CORRECTED
HAMILTONIAN OF AN ATOM IN WEAKLY
CURVED SPACETIME

We adopt the following convention: greek indices range
from O to 3, whereas latin indices range from 1 to 3. The
components of the Minkowski metric are 1, = diag(—1, I,
1,1). Bold letters like x and R will always represent three-
dimensional quantities, like elements in R? or 3-tuples of
operators. Commas indicate partial differentiation, whereas
semicolons abbreviate covariant derivatives—that is, A, , =
d,A, and A, =V A, .

A. Gravitational model

We are going to model gravity by a metric theory in
which test bodies follow geodesics with respect to the

corresponding Levi-Civita connection and to which matter
couples by the standard minimal scheme. In this way,
Einstein’s equivalence principle is implemented and
spacetime is represented by the triple (M, g, V), where
M is a four-dimensional differentiable manifold, g a
Lorentzian metric, and V the corresponding Levi-Civita
connection. This scheme may be extended to scalar-tensor
[42] and vector-tensor theories [43], which we will not
consider here.

To perform a Newtonian weak field and slow motion
expansion of the physics in a relativistic spacetime, one first
has to introduce a background structure with respect to
which these notions can be defined [[44], Sec. 16.2.1]. This
background structure we take to consist of a background
metric and the worldline of a preferred observer. Then, one
can implement the Newtonian expansion by a power series
expansion in small parameters: the Newtonian gravitational
potential ¢/c?> < 1 and v?/c?> < 1, where v is a typical
velocity of the matter sourcing gravity. With respect to
the background structure, the metric tensor g then splits
into the sum of (i) the background Minkowski metric,
(i1) a first-order part describing Newtonian mechanics,
and (iii) post-Newtonian corrections, special to each
metric theory. This approach gives rise to a ten-parameter
class of different metric theories and is described in
the parametrized post-Newtonian (PPN) formalism [45].
The low-order post-Newtonian behavior of each metric
theory is then uniquely determined by those ten PPN
parameters.

In the following, we only consider two out of those ten
possible parameters—namely, the “Eddington-Robertson
(ER) parameters” 5,y €R, corresponding to the biggest
relativistic corrections. In a local coordinate system X* =
{ct, r}, the covariant PPN metric tensor components can, in
the case of a spherically symmetric and static spacetime,
be written using the line element

c2

dﬂzz—<c2+2¢0)+2ﬁ¢“y>dﬂ
+O—y%¥ﬁﬂ+a5ﬂ (1)

where the scalar field ¢: R? — R is the gravitational
potential that arises from solving the Poisson equation
[46]. In standard GR, the ER parameters are unity. Upper
bounds for the ER parameters have long been known to be on
the orders of |y — 1| ~ | — 1| < 1073, obtained by tracking,
e.g., the trajectory of the Cassini mission or measuring
perihelion shifts of Mercury and Mars (cf. [48-51]). We
model Earth as a point source with mass Mg—i.e., the
Newtonian gravitational potential takes the form

_ GMg
I

h(r) = (2)
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Notice that the metric tensor is asymptotically flat in these
coordinates, since ¢(r) — 0 for |r| = oo, which means that
the metric tensor is not Minkowskian at the point of an
earthbound experiment.

B. Transformation to adapted coordinates

Using coordinates in which the metric tensor asymp-
totically approximates the Minkowskian values makes
asymptotic flatness manifest, but it also means that these
coordinates cannot be employed for a direct representation
of local measurements of spacetime distances in terms of
simple coordinate expressions. Such measurements refer to
colocated clocks and spatial length references set by light
signals (e.g., by a laser). That itself would have to be
described by a Hamiltonian operator, whereby the corre-
sponding clock signal would contain the metric at the
location of the experiment. In order to allow for a simpler
and more direct interpretation of coordinates as quantities
measurable with a local clock and length scale, it is
convenient to transform to coordinates in which the metric
components at the reference point of the experiment (set by
clock and laser) reduce to the Minkowski metric.

The transformation from asympotically Minkowskian
coordinates into such coordinates that we use is explained
in Appendix A, and it is given by (x*)= (ct,r)

(x*) = (ct,r), with
(1— %)r (3)

t= <1 ¢°+—2ﬂ 1@>t,

2t
where we have defined ¢y = ¢(Rg). Here, we assume the
point of reference is at rest at Earth’s surface—i.e., at a
radius of Rg in the new coordinates. It will be convenient to
define the shifted gravitational potential

P(r) = (r) — o (4)

such that the line element in the new coordinates reads
Z P Do
ds2:—<c2+2¢+2ﬂ2+4(ﬂ 1) )dt2
c
¢ i
+ 1—2)/? dr? + O(c™), (5)

which reduces to the Minkowski metric for r = Rg, This is
the form of the metric that we shall use in the sequel.

C. Relativistically corrected Hamiltonian

The Hamiltonian for an atom, modeled as a system of
two electromagnetically bound spinless point charges,
coupled to an external EM field and the weakly curved
PPN spacetime metric from Eq. (1), has been derived
in [39]. We perform the same derivation as in [39] but use
the coordinates from Eq. (3)—i.e., the metric tensor in

Eq. (5). To zeroth order in 1/c?, this Hamiltonian corre-
sponds to the standard description of an atom in non-
relativistic quantum optics. Terms of order 1/c¢? correspond
to the leading relativistic corrections to the energies of the
center of mass and internal (electronic) degrees of freedom
of the atom, as well as their mutual interactions and that
with the external EM field. The Hamiltonian can be
grouped as

H=Hy+H +Hy +Hy +0(c). (6)

It consists of the Hamiltonian for ¢.m. motion I:IM, the
Hamiltonian for the internal degrees of freedom H, their
relativistic coupling Ay, and the relativistically corrected
dipole interaction of the atom with the external EM field
H,. The external EM field is a classical solution to
the source-free Maxwell equations in our curved space-
time [52]. In the following, the relativistically corrected
canonical position and momentum operators of the c.m.
and internal degrees of freedom will be denoted by R, P and
7, p, respectively. The total (rest) mass of the atom will be
denoted by m, and the reduced mass of the internal degree
of freedom by u. The Hamiltonian for c.m. motion is

n2
iy = mp(R) +5 (7a)
12y +1y. .. P* 25—
o P par - o P gk
(7b)
#2p = ) ud(R)| + O, (70)

The terms in the square brackets—i.e., Egs. (7b) and (7¢)—
comprise the relativistic corrections of the c.m. energy, and
they will be the most relevant for our analysis. The first
of those terms corresponds to the metric correction of
the length of the vector P determining the kinetic energy,
written in symmetric ordering. The second term is the
special relativistic correction to the kinetic energy, the third
term describes the relativistic nonlinear correction to the
Newtonian potential, and the final term represents non-
linear relativistic effects which may arise in theories of
gravity deviating from GR.

The internal Hamiltonian,

-2 2

. p? e

H =— + Hgg 8
"o 4ﬂ€0|r| ®)

consists of the nonrelativistic kinetic energy and Coulomb
interaction and relativistic corrections subsumed in the
fine-structure Hamiltonian Hgg, which contains the special
relativistic corrections of kinetic and Coulomb energy,
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as well as spin-orbit interaction, etc., if spin was included.
We refer to [39] for the explicit form of Hpg. In the
following, we take these corrections to be accounted for in
the internal stationary states and energies—e.g., the ground
state Hy|g) = E,|g).

The relativistic coupling of the c.m. and internal degrees
of freedom has the form

as =~ (mpi) -2 ) @ i
A 2m !

+¢£’3)®<2y’32 < > (9)

2u " ame|F]

The first line of this equation can be interpreted as arising from
the correction of the mass of the atom due to internal binding
energy, as can be seen by replacing m — m + H/c? in
Eq. (7a) and expanding in 1/c?. The second line describes the
metric corrections of the internal kinetic and Coulomb energy,
similar to Eqgs. (7b) and (7c), cf. [44]. For atom IFs involving
elastic scattering processes only, the atom remains in its
internal ground state |g) at all times. In this case, the terms in
Eq. (9) contribute only trivially to the dynamics of the
problem: As explained above, the effect of the first term
can be absorbed in a rescaling of the atomic mass
m—m+E,/ c?. The second term does not contribute at
all, since it has vanishing matrix elements for stationary states
[41] as a consequence of the virial theorem [54]. However,
they can be the main contribution to the phase in quantum
clock IFs with inelastic scattering processes [19,20,55,56].

Finally, the Hamiltonian for the interaction of the atom
with the external light field is

Hpp =—d-EXR) +5— [P

() +hky  +hky  +hkg Z() +hkg

20

where d, E, and B denote the dipole moment operator
and the electric and magnetic fields, respectively. The
atom-light interaction in Eq. (10) is written in the dipole
approximation and includes the Rontgen term as the
dominant relativistic correction [57]. In comparison to
the Hamiltonian from [39], only the last term in the
motional Hamiltonian—i.e., Eq. (7c)—is a new contribu-
tion. Its specific scaling with the PPN parameter f is
commented on in Appendix A. Apart from this new term,
the only difference is the dependence on ¢ instead of ¢.

We note that a physical misinterpretation of the coor-
dinates used in Eq. (1) easily results in erroneous terms
scaling with ¢/c?, as was the case, e.g., in the debate
about such contributions in the measurements of the
electronic gyromagnetic factor g, [58—60]. Such pitfalls
can be avoided by working in the coordinates in Eq. (3),
where the Hamiltonian in Eq. (6) has no dependence at all
on ¢, for GR (f = 1).

III. ATOM INTERFEROMETERS USING
ELASTIC SCATTERING

In this section, we solve the Schrodinger equation for a
range of IF geometries, which involve elastic scattering
processes. We illustrate our approach using three specific
atom IF geometries, shown in Fig. 1. We will consider c.m.
motion along the vertical direction. In the following, we
denote the vertical coordinate—i.e., that pointing (radially)
upwards in Earth’s gravitational field—by Z. For the earth-
bound IF geometries considered in the following, we assume
height differences AZ on the order of 10 m, as realized in
[36,61,62], up to several 100 m baselines, as currently under
investigation [37,38]. Therefore, it will be appropriate to
expand the gravitational potential at height Z above ground as

1 1
Glneighiz = Po + 9Z — El“Zz + 51\23, (11)

+hky  +hkg () +hky  +hky  +hkg

| |
20 — | | : 20 :
| {low | | | | | | |
| | | | | | | |
> Tr > Ty <> Tx — > Tp > Ty <> Tx — b Tp > Ty <> Tx —
(a) Symmetric Ramsey-Bordé (b) Symmetric Double Diffraction (c) Asymmetric Ramsey-Bordé
FIG. 1. Schematic pictures of atomic trajectories (green lines) for three different IF geometries in the freely falling frame. Bragg pulses

are depicted in red dashed lines with a momentum transfer of &7k and Bloch oscillations in solid blue with a momentum transfer of
hkyg. Finite-speed-of-light effects are neglected in this picture. (a) Symmetric Ramsey-Bordé Interferometer (SRBI), (b) Symmetric
Double Diffraction Interferometer (SDDI), (c) Asymmetric Ramsey-Bordé Interferometer (ARBI). Note that (a) and (c) can be realized
using single Bragg diffraction, whereas (b) relies on double Bragg diffraction.
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with ¢ as before, linear gravitational acceleration g, gravity
gradient I', and the second-order gradient A. We choose to
expand ¢(r) to third order to facilitate a comparison of our
results with Refs. [31,32]. It also allows us to include
gravitational effects from other source masses, either due
to test masses as in Refs. [63,64] or due to mass inhomoge-
neities, such as those studied for the Very Long Baseline
Atom Interferometer (VLBAI) [65]. Using this expansion,
the Hamiltonian in Eq. (7) for c.m. motion along the vertical
axis becomes

+2(f = DmPpogZ| + O(Tc2). (12)

In the IF geometries considered here, we assume atoms
are initialized in a wave packet which is localized at
coordinate height z;, and has vertical coordinate velocity
vg. The IF sequences consist in each case of an initial and a
final light pulse splitting and recombining the wave packet
in momentum by Bragg diffraction. After the first beam
splitter, a free propagation for a (Ramsey) time 7 and
another Bragg pulse, we consider a time T in which
(optional) Bloch oscillations accelerate both wave packet
components. Subsequently, the atoms, again, interact with a
Bragg pulse, propagate freely for a time Ty, after which the
wave packet is recombined in a final Bragg pulse. The time
decomposition (T, Ty, Tg) is chosen symmetrically to
obtain compact final results, yet it is in principle straight-
forward to describe asymmetrical pulse sequences. This
general class of IF geometries corresponds to the SRBI and
ARBI like in [16] with intermediate Bloch oscillations, as
performed in the fine-structure measurements [1,2], and a
similar geometry using double Bragg diffraction [66,67].
These example IF geometries can be considered as repre-
sentatives of different IF classes that exhibit different
symmetry axes. Investigating how the different symmetries
are reflected in the phase shift results might then be an
interesting study in the future.

In solving the Schrodinger equation for geometries
and pulse sequences as shown in Fig. 1, we approximate
the light pulses as instantaneous on the scale of the
Ramsey time Ty [68]. Relativistic contributions to phases
imparted during the free propagation times 7 will be
evaluated in Sec. III A, and those due to the Bragg pulses
in Sec. III C. Finally, we assume that phases imprinted by
the Bloch pulses are common mode and therefore do not
contribute to the IF signal. Accounting for differential
phases (due to gravity gradients or relativistic correc-
tions) accumulated during Bloch pulses is beyond the
scope of this work.

A. Free propagation

During free propagation, the atoms remain in the ground
state |g), and we need to solve the Schrodinger equation
with the Hamiltonian in Eq. (12) for the c.m. wave function
w(z, t). For wave packets which stay localized around the
classical trajectories corresponding to the IF paths in Fig. 1,
it is sufficient to determine the propagation phase—i.e., the
relative phase accumulated along the two paths. Following
the stationary phase approximation, one can approximate
the propagation phase by the difference of the action
functional along the upper trajectory z,,(7) and the lower
trajectory zjo, (#) [69,70]:

Ay = [ In(zap(0) = Lus(zon (D)), (13

Here, Ly is the Lagrangian corresponding to Eq. (12),
whose explicit form can be found in Appendix B. We point
out that Eq. (13) for the propagation phase only applies
exactly for Lagrange functions, which depend quadratically
on position and velocity. For a more general Lagrangian
[cf. Eq. (B1)], however, Eq. (13) only applies under a
stationary phase approximation. In the following, we will
perform a systematic expansion of the propagation phase
with respect to the small, nonquadratic terms of the
Lagrangian. Corrections beyond the stationary phase
approximation would only contribute in a higher and
negligibly small order.

In order to find the classical trajectories of the upper
and lower arms of the IF, we need to solve the geodesic
equation, or equivalently, the Euler-Lagrange equation
(ELE) corresponding to Eq. (12), which is given explicitly
in Appendix B. Rather than seeking the exact trajectories,
we construct approximate solutions of the ELE which
are accurate in leading orders of I', A, and ¢~!. These
approximations can be performed systematically by rewrit-
ing the ELE in a dimensionless form in terms of scaled time
and position variables:

=L e =22 (14)

Here, we choose T as the natural timescale of the IF
sequences under consideration. In terms of these new
variables, the ELE depends on a number of dimensionless
parameters, summarized in Table I. They are connected to
the gravitational potential, initial conditions for the atomic
wave packet, and momentum recoils from light pulses. In
terms of the dimensionless variables 7 and & and the
dimensionless parameters of Table I, the ELE reads

E(1) = =Gir + Garé(r) — G3rE(7)?
=2(B+7)GirE() + (v +2)G1rE(2)?
+2(8 = 1)Go[-G1r + Goré()] + O(4), (15)
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TABLE I. Definitions of dimensionless parameters for an atom
IF based on elastic scattering processes. As a case study, we give
the magnitudes for a 10 m baseline Rb IF assuming the following
values: Tp, = 135, T =04 58,20 =0,v9 = 13 m/s,m = 87 u,
wgp = 107 Hz, kp = 16 x 10° m™!, and kz = 5 x 10 m™".

Magnitude for 10 m baseline IF

Parameter  Definition i = R (Bragg) i = B (Bloch)
Z CZTOR 0

Vo o 43 %1078

Fr e 8.1 x 10720

Go % 7 x 10710

Gii &L 42 %1078 1.3x 1078
Ga.i r7? 5.2 x 1076 4.9 x 1077
Gs. /\ch3 4.8 x 10~ 1.4x 107
Ri Ak; 3.9 x 107! 1.2 x 107

as shown in Appendix B. Throughout this manuscript, we
use the notation O(n) to collect terms which are at least of
nth order in the small dimensionless parameters in Table I.
If we denote each time instance of light-matter interactions
along the paths by 7; with i €N, as indicated by the black
dots in Fig. 1, we can define £(7) piecewise by a set of
functions &;(7) on the time intervals [z;,7,,1). A unique
solution therefore requires the knowledge of two initial
conditions for each segment of propagation. They can be
constructed iteratively for i > 0 via

&i(r) = &imi (i), (16a)

Ei(r) =&1(n) + NSQRR + Ng>R37 (16b)

whereas the first two initial conditions are
=2y E(rg) = Vo + NORg + NOR 17
So(70) 0 Sol7o o+ Ng'Rg 5 Rg.  (17)

N %) and N 5;’ denote the number of photon recoils imprinted at
time 7; via the Bragg or Bloch interactions, respectively, and
will be discussed later. The dot in Eq. (16) indicates differ-
entiation with respect to z. Note that Z, denotes the initial
height of the atoms compared to the reference position of the
laser/clock; see Sec. II B. This parameter can be significant in
differential measurements between different IFs—as, for
example, in UFF tests, where an uncertainty of the relative
difference in initial height will lead to relevant phase con-
tributions [71]. Despite its implementation in our algorithm
[33], we set Z; = 0 in the following for simplicity.

Using the example of a drop tower with 10 m height,
we show in Table I that the dimensionless parameters are
small in the case of the IFs in Fig. 1. We exploit this fact to
consistently construct an approximate solution of the ELE.

For example, the trajectory of the path segment starting at
7o, up to second order in these small parameters, is given by

&) = &(m) + &) —5 (1 + 205~ 1)G0)G1

1. 1
+ % <5(70)72 + gf(fo)f?’ - Egl,RzA) +0O(3).
(18)

Note that corrections induced by the third-order expansion
of the gravitational potential—i.e., G;r—would only
manifest at O(3). With this solution strategy, we calculate
each of the IF paths—i.e., &,,(7) and &, () for all three IF
geometries. The propagation phase in Eq. (13) can now be
calculated in dimensionless form using those trajectories:

Aq)Prop _ wCTR/ |:LM<§up(T)) _ LM(§10w<T>) dT, (19)

mC2 m(32

where we introduce the atomic Compton frequency

mc?

The propagation phase has to be consistently expanded
in terms of the small dimensionless parameters up to the
desired order. If the trajectory is known to O(2), one can
calculate the propagation phase to (O(3), since the
Lagrangian depends on the velocity to second order and
on the trajectory to first order after multiplication with G, g
and additional higher-order terms; see Appendix B for
details. Similarly, the propagation phase can be evaluated
to O(4) by first determining the trajectory to order O(3).
The required integrals over the segments of the full IF
sequence are in principle straightforward, but they result in
tedious and error-prone calculations. We perform these
calculations to (O(4) using computer algebra based on
SYMPY in Python [33]. The results for trajectories are too
lengthy to be reproduced here, but they are given in [33].

So far, we have only considered the propagation phase in
Eq. (19). However, taking into account the gravity gradient
I' and its spatial derivative A, one encounters the problem
that the IF will not exactly close at the output port without
special mitigation schemes [72—74]. In this case, one also
has to take into account the separation phase, which is
usually obtained by taking the spatial separation at the
output port multiplied by the average momentum of the
two atomic ports [32,75]. Writing directly in terms of
the dimensionless trajectory from before, we can denote
the output port separation as AE = & (z¢) — &,(7¢) and the
average output velocity as &, = %(fl (z¢) + &,(77)), such
that the separation phase can be written as

Aq)Sep = wcTRAE - éaver‘ (21)
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The quantities A& and &,,.,. need to be evaluated to the
desired order to obtain the separation phase. Since trajec-
tory separations only appear due to nonlinear gravitational
effects, which manifests at second order in the trajectory,
one should note that A¢ is also at least O(2) in the absence
of any mitigation schemes [72]. Since &, is an O(1)
term, the separation phase overall is of O(3). Additional
relativistic O(c™2) corrections to A®s,, will be at least of
order O(5); see Table I.

Note that due to the finite speed of light (FSL), the
interaction times between the upper and lower interferom-
etry paths will differ slightly and therefore alter the
integration times in the propagation phase. FSL effects
like those arise naturally at O(c~!)—i.e., any additional
gravitational effects would manifest at O(c~?). Further-
more, FSL-related effects are highly dependent on the
actual experimental realization. In particular, they are
determined by the initial laser positions, additional mirrors,
or other optical elements. The calculation of FSL effects
thus requires various experiment-specific parameters, each
of which would significantly complicate the notation
presented here. Conversely, assuming constraints on FSL
effects and light paths requires selecting specific exper-
imental configurations, contradicting our goal to provide a
general framework. This is why, for now, we have chosen to
omit FSL terms. However, we will compare our results
to the Mach-Zehnder IF from [32] in Appendix E and
demonstrate how to add the dominant FSL phases, in the
case of an explicitly given experimental setup, by hand. We
refer the interested reader to the paper of Tan er al. [76]
analyzing contributions of FSL effects in a very general
context, as well as to [56,77] for direct applications in atom
IFs. An implementation of the full FSL effect into our
algorithm for given experimental setups is going to be
addressed in future work.

B. Maxwell equations in gravity

Following Refs. [32,78], so far we have considered only
relativistic corrections of atomic degrees of freedom. Now,
we proceed to analyze the EM field and its interaction with
atoms in the PPN curved spacetime. The logic here will be
to first identify the eigenmodes of the relativistically
corrected wave equation for the light field, and then in
the next section to use these when describing the interaction
of atoms with a coherent laser field in a semiclassical
approximation—namely, considering a coherent laser field
in (some of) these eigenfunctions coupled to an atom via
H, in Eq. (10). An approach that is similar to ours has
been taken in [30].

The most straightforward way to obtain the Maxwell
equations in general coordinates is to start from the
Lagrangian and use the variational principle. The
Lagrangian for an EM field in vacuum with the EM field
strength tensor F,, is given by

L= / VI pred, (22)
0

4u

where g is the determinant of the matrix of spacetime metric
components, and the field strength tensor is taken as
derived from a vector potential A, via F,, = A,., — A, =
Ay, —A,, (thus, the homogeneous Maxwell equations
dF =0, or in components, F [wip] = F (o] = 0, are auto-
matically satisfied). The variational principle, varying with
respect to A, then directly leads to the inhomogeneous

Maxwell equations (in our case, with vanishing source):
Fo 4= 0. (23)

We solve Eq. (23) in Lorenz gauge A,* =0; see
Appendix C for details. Note that for the solutions of
interest to us and to our order of approximation, the Lorenz
gauge agrees with the curved-spacetime generalization
A;' = 0 of the Coulomb gauge. The solution for a light
field propagating in the z direction results in a geometric
optics approximation of the potential A, with Ay = 0 and a
covariant spatial part A = (A;); of the form

A = Ae®@) 4 O(Tc?). (24)
Here, A = (A,.A,,0) are the amplitudes and

1
®(a.0) = hoer = (1-7 7 5 iz + OTe) - 25)

C2

is the phase of the EM field, where the sign depends on the
direction of propagation. k is the zeroth component of the
covariant 4-wave-vector, and we have omitted dependen-
cies on the transverse coordinates x, y in a plane wave
approximation. The derivation of Egs. (24) and (25) can be
found in Appendix C.

The effective wave vector of the EM field in the relevant
(1 4 1)-dimensional (ct, z) spacetime is

(ku(2)) = (9,D(z, 1))

1
— (i(l 4 1)3—5) >k0+(9(Fc‘2). (26)

We note that the component k is a coordinate-dependent
quantity and has, a priori, no direct physical meaning. To
interpret ky, one needs to convert it into a measurable
frequency, which requires the notion of a local observer.
For this, we consider an observer resting at height z above
Earth’s surface, defined by its 4-velocity (i, (z)). Since
4-velocities are normalized to u/u, = —c2, it follows that

(', (2)) = (1 - % + O(rc—2)> (S) (27)
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The frequency of the light field as measured by this
observer at rest at height z is then

0(0) =kl (&)= 1=+ 00 ko, (29

which may be interpreted as the gravitational redshift as
witnessed by observers at rest at different heights. In the
following, we will assume that this observer is located at
z = 0 and equipped with a clock and a laser of frequency
wy = (0), such that kj = —. One may think here of an
atomic clock and a laser which is stabilized to its reference
frequency.

C. Light-matter interactions and the laser phase

We are now in a position to analyze the atom-light
interaction in order to describe beam splitter and mirror
pulses including relativistic corrections. Coming back to the
interaction Hamiltonian in Eq. (10), we see that there are no
direct gravitational effects apparent on the Hamiltonian level.
However, since the EM fields themselves are gravitationally
altered, we need to analyze how those corrections might
affect beam splitter and mirror pulses.

1. Bragg interactions: Two counterpropagating
light fields

We start by considering relativistically altered Bragg
transitions which realize the mirror and beam splitter
operations in Fig. 1. For this, we will describe the two
counterpropagating light beams aligned in the z direction.
The light fields are assumed to have frequencies wg
and wg, and wave vectors kp,; = “%R > (0. We denote the
“effective” frequency and wave vector as wg = wg | — g,
and kg = kg + kg, and assume that those parameters
induce a resonant two-photon process. The index R refers
to the Ramsey sequence opened and closed by Bragg
pulses, cf. Fig. 1, and follows the notation used, e.g., by
Morel et al. [1]. Later on, in Sec. IIIC4, we will also
consider light pulses transferring the momentum kz via
Bloch oscillations.

In principle, the dynamics during a light pulse requires
us to solve the Schrodinger equation with the Hamiltonian
in Eq. (10), which reads in one-dimensional form

Hyp =—d-E(2)+-—[PdxB(2), +Hc], (29)

with position and momentum operators 7, P. This calcu-
lation is deferred to Appendix D, and we only summarize
its result in the following. We first discuss the case of atoms
at rest and include effects due to Doppler shifts in a second
step. The Z dependence of the EM fields, which follow
from the vector potential in Eq. (24), result in Z-dependent
corrections to the EM phases. This height dependence of

the phase will be of relevance for the net interferometric
phase and will be the focus in the following.

The wave vector of each laser will be gravitationally
altered according to

ki(z) = j:(l - (r+ 1)%) kg;+O(Tc™2). (30)

Hence, in order to achieve a resonant transition, we aim to
transfer only the desired momentum of ky ; upon interaction.
One therefore needs to detune each laser such that
k(zine) = kg, Where z;, is the interaction height between
the light pulse and (a component of) the atomic wave packet
on the respective path—i.e., kg; > (1 + (y + 1) Z)kg ;.
The effective laser phase imprinted on the atoms in a
two-photon process at the interaction height z;,, is given by

Y+ 1 9zin
2 2

@ (zin) = * <1 + )kRZint + ®pg + O(Tc™?),

(31)

where the sign corresponds to a net gain or loss in
momentum, respectively. We absorb FSL effects in ®gg;,
and refer to Appendix D for details.

As shown in Appendix D, the scattering matrix for a
Bragg diffraction transferring a momentum N#ky reads

1 < cos(6)

U(a) _ i Sin(@) eiNoL (Zint)
) =73 \ i sing)e-vou

cos(0)
(32)

in the basis of the momentum eigenstates |0fkg) and
|Nhkg). In the experiment, the angle 6 is controlled via
pulse intensities and durations [79,80] and is tuned to
7/2 + nzx for a beam splitter and 7 + 2nzx for a mirror pulse
with n € Z. Note that due to the various relativistic effects
in the Rabi frequency and the detuning, this angle 8 will, in
principle, also depend on position and momentum, but at an
insignificant level, as argued above.

2. Doppler effect and laser phase

To address the Doppler effect, we must examine the
frequencies of the two light fields in the atoms’ rest frame.
Assuming that the atoms have a velocity of v, upon
interacting with these light fields, we can deduce that the
atoms will undergo both first- and second-order Doppler
shifts, as detailed in Appendix D. In order to compensate this
shift, one needs to, similarly to the gravitational detuning
before, rescale the laser frequencies beforehand, according to

Vint Uﬁn

Wp 1 = <1 +7_2C2>wR'1’ (333)
Vint viznt

C()R’z = <1 — 7 — 2—6_2> @R 2. (33b)
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The atoms then interact with light fields of appropriate
frequencies—i.e., wg;, as measured in their own frame of
reference—in order to resonantly stimulate the desired two-
photon transition with a momentum kick of 7ky. From this
point onward, consider the frequencies wg; as the values
already detuned as described in Eq. (33). The imprinted
phase [Eq. (31)] will then be additionally Doppler shifted
and is given by

2
Vi W U,
D (Zines Vine) = + <kR + —t?R - 2(:; kg
+ 192
_|_7/Tg zth)Zim +O(FC_2>, (34)

where we have suppressed the FSL correction. For later
reference, we rewrite each laser phase contribution in
Eq. (34) in a dimensionless form, similar to the propagation
phase Eq. (19) and the separation phase Eq. (21):

: 7t
D (Eine: Sint) = FoocTg ( <1 - 7t + ! > gl,Rfim) Rr
+ Cfim]:R> i + O(5), (35)

where we have again used the Compton frequency from
Eq. (20). The Doppler term proportional to F and the recoil
term proportional to /Rg make contributions to the laser
phases of O(3) and O(4), respectively. The terms of
O(I'c™?) in Eq. (34) translate to order O(5). We therefore
aim to correctly determine each phase shift contribution
consistently to O(4).

In summary, the overall relative laser phase accumulated
along the upper and lower IF paths &,,(7) and &, (7), also
referred to as the kick phase [16], is

AD; = Z (q)L(é:up(Ti)’é:up(Ti» -0, (élow(ri)vézlow (Tz))) .

1

(36)

Here, the sum extends over the time instances z; of all
Bragg pulses transferring momenta along the two paths;
see Fig. 1.

3. Atomic velocity after a photon interaction

Understanding how the Doppler effect and spacetime
curvature affect the photon momentum transferred to the
atoms undergoing Bragg transitions is necessary to calcu-
late the boundary conditions of the atomic trajectories in
Eq. (16). Note that calculating the momentum kicks bears a
subtlety: the light field’s momentum %k, is a covector,
whereas the atomic 4-velocity u* is a (contravariant) vector.
Therefore, in order to compute the atomic velocity after the

momentum kick, we need to raise the index of 7k, using
the metric [81].

As an example, consider a Bragg pulse interacting with a
wave packet at a height z;, as before. The additional
velocity after the kick will then be given by

h i
UKijck = % (1 + 27952m> kR + O(FC_Z). (37)

4. Bloch oscillations: Accelerated opftical lattices

For completeness, we also allow for accelerations of the
atomic ensemble common to both IF arms using Bloch
oscillations. In the experiment, the atoms are initially
loaded into an optical lattice which is then accelerated.
After unloading the atoms, they have gained an effective
momentum, which we will denote by +7kpg; the sign of the
momentum transfer depends on whether momentum was
gained in the positive or negative z direction. We adopt here
a highly simplified description by assuming that Bloch
oscillations only impart the desired momentum of +7#kp,
that the interaction is infinitely short—i.e., negligibly short
compared to the timescale of the IF—and that the whole
process is lossless. A microscopic description of the
underlying physics [28,82] and its relativistic corrections
are beyond the scope of the current article. Indeed, for the
regime of large-momentum transfer [83,84], the theoretical
description of Bloch oscillations is the subject of current
investigations [85]. In analogy to the case of Bragg pulses
treated before, we will denote the imprinted laser phase
during one Bloch interaction as ®; z(z) = +kpz, or written
dimensionless, as @; 3(&) = +wcTrRpé. Hence, the rel-
ative Bloch laser phase can be written in terms of
dimensionless quantities as

AD; 5 = Z‘DL,B(fup(Ti)) - q’L,B(‘flow(Ti))v (38)

where the summation is taken over all interaction times z;
that imprint a Bloch momentum.

IV. RESULTS

So far, we have calculated the three different kinds
of phase shift contributions of an atom IF—namely, the
propagation phase [Eq. (19)], the separation phase
[Eq. (21)], and the laser phases [Egs. (36) and (38) for,
respectively, Bragg and Bloch pulses]—all of which
include relativistic corrections up to the O(c7?) level.
We are now in a position to determine the phase for a
given IF geometry, pursuing a number of goals: (i) The
phase is to be determined algebraically, similar to the
results for the Mach-Zehnder IF in Dimopoulos et al. [32].
(i1) The algebraic expressions shall achieve correctness in
O(c™?) and O(4) in the small parameters from Table I.
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FIG. 2. Phase shift contributions in the three IF geometries SRBI, SDDI, and ARBI for 10 m and 100 m baselines. Solid curves
correspond to phase shifts of order O(2) and dashed curves to O(3) shifts. (a)—(f) The Bloch time T’ is set to zero, and all nonzero phase
shift contributions are plotted with respect to time 7 = 2T. (f)—(1) Colored phase shift contributions depend nontrivially on 75 and are
plotted against T'p for a fixed time 7 = 2T, + T of 3 seconds (9 seconds) for the 10 m (100 m) baseline; the gray curves correspond to
the Bloch-time-independent phase contributions from (a)—(f). In addition to the numerical values in Table I, the plots assume numerical

values of g = 9.81 ms™? and I" = 1.54 x 107 572,
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(iii) The routine for calculating the phase should be
applicable to a general class of IFs consisting of arbitrary
sequences of Bragg and Bloch pulses.

We consider IFs characterized by (a) a list of n time
intervals of free propagation between light pulses and
(b) two lists of n+ 1 momenta transferred by Bragg or
Bloch pulses in the upper and lower IF paths; see Eq. (16).
For an IF geometry defined by these lists, first the classical
trajectories—and from these the propagation, separation,
and laser phases—must be calculated to the desired
accuracy O(c~2) and O(4). The required algebra is rather
tedious and error prone and therefore relegated entirely
to computer algebra based on Python; see [33]. The code
exploits the fact that the required arithmetics and integrals
can be mapped onto list manipulations for keeping track of
the small dimensionless parameters in Table 1.

In the following, we will discuss the results for the three
specific IF geometries shown in Fig. 1, which we refer to
as the symmetric Ramsey-Bordé interferometer (SRBI),
symmetric double diffraction interferometer (SDDI), and
asymmetric Ramsey-Bordé interferometer (ARBI). In
Table II, we present the main result of this analysis—
i.e., a list of phase shifts of the SRBI, ARBI, and SDDI
geometries from Figs. 1(a)-1(c) where we display all
terms of orders O(2) and O(3). The higher-order terms
of O(4) are too numerous to be listed, but they can be
explicitly obtained from [33].

The three O(2) terms are the well-known nonrelativistic
phases due to linearized gravity and Bragg as well as Bloch
recoils; see rows #1 —#3 in Table IL. The 21 O(3) terms can
be grouped as arising from three main sources: (i) The first
is caused by PPN terms which result from nonlinear
gravitational effects, as indicated by their dependence on
G- (ii) The second arises by the gravity gradient, as one can
infer from their dependence on G, g or G, p. (iii) The third
stems from the Doppler effect, as is evident from the
dependence on Fyg. Other O(c™?) or A-dependent phase
shifts naturally appear at the O(4) level. Comparing the
phases for the three IF geometries, one can see that most of
the terms are identical in the SRBI and ARBI, and differ
from the SDDI by a factor of 2. This is due to the fact that
the enclosed spacetime area in the SDDI is twice as big as
in the other two IFs. Connections between the enclosed
spacetime area and the IF phases were analyzed in detail
by [86]. Terms like #2 and #9, however, differ quite
significantly between the different IF geometries. The first
of those terms was described in [16] via a special relativistic
proper time difference, whereas the latter was phrased as a
“first gradient recoil” effect in [32] and was explained in
Appendix F of [19]. Phases #19 —#24, which relate to the
Doppler effect due to the transferred Bragg momentum Ry,
also differ between the IF geometries in a nontrivial
manner. The phases linear in Ry cancel in the SDDI
due to its symmetry, but they are nonzero in the ARBI and
the SRBI.

In Fig. 2, we plot the phase shifts of O(2) and the leading
contributions of O(3) evaluated for two case studies,
corresponding to a 10 m and a 100 m baseline IF. The
resulting list of phase shifts can be grouped into two
categories: Figs. 2(a)-2(f) show phases that are maximal
for Tp = 0 and therefore would preferably be analyzed in
an IF without Bloch pulses (vanishing Bloch time 7).
Figures 2(g)-2(1) display phases that are functions of the
Bloch recoil and therefore are maximal for a nontrivial
combination of T and T, since the corresponding phase
shift will vanish in both limiting cases—i.e., T = 0 and
Tk = 0. It can be observed that the curves of O(2) and
O(3) cluster with a gap of several orders of magnitude
between them. The magnitude of the O(4) terms will be
smaller by about the same factor—i.e., those terms con-
tribute around 107!° rad for short IF times of around
0.1 seconds. The Doppler-related O(3) terms will, how-
ever, also be present at (O(4), because of the comparably
small value of wy and therefore Fy; see Table I.

For the specific case of a Mach-Zehnder IF (equivalent to
the SRBI with kz = 0, T = 0), we can compare the results
of our treatment to that of Dimopoulos et al. [31,32]
and find good, although not exact, agreement. A detailed
comparison of the terms up to O(4) can be found in
Appendix E, in which we also summarize where our
approach differs from that of [31,32] in methodology
and notation and discuss how these differences affect the
final results.

V. DISCUSSION AND SUMMARY

Starting from a post-Newtonian approximation of the
Schrédinger equation in a curved spacetime, described by a
metric theory of gravity, we have presented a calculation of
the phase contributions of a whole class of light-pulse atom
IFs. The phases are derived from a relativistically corrected,
quantum-optical Hamiltonian for atoms and light in a PPN
spacetime, written in a locally orthonormal coordinate
system and applied to the specific case of atom IFs that
use elastic scattering processes. After following the stan-
dard procedure for calculating phases in atom IFs in the
presence of relativistic corrections, we have expressed all
the resulting phase contributions as functions of dimen-
sionless parameters that arise naturally from this descrip-
tion. The computation of all phase contributions up to a
desired order in those dimensionless parameters for any
IF geometry consisting of Bragg and Bloch pulses is
automated in Python. We have illustrated the results of this
algorithm using three exemplary IF geometries and com-
pared their individual phase contributions algebraically
and, for the dominant contributions, quantitatively for
long-baseline IFs. With a suitable choice of IF geometries,
it may then be possible to find new measurement strategies
for differential IF setups, which particularly enhance
individual phase contributions and suppress terms which
are of minor interest.
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This analysis can be extended to IFs that use
inelastic scattering processes—e.g., Raman transitions
[19,29,69,87]—and would also be sufficient to describe
stationary spacetimes, which could include effects of
Earth’s rotation and describe gravitomagnetic phenomena
such as the Lense-Thirring effect [78]. One would then,
however, need to include all FSL effects, since instanta-
neous laser pulses would require the notion of simultaneity,
which is not necessarily well defined in nonstatic
spacetimes. The description of spaceborne experiments
could also be a natural extension of this formalism, in
which one would need to go beyond our approximation of
the gravitational potential, due to possibly elliptical orbits
with a considerable height variation. Another interesting
approach one could pursue is to start from a Hamiltonian
that describes fermionic particles in curved spacetime,
cf. [88], and investigate whether spin-related interactions
with gravity might give rise to interesting tests of GR in
light-pulse atom IFs.
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APPENDIX A: TRANSFORMATION INTO
NEW COORDINATES

We want to construct a coordinate transformation (x*) =
(ct,r) > (x*) = (ct,r) that brings the metric tensor to
Minkowskian form at the point of the experiment,
which in this appendix we will generically denote by
po (in the main text, this is taken as a point on the
surface of the Earth). Since the asymptotic coordinates
in which the metric was originally expressed in Eq. (1)
are already orthogonal to our order of approximation, in
order to bring the metric to Minkowskian form at p,,
we only have to perform a coordinate transformation
such as to normalize the new coordinate basis vectors at
this point. This can most easily be realized by globally
rescaling the coordinates by the corresponding (con-
stant) normalization factor: defining the new coordi-
nates according to

= \/ |gﬂ/,t(p0))|xy

the new coordinate basis

(A1)

(no summation over u),
vectors are given by

0 1

9
o /19, (po))] X

which are normalized at p.

(A2)

Explicitly, defining ¢y = ¢(pg), the metric length of

the timelike coordinate basis vector a?| =14l of the
asymptotic (i.e., old) coordinates is given by
9 Pe) = ¢
—900(Po) 1+2—+2ﬂ O(c™)
do  26-1d
1 2 + T—O O(C ), (A3a)

while the metric length of the spacelike coordinate basis
vector W| », Of the asymptotic coordinates is (without
summation over i)

Vv gzz pO \/ 27/ 2 _4)

=124 o),

(A3b)

Therefore, we may take the constantly rescaled new
coordinates expressed in terms of the old coordinates as

¢o  26-1 ¢0
( +—=+ T t, (Ada)
r= <1 —y('ig>r. (A4b)
c
The inverse transformation is then given by
2
- <1 _h W34, 0(6_6)>t, (ASa)
2
_ 4’0 —4
r= 1—1—7/?4—(9(0 ) |r. (A5b)

Now, computing the components of the metric in the new
coordinates according to

o= 2%, (a6
we obtain the new spatial components
)= (1-22D)a, +0 )
and the new temporal component
gn(r) = =1 =220 07
~4(p - 1)%@ FOES),  (A8)

where we use the definition of a shifted gravitational

potential—i.e., ¢(r) = ¢(r) — ¢,.
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The line element in the new coordinates reads
s _
s — < 125+ 2ﬁ¢ A(p— )¢°¢) d + ( 2y%> dr? + O(c-), (A9)
c

which is Minkowskian at the reference point. The components of the inverse metric are then

—1 42290 1 (25— 4) 2L 4 45— 1)ghp 22 + O(c0) O(c™)
v(r) = . (A10
) O(c™) (1 + 2y 20) )11 +O(c) (A10)

where [; is the 3 x 3 identity matrix. Using these expressions, we can calculate the Christoffel symbols I*,, =
% g‘”(g,w,,7 + a0 — Yuo)- We assume that the Newtonian gravitational potential is time independent—i.e., d,¢p = 0. The
trivial Christoffel symbols are I = O(c™"), I'';; = O(c™), and I''j; = O(c™), whereas the nonvanishing Christoffel
symbols are

¢

0 = = (1420~ %) &+ o), (A1

. 8,

y5ij¢_5,k + 5ikq_5,j - jk5ﬂ4_5,1

Fi'k:—
J c2

+O(c). (Allc)

APPENDIX B: EULER-LAGRANGE EQUATION AND PROPAGATION PHASE
The motional relativistic Lagrangian corresponding to a point particle with mass m in a spacetime with a metric tensor g,
can be obtained via Ly = —mcy/—g,, dg‘; ‘fj"t This evaluates for a trajectory in the z direction to

Ly = —mc? + _mZét)z —me(2(1)) + m;i?“ - m2ﬁ2— : ¢(Z(2t))2 - m2y2+ : ¢(Z(IC)2)Z(I)2 —2(p—1)me, d)(igt)) +O(c™).

(B1)

From this, we can deduce the Euler-Lagrange equation. We first calculate the derivatives as

ag—zM = -md.¢(z) + m [ (28— 1)p(2)0,4(z) — 27; 1 20.9(z) = 2(f = )o0.9(2) | + O(c™). (B2a)
ag_ZM = mz+ B 2 - (2 + 1)&@)4 +0(c™), (B2b)
i aﬁ;‘ mit B 22— (2 + 1)220:9(2) = 2r + h(2)z| + O(c™), (B2¢)

where we have used the fact that ¢( )z = £20,¢(z), which holds because 4 ¢(z(1)) = 90dz The Euler-Lagrange equation

T oz dr
%‘%—ZN‘ - ‘%—ZM = 0 can then be written recursively in terms of 7 as

r+1,

F==0.p(e) + 3 |2 D20HE) =52+ Q2+ 1H)E = (8= DFEOHE) =T 20.4(6) - 25~ 1nd-d0)

+O(c™).
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Inserting the ¢ contribution into the 7 term on the right-
hand side results in

:= o] (1+20- %) 30 + L jer

C

LY

2 20.0(2) + 0. (83)

We now use the approximation of the gravitational potential

to relevant order—i.e., ¢(z) = gz—iT'z2 +1AZ> + O (0t p)—
which gives the Euler-Lagrange equation

(1) = —<1 +2(p - 1)(f§>g+ (1 +2(p - 1)(?)1“2(0
p

- Al =20 P 20 + (r+2) G20

+ O(d%p, Ac™2, ™), (B4)
with initial conditions z(0) =z, z(0) = vy + NR% +
Npg % which in the main text was written using the
dimensionless trajectory &(7) as

h

2y +1
2

APPENDIX C: MAXWELL’S EQUATIONS IN
CURVED SPACETIME

Let us start again with Maxwell’s equations in vacuum—
1.€.,

FP 5 =VsFP =V(VoAP - VFPA") =0, (C1)
where we have expressed the field strength tensor in terms
of the (4-)vector potential A*. Commuting the covariant
derivatives in the first term at the expense of introducing a
curvature term, this becomes

AP g+ ROAP — A% 5 = 0, (C2)
From now on, working in the Lorenz gauge with gauge
condition

APy =0, (C3a)
this simplifies to

—A%P 4 RY,AP = 0. (C3b)
P p

(We will later comment on how the Lorenz gauge
is in our case related to the Coulomb gauge,

1 1 1 1. 1.
/LMdf = wcTg / (—gl,Rf(T) + EQZ.Rg(r)Z - §g3.R§(7)3 + 55(7)2 + gf(f)

GirE(D)E(T)? = 2(B = 1)GoGirE(T) + 2(f - 1)9092,115(7)2) dz + O(5).

(1) = =Gir + Goré(r) — G3rE(7)* = 2(B +7)GT RE(T)
+ (r +2)G1 RE(1)? +2(B — 1)Go[-G1 & + GorE(7))]
+O4), (B5)

with initial conditions £(0) = Z, &(0) = Vy + NxRg+
NpRg. The perturbative solution of this equation to second
order reads

. 1
£(e) = £0) + E(0)e ~ 3 (14 2( = 1)) o
1 1. 1
+Gor <§ £0)* + 6§<0)73 - ﬂgl,RgLRT‘l)

+003). (B6)

The propagation phase is given by the time integral over
Lyi/h, which we can now translate into dimensionless
quantities as explained in the main text. We obtain

20 —1
-G e

(B7)

|
which is the one that is commonly employed in
quantum optics.)

1. Geometric optics approximation

We now want to solve these equations in the approxi-
mation of geometric optics, which, following [[89], §22.5],
we implement by a series expansion. This approach was
also recently used in [90] to describe the light propagation
in atom IFs with a nonvanishing dilaton field. Denoting the
wavelength of the light field by 4, we can deduce the two
important length scales for the approximation to be

2

_ | typical component of R¥,; as
| measured in a local Lorentz frame

1
2

~

I

¢
0.—
rcz

radius of curvature

~ 1 mm.

of a wave front

We then define the small expansion parameter

€ =4/2zmin(R, L)) = 4/ (2zL),
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which can be thought of as the ratio of the wavelength of
the light field to the length scale £ of the variation of a
slowly varying envelope of the field, divided by 2z. We
now assume the 4-potential to be given by

A, = (a,+ O(e))e'®/e, (C4)
where the components a,: M — C of the leading-order
amplitude are complex-valued functions on spacetime, and
®: M — R is the real-valued phase. The relativistic wave
vector (or 4-wave-vector) is then defined as k = dd—i.e.,
in components k, = d,®. Following [[89], §22.5], we will
refer to everything of order up to ™! as “geometric optics,”
whereas we will ignore “postgeometric optics” orders—
i.e., orders ¢” and higher.

Plugging the ansatz [Eq. (C4)] into Maxwell’s equations
[Eq. (C3b)] and the Lorenz gauge condition [Eq. (C3a)]
and grouping terms by their orders in €, one obtains the
following (for derivations, see [89], §22.5):

(1) Equation (C3b) at leading order ¢~2 is equivalent to

the wave vector k, being lightlike—i.e., satisfying
k,k* = g”‘kﬂkl = 0. Taking the covariant derivative
of this condition and using the fact that k = d®,
one further obtains that k, must be geodesic—i.e.,
it must satisfy KV, k¥ = 0.

(2) Equation (C3a) at leading order ¢~ is equivalent
to k*a, = 0—i.e., the leading-order amplitude is
orthogonal to the wave vector.

(3) Equation (C3b) at subleading order ¢~! determines
the propagation law for a, along the “light rays” (i.e.,
null geodesics integrating the vector field &*): it must
satisfy k*V,a, = —%avvﬂk/‘. Note that combining
this propagation law with the geodesic equation for k*
implies k#V,(a,k*) = —1(V,k*)(a,k*), such that if
we start integrating the propagation law along a
geodesic with an initial a, that is orthogonal to k*,
this will automatically continue to hold along the
geodesic.

1

a. Calculating the wave vector

Because we have assumed our spacetime to be stationary
with a timelike Killing vector field d, = ¢~'0,, we know
that, to the level of approximation we are working with,
the wave vector’s corresponding timelike component &k, =
k,(0o)* = ¢~'9,® is constant along each geodesic/light ray
that arises as an integral curve of the vector field &#. Note
that due to the normalization of the phase in the ansatz
Eq. (C4), differently from the main text, the light’s angular
frequency as measured by a stationary observer at rest at the
experiment’s reference point is now given by w, = —cky/e.
We will keep this normalization for the remainder of this
appendix. Also, since all the remaining equations that
we will be considering are linear in k,, the overall

normalization of k, does not matter, and for notational
convenience, we will treat it to be of order ¢° for the
remainder of this appendix.

We will only consider EM waves traveling in one spatial
dimension—namely, the z (i.e., vertical) direction. Therefore,
we will take k,, = k, = 0 and neglect the x and y dependence
of k,,. The condition of & being lightlike then takes the form
0= gk, k; = (=1 4222+ (1+27ZD)k2 + O(c™), or

equivalently k2 = (1 —2(y + 1) @)ké + O(c™*). We now
also restrict our consideration to the case of neighboring
“light rays” (i.e., null geodesics integrating the vector
field k#) having the same timelike wave vector component
ko, such that for our purposes k is constant. Therefore, to
our order of approximation, the wave vector’s z component
is determined as

k, = k,(z) = i(l - (r+ 1)¢3(_2z)>k0 +0(c™),  (C3)

c

with the sign depending on the direction of propagation.
Hence, restricting to the (ct, z) components, we obtain the
relativistic wave vector

1
(k,(2)) = <i(1 s 1)) >k0+o<c-4>. (Co)

Since k, = @, we therefore know that the phase of the EM
field is, to our order of approximation, given by

+ 1
q)(Z, t) = q)o + koCt + (1 - %%) kOZ + O(Fc‘z),

(C7)

where @ is an arbitrary offset, which we will set to zero.
The contravariant components k* = ¢g"*k, of the wave
vector, which we will need below, are given by

~1+22

k() = i)

C_4.
i(l—i—(y—l)cz fo+O(e™)

(C8)

b. Calculating the amplitude

We are now going to determine the leading-order
amplitude a, by integrating its propagation law

1
k'V ,a, = —EaDV k# (C9)

u"

along the light rays/lightlike geodesics integrating k*.
Considering the amplitude a,(s) along a single such
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geodesic, with s denoting the affine parameter measured
from z = 0, the propagation law takes the form

a/(s) = FTha,(s) =3 (5)(V,),  (C10)

where the prime denotes a derivative with respect to s,
and k*, the Christoffel symbols, and Vﬂk" are of course also
to be evaluated along the geodesic.

The divergence of k* evaluates to

V, k' = 0,k + kT,
— 0,k + k"9, In /=g

=127 Ly + O(Tc™), (C11)
C

which follows from the explicit form of & in Eq. (C8) and

Iny=g=In\/1+@2-6)%+0(c) = (1-3) %+
O(c™). Inserting this and the explicit form of the
Christoffel symbols, the amplitude propagation law
Eq. (C10) takes the explicit form

af(s) = (04 1) G o) = S as) ko + OTe)

c (C12a)
a(s) = O(T'c™?), (C12b)
a,/(s) = O(T'c?), (Cl2¢)
a(s) = — C%ao(s)ko +O(c™?). (C12d)

To solve this first-order system of ODEs, we need an initial
condition for the amplitude a,. We want this initial value
a,(s =0) (i.e., the value at the point of the light ray at
height z =0) to be purely transversal—i.e., given by
(a9(0),a(0),a,(0),a.(0)) = (0, A, A,,0). Note that this
initial value is consistent with the condition a,k* = 0.
We directly see that up to our level of approximation,
the solution of Eq. (C12) with this initial condition is
constant—i.e., we have
(ag. ay,ay,a;) = (0, A, A,,0) + O(T'c™?) (C13)

along the whole geodesic.

Combining this with the phase determined above in
Eq. (C7), we end up with an EM vector potential in the
geometric optics approximation given by

(A) =A = Aei(kocfi(l—%%)km) +Oc?),  (Cl4)

where we introduce A = (A,.A,.0), and the electric
scalar potential —cA( vanishes to our approximation.
Note that we have now absorbed the factor ¢~ from the
exponent of the ansatz [Eq. (C4)] into the normalization of
ko, such that the light’s angular frequency as measured by a
stationary observer at rest at the origin is again given by
wy = —cky as in the main text. Note also that this EM
4-potential satisfies (to our approximation) not only the
Lorenz gauge condition under which it was derived, but
also the “geometric Coulomb” gauge V;A’ = 0 (which is a
somewhat sensible notion, given the 3 + 1 split form of the
metric): to our approximation, the difference term between
the two gauge conditions is VoA? = 9pA° + YA + - =

9A° + 4 AT 4 -, and due to A, A%, @, and ¢, vanish-
ing in our approximation, this vanishes as well.

APPENDIX D: ATOM-LIGHT HAMILTONIAN

We now consider counterpropagating light fields that
describe interaction processes in atom IFs—i.e., we define
two light fields with temporal wave vector coefficients k ;,
for i = 1, 2, corresponding to frequencies wg ; = —kg ;c, as
measured by a resting observer at the origin. The coefficient
appearing in the spatial component of the wave 4-vectors of
the two light fields will be given by the & ;’s with opposite
signs—i.e., for the first laser it will be positive and denoted
by kg1 = |ko1| = wg/c; for the second one it will be
negative and given by —kg, = —|kos| = —wg,/c. We will
add a time dependence to the amplitudes, as this will be
used to create certain pulse shapes in the experiment, and
write each of the corresponding vector potentials as

A;(z, 1) = A (1)) 4 OTc2), (D1)

where the phase expression is given by

O,(z.1) =—wp it + (1 —%%) kriz+O(Ic™?), (D2)
with i = 1, 2, respectively. Using canonical quantization,
we write every motional variable with respect to the
position and momentum operators Z and P. Using the
vector potential, we get expressions for the electric and
magnetic fields via E;(Z,1) = —0,A;(Z, 1) and B;(Z,1) =
V xA;(Z,1) as

E(Z.1) = E:(1)e®Z0) + OT¢2), (D3a)

B:(Z.1) = £B,(1)e!®Z) + O(Tc™2),  (D3b)
where the amplitudes are given by

E;(1) = —iwg 1A (1) — Ay(1),

Bl<t) = ikR’,-ez X Al(t)
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The interaction Hamiltonian [Eq. (10)] then takes the form

o N A 1 o A
HA_L:—dEl(Z,[)—F—[P(dXBl(Z,t>)+HC]

. (D4)

We now transform into the interaction picture correspond-
ing to the internal Hamiltonian Hy in Eq. (8), which only
alters the dipole operator

tAl(t) — eiH,z/h;le—ile/h _ deg|e><g|ei“’eg’ (DS)

with d., = (e|d|g). Note that in order to commute the

Z-dependent phase of the magnetic field in the Rontgen
term past the P, we will use the relation eFkZp —
(P F nk)e**2 (cf. [91]). We also use the GraBmann
identity to simplify (d., x (e, xA;)). =d, - A,

The full Hamiltonian, written in the rotating wave
approximation and in the interaction picture with respect

to Hj, takes the form
A hQ.(Z,P,t (D (e
HZHM-FZ%Ie)(gIe(ﬂ’(Z)Z (@ri=0e))) - (DG)

where the Rabi frequency has an additional dependency on
the momentum

hQi<P, t) deg - €

= ey - £:8,(1) £ (P F Nkg;/2) Bi(1),

m

and the coordinate wave vector is given by
ki(Z) = <1 -(y+1) C—gzz> kg;+O(c™). (D7)

The nonrelativistic part of the Z-dependent exponential
of the Hamiltonian in Eq. (D6) is just the momentum
translation

e’ = [aplpnkeipl (D)
whereas we now also have an additional contribution,
exp(diakg ;Z%) with a = —(y + 1) 4. Since this operator
will act on spatially well-defined Gaussian wave packets, it
is clear that the full operator exp(4i(1 + aZ)kg,;Z) will
map a momentum eigenstate |p) to |p & fikg (1 + az)),

where z is the expectation value of Z with respect to the
initial wave packet.

1. Doppler effect

Since we want to include all relativistic effects in
atom IFs, including terms of the order ¢72, we need to

consider not only the first-order Doppler effect, but also the
second-order. Consider an atom-light interaction where the
atoms have a velocity of » as measured in the lab frame.
Note that a distinction between coordinate and proper
velocity is not needed here, since both notions will differ
by O(c™2) terms, which will manifest at the O(c~?) level
for the first-order Doppler effect.

The light fields’ frequencies will subsequently be per-
ceived by the atoms as Doppler-shifted, characterized by

(1F2+ %)CUR,,', where the “+” corresponds to the first
laser, moving upward, and vice versa. The wave vectors will,
analogously, be shifted as &(1 F 2+ % = (r+ 1) B)kg,;.
In order to compensate this Doppler shift, one has to rescale
the laser frequencies inversely—i.e.,

2
. v gz
wgy > @p(v) = (1 +;_262 +(r + 1)?)0)&1,

2
_ v gz
wgo > Dpo(v) = (1 Ry + (r + 1);)“1{2,

where the gravitational contribution was discussed previ-
ously and needs to be adjusted in order to resonantly induce
a momentum kick of #(kg | + kg,) = hkg.

2. Bragg scattering matrix and effective laser phase

We can see that relativistic effects enter the atom-light
interaction as corrections to the imprinted phase and
momentum to the atoms. Those corrections consist (apart
from the well-known first-order Doppler shift) of the
second-order Doppler shift and a gravitational contribution.
Similarly to [80,92], one can now understand Bragg
transitions in terms of scattering matrices between atomic
momentum eigenstates, as in Eq. (32), but now using the
Doppler-corrected phase from Eq. (35). We are now able to
write down an expression for the imprinted laser phase of
the Bragg transition at each interaction event (z;, = z,
Vint = V) as

@ (z.v) = £(Py(z, v, A1) — Dy(z, v, Aly))

y+1lgz 0v* v wg
= | A S ATt i
{( Ty 202>R+c C:|Z

+ (I)FSL(U, Atl s Atz),

where Atf; is the photon flight time from emission to
interaction of the light field i, the sign corresponds to net
momentum gain or loss, and we subsume the temporal parts
of Eq. (D2) into

gy (v, Aty, Aty) = —dog 1 (v) Aty + dgy(v)AL,.  (D10)
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3. Finite-speed-of-light corrections

Let us summarize which FSL effects the Python code
in [33] will neglect. Consider a light field which is
emitted at a time f.,; and interacts with the atom at
ling = lfemit + AL

(1) The temporal part of the phase for each single-
photon interaction, or analogously, the contribution
Opg; in Eq. (D10) in a two-photon process, will not
be included in the laser phase, since it is directly
proportional to the respective photon flight times.

(2) The spatial part of the phase ®;(z,z) in Eq. (34)
needs to be evaluated at ®; (z(f;y), Z(#y)) and not
at (DL (Z(temh)7 Z(temit))'

(3) The integration limits in the propagation phase
integrals need to be shifted 7.; > fin-

(4) The velocity v in the Doppler effect—i.e., the atomic
velocity—needs to be evaluated as v = z(f;,), and
not as v = Z(femit)-

Note that the first of these four effects is by far the
biggest, since the phase of an EM wave is oscillating fast,
even on timescales of Ar. The other three contributions
directly depend on the atomic position/velocity difference
between emission and interaction time, which is rather
small due to the slow atomic velocity. We will comment on
those approximations further in Appendix E in the analysis
of an explicit Mach-Zehnder-type IF of [32].

APPENDIX E: MACH-ZEHNDER IF:
COMPARISON TO DIMOPOULOS ET AL.

The papers [31,32] described a Raman matter wave IF of
a Mach-Zehnder type in the PPN spacetime. In order to
compare our results to their findings, we need to adapt their
notation to ours. We list all needed differences in sign
conventions and notation in Table III. Note that due to a
different sign convention in the phases of the EM waves,
one needs to redefine k; — —k; and w; — —w; fori =1, 2,
which gives an overall sign change in wy but not in kp.
However, some differences remain, even after aligning the
notation. Dimopoulos et al. chose an initial height of

TABLE III. Comparison of notation between the analysis by
Dimopoulos et al. [31,32] and this work.

Dimopoulos et al. Our notation

g —(14+2y %) g
g - % A

T Tr

@, 0

Ketf kg

Weff —WR

vL Vo

Zo = 0, and they included various FSL effects. Note that
we assumed that the gravitational parameters g, I', and A
are obtained by evaluating the gravitational potential
and their derivatives in the original coordinate system,
cf. Eq. (2). It could, however, also be the case that
Dimopoulos et al. chose to evaluate those parameters using
metric lengths and not coordinate lengths, which would
shift those definitions by some factors of ¢/ c.

We therefore expect deviations of our results in com-
parison to [32] at order O(4). As mentioned before, our
provided Python code does not include FSL effects for
arbitrary IF geometries. We will now, however, show how
to calculate the dominant parts of the FSL phases for the
explicit setup proposed by Dimopoulos et al. and will
elaborate on the orders of magnitude of other FSL effects.
For this, we will assume that the light fields will be emitted
at the heights z,,,, and z,,. Note that for 10 m baselines, the
maximal flight time for photons is therefore AT < 1077 s.

FSL terms of first order. The biggest FSL contribution is
the neglected temporal part of the phase of each EM field—
i.e., the terms given by Eq. (D10). To evaluate this, we need
to know the photonic flight time between emission and
interaction. In order to keep the formulas short, we will
explain the derivation using nonrelativistic trajectories.

Let us denote the interaction heights of the upper path by
zp and z,; = zg + voTg — %gT%e + %TR, and those of the
lower path by z;; =z + voTr — %gT%e and 7z, = z9 +
200T g — 29T% + "mﬁTR. We also depict these trajectories
abstractly in Fig. 3. We can then write down the propa-
“) for the

i

gation times for each photon abstractly [93] as At
)

upper atomic path and gf.’f for the lower atomic path,

O]

Zup +

Zlow

FIG. 3. Graphical description of interaction points (black dots)
of photon paths (red dashed lines) and atoms (green solid lines) in
the laboratory frame. The photon flight times are then defined by
the emission height of z,, or zj,, and the interaction points.
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where i = 1, 2 indicates the first or second laser and ¢; is
the time of laser emission—i.e.,

A—l‘(o) _ 20 ~ Zlow KI(O) _ Zup — <0
1 c ’ 2 c ’

s

B(ITR) _ Zul — Zlow

C C
(Tr) __ 211~ Zlow (Tg) __ Zup — <1
A" = Y An Y = Y
(2Tz) _ 22 — Zow (2Tg) __ <up — 22
AR = e AT = s

The FSL phase of first order is then the sum over all
previously neglected terms ®gg; at each interaction point—
1.€.,

Dpgp = (I)FSL(”up(O)7 B(IO)’ Bgo))
——(Tx) (T
- (DFSL(Uup(TR)’ At<1 R)’ Até R))

— [@pst (Viow(Tg). M(KR)’ Mg’%

2Tg) (2T)

—QFSL(Ulow(ZTR)’ME AL )]

Here, v,, and vy,,, denote the atomic (coordinate) velocities
of each respective path as a function of time. Again, this
contribution needs to be added to or subtracted from the
final phase shift, depending on whether momentum was
gained or lost in the interaction. This contribution will be
manually added in the Python code in order to compare our
results with those of [32].

FSL terms of second order. The next-order FSL correc-
tion one needs to keep in mind is that the spatial part of the
laser phase also needs to be evaluated at the correct
interaction time and not at the time of laser emission.
One will therefore make an error that corresponds to the
additional movement of the atoms in the time AT and their
resulting change of height—i.e., to correct for this neglect-
ion, we need to make the replacement kpz(Ty) >
krz(Tg + AT). Since vy~ gTgr~ 102 is roughly the
maximal velocity of the atoms, the possible error will be
bounded by vyAT < 10~ m and needs to be accounted for
in every laser interaction. Note that this length variation
needs to be compared to the measurement uncertainty of
the atomic position, which is analyzed in [71] for a satellite
mission, and assumed to also be on the order of 107° m.

FSL terms of third order. The third-order FSL correction
arises in the propagation phase. It stems from the fact that
the integration limits of the action integral need to be
adjusted for the correct flight times of the photons—i.e.,
they need to be accounted for according to Tx + AT. For
example, for the kinetic energy part of the Lagrangian, this
correction would manifest as

ATy AT gy

m m
/ 5 ’Uup(t)zdt - / Evlow(t)zdt' (El)
Tr Tr

This effect would then manifest for differences between the
photon flight times of the upper and lower IF path, since
common photon flight times would effect both IF arms
identically. At a path separation of 10 cm, this would
correspond to a time delay between the IF arms of at
most 3 x 10710,

FSL terms of fourth order. Lastly, the velocity used in the
Doppler shift formulas needs to be adjusted. If we assume
an additional atomic velocity of gAT < 1076 =, then this
would manifest in the first-order Doppler shift, due to an
additional factor of ¢!, at around 1074,

1. Phase shift comparison

The comparison of our results to those of [32] can be
found in Table TV. To orders O(2) and O(3), all terms
except #8 and #9 are reproduced, whereas term #8 may
result from a different definition of g by Dimopoulos et al.,
as discussed before. Term #9 appears to arise due to a
discrepancy in the computation of FSL effects in [32],
wherein atomic positions, and therefore the photonic
propagation times, were calculated using the atomic tra-
jectory without any momentum kicks. Notably, when the
number of imprinted photon momenta is set to zero in our
calculation of the atomic position in the FSL phase, the
outcome aligns with the prefactor of 3/2 as reported by
Dimopoulos et al. We have included a comment in the
Python algorithm [33] that highlights this particular aspect.
At order O(4), differences were expected, for example, due
to our neglect of FSL effects. Note that we also reproduce
all terms of [[75], Table 1] which are nonzero for our
system if we leave out A corrections to the atomic
trajectory.
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