
Dissipation of axion energy via the Schwinger and Witten effects

Kwang Sik Jeong,1 Shota Nakagawa ,2,3,4 Fuminobu Takahashi,2 and Masaki Yamada 2,5

1Department of Physics, Pusan National University, Busan 46241, Korea
2Department of Physics, Tohoku University, Sendai, Miyagi 980-8578, Japan

3Tsung-Dao Lee Institute, Shanghai Jiao Tong University, 520 Shengrong Road, Shanghai 201210, China
4School of Physics and Astronomy, Shanghai Jiao Tong University,

800 Dongchuan Road, Shanghai 200240, China
5FRIS, Tohoku University, Sendai, Miyagi 980-8578, Japan

(Received 7 October 2023; accepted 22 December 2023; published 16 January 2024)

In the presence of an anomalous CP phase in a U(1) gauge theory, a monopole becomes a dyon via the
Witten effect. When the anomalous CP phase is promoted to a dynamical field, the axion, the electric
charge of the dyon changes according to the coherent motion of the axion oscillation. Once the electric
charge exceeds a certain threshold, the Schwinger pair production of charged particles becomes efficient
near the surface of the dyon. These nonperturbative effects lead to the backreaction of the axion dynamics
by causing the dissipation of the axion oscillation energy and the change of the effective potential due to the
Witten effect. Taking these effects into account, we consider the dynamics of the whole system, including
the axion, monopole, and charged heavy vector bosons, and discuss to what extent the axion abundance is
modified. We also discuss the electric dipole radiation from a bound state of a monopole-antimonopole pair
due to the axion coherent oscillations.
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I. INTRODUCTION

The axion, which is a pseudo-Nambu-Goldstone boson
associated with the spontaneous breaking of an anomalous
global U(1) symmetry, is recognized as a good candidate
for dark matter (DM) because of the weakness of its
interactions and the longevity. In particular, the QCD
axion, predicted by the Peccei-Quinn (PQ) mechanism
[1–4], represents one of the most promising solutions to the
strong CP problem in the Standard Model (SM). One can
also consider axionlike particles (which we also call axions
in this paper), whose mass and decay constant are free
parameters. They are currently the subject of various
observational and experimental studies. See Refs. [5–11]
for reviews.
The axion can be produced by the so-called misalign-

ment mechanism [12–14], in which it begins to oscillate
coherently around the potential minimum when the Hubble
parameter becomes comparable to its mass. The resulting
axion abundance is determined by its mass, decay constant,
and initial misalignment angle. A viable parameter space is
determined in terms of these parameters to explain the DM

abundance. Since various axion search experiments and
astrophysical observations place constraints on these param-
eters, it is important to consider different possibilities for the
axion dynamics that may change the parameter space of
interest. A stochastic axion [15–20] and pi-shift inflation
[21–23] are proposed as a scenario to achieve a small or large
initial angle with θini ≪ 1 or θini ∼ π, respectively.
Another scenario for modifying the parameter space

involves the dissipation of axion energy into the gauge
sector coupled to the axion. For example, if the axion has a
relatively strong coupling to an Abelian gauge sector,
tachyonic preheating can occur, effectively producing dark
photons and reducing the axion abundance [24,25]. Even
without such a strong coupling, similar dissipation can
occur if the onset of axion oscillation is delayed [26] in the
trapped misalignment mechanism [27,28] (see also
Ref. [29]). Similarly, a scenario has recently been proposed
where axion abundances are suppressed by a comparatively
strong coupling to a hidden non-Abelian gauge sector,
which causes the axion energy to dissipate due to the
frictional force arising from the sphaleron effect [30,31]. In
this paper we explore another dissipation process via a
coupling between the axion and an Abelian gauge sector.
In general, an axion can gain an effective mass through

its anomalous coupling to a gauge group. If the gauge
group is non-Abelian, the axion will have an effective
potential due to nonperturbative effects. On the other hand,
if the gauge group is Abelian, the vacuum structure of the
gauge field is trivial and its anomalous coupling does not
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generate a mass for the axion. However, this is not the case
when monopoles are present in the background, as they
introduce nontrivial boundary conditions. In fact, it is
known that the so-called Θ term becomes physical in the
presence of a monopole, which becomes a dyon1 and
obtains an electric charge proportional to Θ via the Witten
effect [32]. In the case of an axion coupled to the Abelian
gauge field, the parameter Θ is replaced by the axion field.
This implies that the electric charge of the dyon is
proportional to the axion field value. Since the induced
charge generates an electric field around the dyon and
increases the total energy of the system, the axion should
feel a backreaction that can be represented as an effective
potential [33]. Since the density of monopoles is diluted by
cosmic expansion, the effective mass for the axion
decreases with time. Consequently, the whole system
composed of the axion, U(1) gauge field, and monopoles,
evolves in a nontrivial way. The impact of the Witten effect
on axion dynamics has been studied in terms of suppression
of the axion abundance and isocurvature fluctuations
[34–37]. In this paper, we discuss a new dissipative process
induced by monopoles that has not been considered before.
We explore the possibility that an axion dissipates its

energy through the anomalous coupling to an Abelian
gauge sector. Specifically, we consider a model with a
’t Hooft-Polyakov monopole and heavy vector gauge
bosons W� in the gauge sector, assuming that the U(1)
gauge symmetry arises from a spontaneous symmetry
breaking of the SU(2) gauge symmetry by an adjoint
Higgs field. An axion is assumed to couple to the U(1)
gauge field. The monopole then becomes a dyon with an
electric charge proportional to the value of the axion field.
When this electric charge exceeds a certain threshold, the
electric field near the surface of the dyon becomes strong
enough to produce pairs of W� bosons via the Schwinger
effect. The gauge boson with the opposite electric charge to
the dyon is expected to be absorbed by the dyon and reduce
its electric charge. The one with the same charge is
expected to move away. This process can be interpreted
as the decay of a dyon with chargeQð> 0Þ into a dyon with
charge Q − 1 and a charged gauge boson Wþ. As a result,
some part of the axion’s energy is dissipated through the
production of charged gauge bosons. The dissipation
process becomes effective when the electric charge of
the dyon exceeds the threshold for W� pair production
on the surface of the dyon. This is indeed achieved when
there is a substantial hierarchy between the decay constant,
which defines the coupling between the U(1) gauge field
and the axion, and the amplitude of the axion oscillations.
One may be able to interpret this dissipation effect as the
Abelian counterpart or reminiscent of the energy dissipa-
tion by the sphaleron effect [30,31] because the interior of

the ’t Hooft-Polyakov monopole preserves the information
of the non-Abelian gauge sector. In the following sections,
we will explore this new dissipation effect and discuss the
dynamics of the axion, the monopole, and the charged
particles. We will show that this new dissipative effect of
the monopole could significantly change the abundance of
the axion.
Specifically, one must decide which case to compare in

order to say whether the axion abundance is reduced or
enhanced. Let us consider the case without the Schwinger
effect. If the dyons do not decay by emitting theW boson, the
axionoscillates around theminimumof the potential induced
by the Witten effect. In this scenario, the additional particle
production is known to be exponentially suppressed by the
adiabatic suppression mechanism [34,36,37]. However, in
the case of our primary interest, the axion potential changes
due to the decay of dyons, leading to a slight deviation of
axion field from the temporal minimum of the potential. This
correspond to the extra particle production resulting from the
violation of the adiabatic condition. Thus, compared to the
case without the Schwinger effect, the axion abundance is
enhanced. On the other hand, compared to the case without
the Witten effect, we observe a suppression of the axion
abundance due to the dissipation effect via the Schwinger
effect. In this paper, we will mainly consider the axion
abundance from the latter viewpoint.
The remainder of this paper is organized as follows. In

Sec. II, we explain the microscopic aspect of the dissipation
process in our model. In Sec. III, we consider the back-
reaction of the Schwinger process under the axion dynam-
ics. In Sec. IV, we numerically study the cosmological
evolution and calculate the axion abundance. The last
section is devoted to discussion and conclusions. In the
Appendix, we discuss another dissipation effect due to the
electric dipole radiation from the monopole-antimonopole
pairs, which would be relevant in some parameter space.

II. MICROSCOPIC ASPECTS OF THE
DISSIPATION PROCESSES

The Chern-Simons term in an Abelian gauge theory
induces an electric charge on a magnetic monopole. This is
known as the Witten effect [32]. This implies that the axion
coupling to the gauge field induces a dynamical electric
charge of the monopole [33]. However, a monopole with a
sufficiently large electric charge becomes unstable and
produces light charged particles via the Schwinger effect
around its surface [38,39]. The produced charged particles
may or may not be absorbed into the monopole or
annihilate subsequently. We study the energy dissipation
of the axion due to the Schwinger effect in conjunction with
the Witten effect in the presence of the hidden magnetic
monopole. In this section we first specify the setup and
scenario we consider in Sec. II A, review the Witten effect
in Sec. II B, explain the phenomenology of the Schwinger

1A dyon represents a monopole with an electric charge.
Throughout this paper, we use them interchangeably.
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effect in Sec. II C, and consider the absorption and
annihilation of the produced charged particles in Sec. II D.

A. Setup

First we describe the setup of our scenario. We are
interested in an Abelian gauge theory containing a monop-
ole, a charged heavy particle, and an axion. Although it is
not necessary to assume a specific UV theory for our
purpose, for concreteness we consider that the monopole
and the heavy particle arise from a spontaneous symmetry
breaking of a hidden SUð2ÞH gauge symmetry. Once the
SUð2ÞH gauge group is spontaneously broken down to
Uð1ÞH by an adjoint Higgs field, we have a ’t Hooft-
Polyakov monopole [40,41] with a mass of order
MM ≃ 4πv=eH, as well as a heavy W boson with a mass
ofmW ¼ eHv ≃ αHMM, where eH is the gauge coupling for
Uð1ÞH, αH ≡ e2H=4π, and v is the VEVof the adjoint Higgs.
We also assume that the axion couples to the SUð2ÞH as
well as the Uð1ÞH gauge field via anomalous couplings.
We assume that the SUð2ÞH symmetry is spontaneously

broken after inflation, and monopoles (and antimonopoles)
are produced by the Kibble-Zurek mechanism [42,43]. In
this paper, we do not go into the details of the monopole
production, which has been discussed in detail in
Refs. [44,45]. The axion we consider is not the QCD
axion, but an axionlike particle with a constant mass in
vacuum. The axion starts to roll down to the potential
minimum when the Hubble parameter decreases to its
mass. We assume that this happens in the presence of the
monopoles in background. In this case, the dissipation
effect on the axion via the Schwinger effect can be relevant
during the axion oscillation, and modifies the resulting
axion abundance, as we will discuss in this paper.

B. Witten effect

In this subsection, we review the Witten effect on the
axion in the monopole background. The Lagrangian with a
CP violating Θ-term for a hidden Uð1ÞH gauge theory is
given by

L ⊃ −
1

4
FμνFμν −

e2HΘ
32π2

FμνF̃μν; ð1Þ

where Fμν and F̃μν ≡ ϵμνλρFλρ=2 represent the field
strength of the hidden gauge field and its dual, respectively.
TheΘ-term in an Abelian gauge theory is usually discarded
since it is just a total derivative term and there is no
nontrivial vacuum structure. However, it has a physical
effect that becomes apparent in the presence of monopoles.
The Θ-term induces an electric charge of the monopole and
dyons as QE=eH ¼ k − Θ=2π, where k is an integer. Thus
the monopole becomes dyon when k − Θ=ð2πÞ ≠ 0 [32].
Including the axion that couples to Uð1ÞH, the Θ-term as

well as the Lagrangian for the axion is given by

Lϕ ¼ −
1

2
∂μϕ∂

μϕ − VϕðϕÞ −
e2H
32π2

ϕþ ΘfH
fH

FμνF̃μν; ð2Þ

where fH is the axion decay constant representing the
strength of the above interaction. Note that we have
included an anomaly coefficient in the definition of fH.
We assume that the axion has a potential of

VϕðϕÞ ¼ m2
ϕf

2
ϕ

�
1 − cos

�
ϕ

fϕ

��
; ð3Þ

where mϕ is the axion mass and fϕ is the axion decay
constant for the potential. This potential satisfies the
discrete shift symmetry, ϕ=fϕ → ϕ=fϕ þ 2π. In the above
we have introduced two different decay constants, fH and
fϕ, and they are related by fH ¼ fϕ=E, where an integer E
is the Uð1ÞH anomaly coefficient. In the following we
assume that there is a large hierarchy, fH ≪ fϕ, i.e.,
E ≫ 1.2 This can be realized by the clockwork mechanism
[27,49–58].3
In the presence of the axion, the electric charge of the

dyon becomes field-dependent as

QE

eH
¼ k −

ϕþ ΘfH
2πfH

: ð4Þ

As the value of the axion field changes, so does the electric
charge of the dyon. Including the energy of the static
electric field, the mass (or the total energy) of the dyon is
given by

MDðQEÞ ≃MM þQ2
E

8π
mW ð5Þ

¼ MM þ e2H
8π

mW

�
k −

ϕþ ΘfH
2πfH

�
2

: ð6Þ

If the number density of dyons is sufficiently high, the
system can be spatially averaged. Then the electrostatic
field energy density can be interpreted as the effective
potential of the axion [33],

VMðϕÞ ¼
1

8
α2HρM

�
QE

eH

�
2

¼ 1

2
m2

ϕ;Mðϕþ ΘfH − 2πkfHÞ2 ð7Þ

2If the axion potential is mainly generated by the SUð2ÞH
instanton effect, we would obtain fϕ ∼ fH . In this paper, we
conservatively assume αH ≲ 0.1, so that this contribution
is exponentially suppressed and is negligible [46–48].

3It was first pointed out in Ref. [27] that the interaction
between the hidden U(1) gauge field and the axion can be
enhanced in the clockwork mechanism.
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with

m2
ϕ;M ¼ α2H

16π2
ρM
f2H

; ð8Þ

where ρMðTÞ is the energy density of the monopole and the
antimonopole at temperature T of the SM sector, and we
have assumed that k is the same for all the monopoles. The
static electric field energy density depends on the mode k
for the dyon state. The potential energy Eq. (7) is mini-
mized when the dyon charge is the smallest. We therefore
assume that k is chosen such that the electric charge is
minimized when a monopole is generated in the phase
transition.4

Including the effective potential Eq. (7), the total
potential for the axion is given by

VðϕÞ ¼ m2
ϕf

2
ϕ

�
1 − cos

�
ϕ

fϕ

��

þ 1

2
m2

ϕ;Mðϕþ ΘfH − 2πkfHÞ2: ð9Þ

In the early universe, when the second term dominates over
the first one, the axion dynamics becomes nontrivial. This
was studied in Refs. [34–37], where it was found that the
axion abundance can be suppressed due to the earlier onset
of the oscillation and the adiabatic suppression mechanism.
The analyses in these papers can be justified in the case that
the electric charge of the dyon never exceeds the Schwinger
pair production threshold. However, this is not the case if,
for instance, fϕ ≫ fH, as we will see shortly. In the
following, we will study this complementary scenario with
fϕ ≫ fH.

C. Dyon evaporation via the Schwinger effect

Here we discuss what happens if the axion field value
changes coherently with its motion by the first term of
Eq. (9), while neglecting the effect of VMðϕÞ on the axion
dynamics for the moment. The detailed dynamics of axion
will be discussed in Sec. III.
The axion motion changes the electric charge of the dyon.

When the electrostatic energy for a dyon exceeds the W
boson mass, it is energetically preferred for the dyon with
charge jQEj to evaporate into a dyon with charge jQE − eHj
and a W boson with charge eH.

5 The evaporation can be

understood as the Schwinger pair production of WþW−

bosons near the dyon surface and the absorption of a singleW
boson (that has the opposite charge with the dyon) into the
dyon.Noting that the source of the energy originates from the
axion coherent motion, the dissipative effect on the axion
dynamics is expected to be induced as the backreaction.
Let us consider the condition that the Schwinger process

happens near the surface of a dyon, where a dyon with
charge QE ¼ �neH evaporates into a dyon with charge
�ðn − 1ÞeH and a W� boson. This process is energetically
allowed if the following condition is met:

MDðneHÞ −MDððn − 1ÞeHÞ > mW; ð10Þ

where we have assumed that the final-state particles are
separated enough with each other and neglected the binding
energy. We approximate the condition by assuming n ≫ 1
and using Eq. (5) and obtain

���� dMD

dQE

����≳mW

eH
⇔ jQE=eHj≳ α−1H : ð11Þ

Here let us mention a caveat in this analysis. The above
calculations were based on the assumption that the internal
structure of the ’t Hooft Polyakov monopole does not
change as QE increases. This assumption, however,
becomes incorrect as QE exceeds the threshold value.
For eHjQEj > 4π, the radius of the monopole is expected
to increase in proportion to

ffiffiffiffiffiffiffi
QE

p
. This is because the core

radius is determined in such a way that the energy of the
core balances the energy of the electromagnetic field
outside the core. As a result, the left-hand side of
Eq. (11) increases more slowly for QE above the threshold.
In any case, the pair production of W bosons due to the
Schwinger effect should occur for QE not very different
from the critical value.6 In what follows, we assume that the
creation ofW boson pairs occurs when the condition (11) is
met, but keep in mind that there is an uncertainty of order
unity. See Refs. [61,62] for numerical and analytic studies
of dyon solution and its energy.
As we discussed in Sec. II B, the value of k in Eq. (7) is

fixed at the formation of monopoles such that VMðϕÞ is
minimized for fixed ϕ and Θ. Thus, the electric charge of
the monopole should have jQE=eHj < 1=2 before the axion
starts to oscillate. This also means that the axion field value
is close to (but not exactly at) the minimum of the potential
induced by the Witten effect. As the axion begins to
oscillate by the first term of Eq. (9), the electric charge
of the dyon increases [see Eq. (4)] and eventually crosses

4Strictly speaking, we need to determine how the mode k is
chosen by numerical simulation of the phase transition. In
general, k can take on multiple values. We expect that the
dynamics of the phase transition proceeds in such a way as to
minimize the energy of the entire system and assume that
most monopoles have the same k value that minimizes the
energy.

5This process is similar to black hole evaporation via the
Hawking radiation [59,60], and this is why we call it evaporation.

6When the dyon remains stable against decay forQE above the
threshold value, its core radius and mass will continue to increase
as the axion field moves, and the axion potential will also increase
in proportion to ϕ7=2. We will discuss elsewhere when this case
has a significant impact on axion dynamics.
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the threshold of the Schwinger process given by Eq. (11).
Then, the dyon starts to evaporate when the axion field
value changes by the amount

δϕfirst ≡ 2πα−1H fH: ð12Þ

Our interest lies in the scenario where this happens many
times during the axion oscillation. Since the oscillation is
driven by the potential given in Eq. (3), its typical
amplitude is of the order of fϕ. We therefore consider
the case of

fϕ
fH

≫
2π

αH
: ð13Þ

For αH ≲ 0.1 (see footnote 2), the above requires
fϕ=fH ≫ 102. This substantial hierarchy can be realized
by the clockwork mechanism [27,49–58].
When the axion field value changes by the amount δϕfirst,

each dyon emits a single W boson, thereby reducing its
electric charge by a single unit. This process provides a
backreaction to the axion dynamics, which we will explore
in Sec. III C. For the moment, let us ignore the back
reaction to the axion dynamics and assume that the axion
continues to roll down to the potential minimum of the first
term in Eq. (9). After a further shift of δϕ defined by

δϕ≡ 2πfH; ð14Þ

the electric charge of the dyons reaches the threshold for the
Schwinger process again. Each dyon then emits another
single W boson, reducing its electric charge by a single
unit. This process continues until the axion reaches the
endpoint and then begins to move in the opposite direction.
This sequence of events is shown schematically as the

red arrows in Fig. 1. This figure illustrates the evolution of
the electric charge of the dyon, QE, and the axion field

value, ϕ, during the first half cycle of the axion oscillation.
The gray dashed lines represent the allowed dyon states
according to Eq. (4). The dyon is unstable against evapo-
ration in the red shaded regions, jQEj=eH ≥ nthr, where nthr
denotes the threshold dyon mode close to α−1H . Note that the
scale in this figure is exaggerated for clarity. In particular,
the gray dashed lines should appear much denser in a
realistic case.
Since the axion oscillates around the minimum of its

potential Eq. (3), it begins to move in the opposite direction
after the first half cycle. Then the electric charge of the
dyons begins to decrease in size. Eventually, the electric
charge crosses zero and increases in size again with the
opposite sign. When the axion field value changes by a
factor of 2δϕfirst in the second half cycle, the electric charge
of the dyon reaches the threshold of the Schwinger process
and the evaporation takes place again. These processes are
represented by the blue arrows in Fig. 1. These processes
are repeated during the axion oscillation, whose amplitude
decreases with time due to the cosmological redshift and
the dissipation effect we will discuss shortly. When the
amplitude of the axion oscillation becomes smaller than
2δϕfirst, the evaporation of the dyons stops.

D. Absorption and annihilation of W bosons

In the previous subsection we have seen that the dyon
evaporation proceeds via the production of W bosons by
the Schwinger effect. In this subsection, we consider the
annihilation process of W� bosons and the inverse process
of the dyon evaporation which is the absorption of W
bosons by dyons. We will see shortly that this inverse
process is negligible. One can skip this subsection if this
conclusion is admitted.
We focus on the dynamics of the W� boson after their

production. First, we consider the interaction between aW�

boson and a dyon (or an antidyon) that produces the W�

boson via the evaporation. Since the W� boson has the
electric charge and the magnetic dipole moment, it feels
both electric and magnetic potentials of the dyon (anti-
dyon). The magnetic interaction results in an attractive
force with the potential UðrÞ ¼ −1=ð2mWr2Þ. This is
weaker than the electric Coulomb force and is negligible
outside the dyon (i.e., for r > m−1

W ) for the monopole with
charge jQEj=eH ∼ α−1H . Since the electric potential near the
surface of the dyon (antidyon) is as large as the W� boson
mass, the emittedW� boson is accelerated to a high speed,
close to the speed of light. Their dynamics is driven mainly
by the Coulomb force.
Next, we consider the dynamics of theW� bosons in the

dyon and antidyon background. For that purpose, let us
estimate the typical separation length between dyon and
antidyons. It can be roughly estimated by the number
density of the dyon. At the onset of the axion oscillation,
T ¼ Tosc, the number density of the monopole is given by

FIG. 1. A schematic picture for the evolution in ϕ-QE=eH plane
by the dyon evaporation. The gray dashed lines represent the
allowed dyon states. In the red shaded region (that is given by
jQE=eHj ≥ nthr), the dyon becomes unstable and emits a W
boson. The red and blue arrows represent the transition of the
dyon state as the axion oscillates.
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nMðToscÞ ¼
ρM;0

MM

sosc
s0

; ð15Þ

where sosc and s0 denote the entropy density at the onset of
the axion oscillation and at present, respectively, and ρM;0 is
the monopole energy density at present. We assume that the
universe is radiation dominated and the onset of the axion
oscillation is roughly given by mϕ ∼H, where H ¼ ȧ=a is
defined as the Hubble parameter and aðtÞ as the scale
factor. The separation length at T ¼ Tosc can then be
estimated as

d ≃ n−1=3M ðToscÞ

¼
�

g�s0
g�sðToscÞ

MM

ΩMρcrit

�
1=3 T0

Tosc

≃ 3.0 × 103 GeV−1
�
g�sðToscÞ
106.75

�
− 1
12

�
ΩM

10−3ΩDM

�
−1
3

×

�
αH
10−2

�
−1
3

�
mW

100 GeV

�1
3

�
mϕ

1 μeV

�
−1
2

; ð16Þ

where T0 is the temperature at present, and ρcrit is the
critical density. One can see that d ≪ m−1

ϕ , which implies
that produced W� bosons will meet other W� bosons and
neighboring antidyon (dyon) within the timescale much
shorter than the oscillation period of axion,m−1

ϕ . Therefore,
the scattering processes (including annihilation and absorp-
tion) among W� bosons and dyons (antidyons) should be
taken into consideration.
W� bosons in this setup can annihilate into dark photons.

If W� bosons are produced abundantly via the evaporation
of dyons, the annihilation into dark photons becomes
effective and the number density stops growing at a
threshold given by σannnW ¼ H, where σann ∼ α2H=m

2
W is

the annihilation cross section. This leads to an upper bound
on the number density,

nW ≲mϕm2
W

α2H
; ð17Þ

at H ∼mϕ.
7 Hereafter we consider the case where the W

boson abundance satisfies Eq. (17).
The absorption of theW bosons into dyons occurs via the

following processes: (i) Dn þW− → Dn−1 þ γ0 and
(ii) Dn−1 þWþ → Dn þ γ0, where we denote a dyon with

charge neH asDn and dark photon as γ0. According to [63],
a nonrelativistic W boson is absorbed into a dyon with a
cross section of σabs ∼ αH=m2

W . We assume this is also the
case for our case, where W� bosons are marginally
relativistic.
Now we shall compare the rates of W boson production

via the Schwinger process and that of the absorption
process. Note that approximately ðϕamp=fHÞ W bosons
are produced as the axion moves from þϕamp to −ϕamp

within the half period, π=mϕ. Then their rates per unit dyon
are estimated as

Γprod ∼
mϕ

π

2ϕamp

fH
; ð18Þ

Γabs ∼
αH
m2

W
nW; ð19Þ

at the onset of axion oscillation, H ∼mϕ. Assuming
Eq. (17) and ϕamp ≫ fH, we find that Γprod ≫ Γabs. This
implies that the absorption process (i.e., the inverse
process) is negligible compared with the production proc-
ess via evaporation. This ensures that the evaporation of
dyons can be interpreted as the dissipation of axion energy
into background dark photons.
Before moving on to the next section, let us briefly

mention the benchmark values of the model parameters
relevant to our mechanism. Taking into account the fact that
efficient evaporation of dyons requires a large hierarchy
between fϕ and fH, we set fϕ ¼ 1012–13 GeV and fH ¼
108 GeV in the following. In addition, upon consideration
of the W boson abundance discussed in the footnote 7, we
take αH ¼ 10−2, mW ¼ 100 GeV, and mϕ ¼ 1 μeV. Note
that for the benchmark values of mϕ and fϕ, the axion
roughly saturates the observed dark matter density in the
absence of dissipation effects. The dissipation effect
suppresses the axion density by a factor of 10−3 to 10−1.

III. EFFECT ON AXION DYNAMICS

In this section, we examine the effect of the dyon
evaporation on the evolution of axion. In particular we
numerically estimate its impact on the axion abundance.
Let us outline the axion evolution briefly as follows:
(1) At high temperatures, VMðϕÞ dominates over VϕðϕÞ.

Thus, the axion starts to oscillate due to VMðϕÞ at the
temperature TM (defined below by 3H ¼ mM). This
sets the initial condition for the axion.

(2) When VϕðϕÞ becomes comparable to VMðϕÞ, the
potential minimum starts to move toward the origin.
Then, when the change of the axion field value
amounts δϕfirst, the first evaporation of dyons occurs.
The temperature at this timing is defined as T thr.
Subsequently, the evaporation persists akin to a
chain reaction.

7The nonthermal production can cause the overproduction of
W boson. However, when the freeze out follows the axion
oscillation, e.g., for mϕ ∼ 1 μeV and mW ∼Oð100Þ GeV, the
W boson abundance is almost the same as that without extra
production. According to the analysis in Ref. [45], the W boson
abundance can be ignored for αH ∼ 10−2 and mW ≲ 100 GeV.
Thus the W boson abundance is negligibly small as long as
αH ∼ 10−2, mW ≲Oð100Þ GeV, and mϕ ∼ 1 μeV.
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(3) At the temperature Tshift defined by mϕ ∼mM, the
global minimum of the potential is shifted to the
origin, and the axion starts to oscillate around
the origin.

(4) The evaporation stops when the oscillation ampli-
tude of the axion falls below δϕfirst.

We will study each stage in more detail in Secs. III A, III B,
and III D, and estimate the dissipation rate in Sec. III C.

A. Typical timescales for axion dynamics

First, let us briefly consider the time evolution of the
axion field in the absence of dyon evaporation. At high
temperatures, we expect VM dominates over Vϕ. When the
Hubble parameter becomes comparable to the mass from
the Witten effect, the axion starts to oscillate around the
minimum of VM. The temperature at the onset of this
oscillation, TM, is estimated by solving 3H ¼ mϕ;M:

TM ¼ 5α2H
8π4g�s0

ρM0M2
Pl

f2HT
3
0

≃ 71 GeV

�
αH
10−2

�
2
�

ΩM

10−3ΩDM

��
fH

108 GeV

�
−2
: ð20Þ

The initial amplitude is of the order of fH, and the
oscillation energy is diluted by the cosmic expansion. In
the following, we neglect the energy of these initial
oscillations, since it is much smaller than the energy of
later oscillations due to Vϕ.
Similarly, we define Tosc by 3HðToscÞ ¼ mϕ. This

corresponds to the timing when the axion starts to oscillate
in the potential Vϕ. In the following we focus on the case of
TM > Tosc, since otherwise the potential VM rarely affects
the dynamics of the axion and the dissipation effect is also
negligibly small.
As the universe expands, Vϕ becomes dominate over VM

and then the potential minimum begins to approach the
origin, which is the minimum of Vϕ. The temperature at
this moment, Tshift, is estimated by mϕ ¼ mϕ;M, which
gives

Tshift ¼
�

16π2g�s0m2
ϕf

2
H

g�sðTshiftÞα2HρM0

�1=3

T0

≃ 10 GeV

�
g�sðTshiftÞ

80

�
−1=3

�
αH
10−2

�
−2=3

×

�
ΩM

10−3ΩDM

�
−1=3

�
mϕ

1 μeV

�
2=3

�
fH

108 GeV

�
2=3

:

ð21Þ

We note that the timescale of the potential change is of
order H−1, while the timescale of the axion oscillation is
much faster at a time around T ¼ Tshift. This implies that
the potential changes adiabatically. It is known that, if the

evaporation of dyons is neglected, the axion number
density produced by the adiabatic potential shift is strongly
suppressed by an exponential factor [64]. This mechanism
has been considered for the axion model with the Witten
effect in Refs. [34,36,37].
Next we consider the evaporation of dyons. As the axion

moves, the magnitude of the electric charge of the dyon
increases. When the axion moves over a field range, δϕfirst,
the dyon obtains a mass and charge over the instability
threshold, and starts to evaporate. Let us define this time as
T thr. If VM is large enough, T thr is determined by the
condition that the deviation from the initial position is equal
to δϕfirst:

T thr ¼ T0

�
8π

αH

g�s0
g�sðT thrÞ

m2
ϕfHϕini

ρM0

�1
3

ð< TMÞ

≃ 55 GeV

�
g�sðT thrÞ

80

�
−1
3

�
αH
10−2

�
−1
3

�
fH

108 GeV

�1
3

×

�
ΩM

10−3ΩDM

�
−1
3

�
mϕ

1 μeV

�2
3

�
ϕini

1013 GeV

�1
3

: ð22Þ

The typical values of the temperatures defined above are
shown in Fig. 2 as a function of the monopole abundance.
We take mϕ ¼ 1 μeV, ϕini ¼ 1013 GeV, fH ¼ 108 GeV,
and αH ¼ 10−2. The red solid, green dotted, blue dashed,
and orange dot-dashed lines denote T thr, Tshift, Tosc, and TM
in the unit of GeV, respectively. The vertical dotted line
represents TM ¼ Tosc. The red line at ΩMh2 ≳ 10−4 cor-
responds to Eq. (22). For smaller ΩMh2, VM is too small to
satisfy T thr < TM. In that case, T thr ≃Max½TM; Tosc�.
On the upper horizontal axis, we show ΓdissðToscÞ=mϕ,

where Γdiss is the dissipation rate to be defined shortly. As
we will see in Sec. IV, the dissipation effect is too weak to

FIG. 2. Various temperatures as a function of ΩMh2 (bottom)
(ΓdissðToscÞ=mϕ½top�). We take mϕ ¼ 1 μeV, ϕini ¼ 1013 GeV,
fH ¼ 108 GeV, and αH ¼ 10−2. The red solid, green dotted, blue
dashed, and orange dot-dashed lines denote T thr, Tshift, Tosc, and
TM in the unit of GeV, respectively. The temperature at the end of
the dissipation, Tend, is about two orders of magnitude smaller
than the temperature shown in this figure.
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affect the axion dynamics for TM ≪ Tosc. The gray shaded
region is the regime where the expression of Γdiss is not
applicable. This will be explained in Sec. III C in more
detail. We are interested in the range where the dissipation
rate is moderately large, Γdiss=mϕ ∼Oð0.1Þ.
We note that the temperature Tshift is close to Tosc and

T thr in the parameter region of our interest. This implies that
Vϕ and VM are comparable in size to each other when the
evaporation occurs. Thus we can roughly approximate that
the timescale of the axion motion is determined by the
potential Vϕ (omitting VM) for simplicity.8 This approxi-
mation will be used in our numerical calculation in
Sec. IVA.

B. Cascade process for evaporation

As explained in Sec. II C, the electric charge of dyons is
reduced by eH when the first evaporation takes place. Then
the effective potential from the Witten effect, VM, suddenly
changes as

VMðϕÞ ¼
1

2
m2

ϕ;Mðϕþ ΘfH − 2πkfHÞ2 ð23Þ

→
1

2
m2

ϕ;Mðϕþ ΘfH − 2πðk − 1ÞfHÞ2; ð24Þ

where we have taken QE=eH > 0 at the first step of
evaporation without loss of generality. Thus the axion feels
a sudden change of the potential height, and the minimum of
the total axion potential is shifted by a factor of
m2

ϕ;Mδϕ=ðm2
ϕ;M þm2

ϕÞ toward the origin. We assume that
this process happens much faster than the timescale of axion
coherent motion. Then the axion field value does not change
while its potential changes. This implies that the axion starts
to oscillate around the new potential minimum with the
amplitude of the same amount: m2

ϕ;Mδϕ=ðm2
ϕ;M þm2

ϕÞ.
If m2

ϕ;M=ðm2
ϕ;M þm2

ϕÞ > 1=2, the axion moves by a
factor of more than δϕ within the half period of its coherent
oscillation. This means that the subsequent evaporation
occurs within the half period, and the axion potential VM
again changes and induces an extra amplitude for the axion
coherent motion. At this second evaporation, the axion has
the extra amplitude (or potential energy) in addition to the
kinetic energy, which are enough to induce subsequent
evaporation. These processes continue to occur as a chain
reaction. After the axion reaches the other endpoint, it starts
to move in the opposite direction. Then, the similar
dissipation process continues until the amplitude becomes
smaller than 2δϕfirst. See Fig. 1.

Here we note that the adiabatic condition is violated at
every step for evaporation because of the sudden change
of the effective potential. One could say that, compared
with the case without evaporation due to the Schwinger
process, the axion abundance is enhanced. Still, one has to
take into account another (opposite) effect of evaporation
on the axion dynamics, which we will discuss in Sec. III C.

C. Dissipation rate

Now we estimate how strongly the evaporation process
drives axion energy dissipation as a backreaction. When the
axion shifts by Δϕð> δϕÞ, the change of the energy density
is estimated as

Δρϕ ¼ −nMmW ·
Δϕ
δϕ

; ð25Þ

because of the conservation of total energy. Here we have
assumed that the energy density of the axion is greater than
that of the W boson produced in a single evaporation,
otherwise the dyon evaporation cannot proceed. This
condition requires ρϕ=ρM > αH at the beginning of the
axion oscillation. Dividing both sides by Δt and taking the
limit of Δt → 0, we obtain the dissipation rate of the axion
energy density as a backreaction of the dyon evaporation as

dρϕ
dt

����
diss

¼ −
nMmW

δϕ
jϕ̇j: ð26Þ

If Eq. (13) is satisfied, the axion field value changes by a
factor much larger than δϕ within a period of oscillation,
and this continuous limit is a good approximation. The time
evolution of the energy density is therefore written as

ρ̇ϕ þ 3Hρϕ ¼ −
nMmW

δϕ
jϕ̇j: ð27Þ

The right-hand side represents the dissipation of the axion
energy by the backreaction of the dyon evaporation.
To solve Eq. (27) numerically or analytically, it is

convenient to adopt approximations by assuming that the
evolution of ϕ is determined mainly by the mass term
m2

ϕϕ
2=2. After taking time average over the oscillation

period, we approximate jϕ̇j ≃ ffiffiffiffiffi
ρϕ

p by using the virial
theorem. Then we can rewrite the equation as

ρ̇ϕ þ 3Hρϕ ≃ −
nMmW

δϕ
ffiffiffiffiffi
ρϕ

p
: ð28Þ

This approximated relation is useful to directly calculate
the evolution of energy density of axion.
On the other hand, to examine the evolution of the axion

field, it is convenient to approximate the dissipation term as

8In addition, as mentioned earlier, it is possible that the actual
threshold of the dyon instability is slightly larger than
QE=eH ¼ α−1H , which could delay the first evaporation to take
place, reducing T thr. In this case our approximation is better.
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−
nMmW

δϕ
jϕ̇j ≃ −

nMmW

δϕ

ϕ̇2

mϕϕamp
≡ −ΓdissðTÞϕ̇2; ð29Þ

where ϕamp is the oscillation amplitude of axion. In the first
equality, we again take time average of jϕ̇j over the
oscillation period. This approximation reduces the dissi-
pation term to the canonical form of frictional force for the
scalar field. Substituting the explicit form of ρϕ and Pϕ into
Eq. (27), we obtain the equation of motion for the axion

ϕ̈þ ð3H þ ΓdissÞϕ̇þ V 0
ϕðϕÞ ¼ 0: ð30Þ

This form makes it obvious that the dyon evaporation
results in the dissipation of the axion energy. We note that
Γdiss (∝ a−3=2) decreases slower than H (∝ a−2) after the
axion oscillates because nM ∝ a−3 and ϕ−1

amp ∝ a3=2.
Therefore, it can dominate over the Hubble friction term
at a later epoch. This will be explicitly demonstrated in
Sec. IVA.
We note that Eq. (25) can be rewritten in terms of Γdiss as

Δρϕ
m2

ϕϕ
2
amp=2

¼ −
2Δϕ
ϕamp

Γdiss

mϕ
; ð31Þ

where m2
ϕϕ

2
amp=2 is the oscillation energy of the axion.

Considering the first quarter period of the axion oscillation,
we take Δϕ ≃ ϕamp. Then the dissipated energy is compa-
rable to or exceeds the oscillation energy forΓdiss=mϕ ≳ 1=2.
In this case, the dissipation is too strong for the axion to
oscillate around the origin of the potential. Since the axion
does not oscillate and moves slowly toward the origin, we
cannot justify the approximation based on the virial theorem
used above. In this regime, we need a further detailed study,
whichwe leave for a futurework. This regime is shown as the
gray shaded region in Fig. 2.

D. End of evaporation

The dissipation process does not last forever. Due to the
Hubble expansion and the dissipation effect, the axion
amplitude decreases with time. Since the dyon evaporates
when the axion moves over a field range larger than 2δϕfirst
during the half period of its oscillation, the dissipation ends
when the oscillation energy becomes comparable to
m2

ϕδϕ
2
first=2. We denote the temperature at this moment

as Tend, which is determined by

ρϕðTendÞ ≃
1

2
m2

ϕδϕ
2
first: ð32Þ

We can derive the lower bound on Tend by considering the
case without the Witten effect and the dissipation due to the
Schwinger effect. In this case the oscillation amplitude
decreases in proportion to T−3=2, and so, we have

Tend ≥ Tosc

�
δϕfirst

ϕini

�
2=3

: ð33Þ

We must solve the axion dynamics numerically to deter-
mine the exact value of Tend. In the weakly damped regime,
the oscillation amplitude gradually decreases to a value less
than δϕfirst, stopping dissipation. On the other hand, there
may be a case where the system later enters the strongly
damped regime, and the amplitude soon becomes less than
δϕfirst, and dissipation stops. In both cases, after the
dissipation stops, the axion oscillates around the potential
minimum without any additional frictional force.
Another condition for the dissipation to occur is that the

axion energy density should be larger than the energy
density of W boson produced per a single evaporation. In
fact, this condition is weaker than the condition, T > Tend,
and so we ignore this condition in the following.

IV. NUMERICAL CALCULATIONS

In this section we study the axion dynamics in the
presence of the dissipation term and estimate a resultant
suppression factor for the axion abundance. As we com-
mented in Sec. III A, we have found that the difference
between T thr, Tosc, and Tshift is small and they are
comparable to each other. We can then consider that the
axion oscillates through the potential of Vϕ at H ≃mϕ. In
particular, we neglect VM for simplicity, while including
the dissipation term −Γdissϕ̇. Neglecting VM is also
supported by the fact that the adiabatic condition is violated
by the sudden change of the effective potential at each step
of evaporation (see the discussion at the end of Sec. III B).

A. Numerical simulation of axion dynamics

Wenumerically solve the equationofmotion (30) to obtain
the time evolution of axion field θ≡ ϕ=fϕ. The result is
shown in Fig. 3 as a function of an inverse temperature
τ≡ Tosc=T. The red solid (blue dashed) line represents the
result with (without) dissipation. We take mϕ ¼ 1 μeV,
fϕ ¼ 1013 GeV, fH ¼ 108 GeV, αH ¼ 10−2, and θini ¼ 1.
We use the fitting formulas for g�ðTÞ and g�sðTÞ in [65]. In
the left panel, we take ΓdissðToscÞ=mϕ ¼ 0.01 at the onset of
the axion oscillation, where the dissipation does not signifi-
cantly affect the axion dynamics. In the right panel, we take
ΓdissðToscÞ=mϕ ¼ 0.15. In this case, we can see that the
oscillation amplitude is suppressed due to the dissipation.
Note that the dissipation rate (29) depends on the parameters,
αH, ΩM, θini, mϕ, fϕ, and fH. Here we vary ΩM to change
ΓdissðToscÞ=mϕ. The corresponding values ofΩMh2 are 1.1 ×
10−5 and 1.6 × 10−4 for ΓdissðToscÞ=mϕ ¼ 0.01 and 0.15,
respectively.
Even if the dissipation rate is smaller than 3H at the onset

of the axion oscillation, the dissipation term is not
negligible at a later time, suppressing the axion abundance.
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To understand this, we compare Γdiss=mϕ (red solid curve)
and 3H=mϕ (blue dashed line) as a function of τ in Fig. 4.
The left vertical dot-dashed line represents the time at the
onset of the axion oscillation ðτini ¼ 1Þ. The right vertical
dot-dashed line is the endpoint of the dissipation effect that
is determined by T ¼ Tend [see Eq. (32)]. The dissipation
rate decreases with time more slowly than the Hubble
parameter, as we expected. This is why the dissipation can
be efficient at a later time, even if it is not strong at the onset
of the oscillation.

B. Axion abundance

Let us calculate the abundance of axion both analytically
and numerically. Using the approximated equation Eq. (28),
weobtain an analytical formula for the resulting axion energy
density. After the axion starts to oscillate with an initial
amplitude θinifϕ, the solution is approximately given by

ρϕ ≃
�

τ

τosc

�
−3
ρϕ;ini

�
1 − 3

ffiffiffi
2

p ΓdissðτoscÞ
mϕ

� ffiffiffi
τ

p
−

ffiffiffiffiffiffiffi
τosc

p 	�2
;

ð34Þ

where ρϕ;ini ð≃m2
ϕf

2
ϕθ

2
ini=2Þ is the axion energy density at the

onset of the oscillation, and we have neglected the time
dependence of g� and g�s for simplicity. τosc (≡1) represents
the timing at the onset of the axion oscillation, which is
determined by 3HðτoscÞ ¼ mϕ. When τ ¼ τend at which T ¼
Tend orρϕ ¼ m2

ϕδϕ
2
first=2, the bracket leads to the suppression

factor of

ΔSF ≡ ρϕðΩM ≠ 0Þ
ρϕðΩM ¼ 0Þ

����
τ¼τend

ð35Þ

≃
�
1 − 3

ffiffiffi
2

p ΓdissðτoscÞ
mϕ

� ffiffiffiffiffiffiffiffi
τend

p
−

ffiffiffiffiffiffiffi
τosc

p 	�2
; ð36Þ

where we have used Eq. (34). Alternatively, the suppression
factor can be approximately written as

ΔSF ≃
�
τend
τosc

�
3
�
δϕfirst

ϕini

�
2

; ð37Þ

where we have used Eq. (32) and ρϕðΩM ¼ 0Þjτ¼τend
≃

m2
ϕϕ

2
ini=2 × ðτosc=τendÞ3. Therefore the suppression factor

FIG. 3. Time evolution of the axion field as a function of τ (≡Tosc=T) with (red solid) or without (blue dotted) dissipation. We take
mϕ ¼ 1 μeV, fϕ ¼ 1013 GeV, fH ¼ 108 GeV, αH ¼ 10−2, and θini ¼ 1. The strength of the dissipation effect is set to ΓdissðToscÞ=mϕ ¼
0.01 and 0.15 in the left and right panel, respectively. In the left panel, the two lines overlap.

FIG. 4. Dissipation rate (red solid) and Hubble parameter (blue dashed) as a function of τ, normalized by the axion mass mϕ. The left
vertical dot-dashed line represents the onset of the axion oscillation ðτosc ¼ 1Þ, and the right one is the endpoint of the dissipation effect.
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is determined by the ratio δϕfirst=ϕini and the endpoint τend.
The latter can be estimated numerically. Note that the
suppression factor is equal to unity when the inequality
(33) is saturated.
We illustrate the time evolution of the energy density in

Fig. 5. The parameters are taken as the same values with
those used in Fig. 3. The red solid and blue dashed line
respectively denote the numerical results with and without
the dissipation effect, which are estimated from Eq. (30).
The green dotted line denotes the analytical result (34),
where we have set τosc ¼ 1. The evolution of the axion
energy density does not seem to change in the left panel. On
the other hand, the energy density is significantly sup-
pressed due to the dissipation effect in the right panel. We
can see that the analytic estimate is consistent with the
numerical one.
The suppression factor, defined by Eq. (35), is also

numerically calculated as a function of the dissipation rate

ΓdissðτoscÞ=mϕ in Fig. 6. We take fH ¼ 108 GeV,
mϕ ¼ 1 μeV, αH ¼ 10−2, and θini ¼ 1. The red bullet,
blue circle, and green square denote the results for
fϕ ¼ 1012, 5 × 1012, and 1013 GeV, respectively. One
can see that the abundance is suppressed more strongly
for a lower value of δϕfirst=ϕini (≃2πα−1H fH=fϕ). In addi-
tion, we show the semi-analytic results which are repre-
sented by each dashed line in Fig. 6. We can numerically
estimate the endpoint Tend of the dissipation effect by
equating Eq. (34) at T ¼ Tend, and the suppression factor is
depicted by using the results and Eq. (36) or equiva-
lently Eq. (37).

V. DISCUSSION AND CONCLUSIONS

In this paper, we have studied a new dissipative effect
that has not been studied before with respect to the Witten
effect of hidden sector monopoles on the axion. This
dissipative effect is caused by theW-boson pair production
near the surface of dyons due to the Schwinger effect when
the monopole charge becomes very large during the axion
evolution. As a result, the potential due to the Witten effect
changes from time to time, and the amount of axion
abundance that would be adiabatically suppressed in the
absence of the Schwinger effect is enhanced. Alternatively,
if the comparison is made with the usual misalignment
mechanism in which the Witten and Schwinger effects are
absent, the axion abundance is reduced due to dissipative
effects.
We have discussed the details of this dissipation process

under some approximations that help to numerically
evaluate its effect on the axion dynamics. One of them
is to ignore the effect of the potential generated by the
Witten effect, which gradually changes with time due to the
Schwinger effect, on the axion dynamics. We have con-
firmed that this is a reasonable approximation, at least for
the parameter values we have adopted, but there is room for
improvement in the description of the axion dynamics in
other general parameter ranges, at least in terms of

FIG. 5. The time evolution of the axion energy density as a function of τ. The parameters are taken the same with Fig. 3. The green
dotted line denotes the analytical result (34). The gray dot-dashed line is the endpoint of the dissipation effect.

FIG. 6. Suppression factor as a function of the dissipation rate
at the onset of oscillations. We take fH ¼ 108 GeV,
mϕ ¼ 1 μeV, αH ¼ 10−2, and θini ¼ 1. The red bullet, blue
circle, and green square denote the results for fϕ ¼ 1012,
5 × 1012, 1013 GeV, respectively. The dashed lines represent
the semi-analytic estimate based on Eq. (36) or equivalently (37),
where τend is computed numerically in terms of (34).
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numerically computable approximations. Also, we have not
studied in detail how the structure of the monopole solution
is modified when the electric charge becomes large enough
for the monopoles (or dyons) to decay and emit W-bosons
via the Schwinger effect. While we have estimated how the
monopole radius expands based on the dimensional argu-
ment, it would be important to study the internal structure,
which allows us to determine more precisely when the
dissipation becomes relevant.
In the present analysis we have also neglected a

tachyonic preheating of dark photons, which becomes
efficient when the axion has a moderately strong coupling
to dark photons [66]. By the tachyonic production of dark
photons, the axion abundance can be reduced to a few
percent [25] (see also Ref. [24]). Note also that it takes
some time after the onset of axion oscillations for the
tachyonic preheating to be efficient, because the dark
photons in the instability band must be sufficiently accu-
mulated. During and after the tachyonic production, the
dissipation process is expected to occur via the Schwinger
effect, but it is necessary to consider both effects to give a
quantitative estimate of how much the axion abundance is
reduced.
Finally, for simplicity, instead of the QCD axion, we

have considered the case of the axion whose potential is
constant in time. It is worthwhile to apply the new
dissipation process to the case of the QCD axion.
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APPENDIX: ELECTRIC DIPOLE RADIATION
VIA THE WITTEN EFFECT

In this appendix, we discuss another origin of the
dissipation effect induced by electric dipole radiation from
a monopole-antimonopole pair due to the Witten effect.
Here we consider monopole-antimonopole pairs, ignor-

ing the influence of the W bosons. This corresponds to the
case where the formation of the W boson is suppressed or
absent in the theory, or where the distance between the

monopole and the antimonopole is sufficiently small.
Suppose that the monopoles in the background generically
has a constant electric charge and an oscillating part due to
the axion oscillations. We focus on the oscillating part since
the constant dipole does not radiate dark photons. The
electric charges oscillate due to the oscillating axion
background, ϕðtÞ ¼ ϕosc cosðmϕtÞ.
The typical distance between the monopole and the

nearest antimonopole is bounded from above as n−1=3M ,
where nM is the monopole number density. To be
conservative, let us assume for the moment that the bound
is saturated, i.e., the monopoles and antimonopoles are
randomly distributed in space. The electric dipole moment
of a monopole-antimonopole pair separated by the distance
of n−1=3M is given by

p⃗0 ¼ n
−1
3

MeH
ϕosc

2πfH

p⃗
jp⃗j : ðA1Þ

The total power radiated by the oscillating electric dipole
moment p⃗ ¼ p⃗0 cosðωtÞ is [67]

PðtÞ ¼ ω4

6π
p⃗2
0cos

2ðkr − ωtÞ; ðA2Þ

where ω is the angular frequency, and we use the Lorentz-
Heaviside natural units. If we take the time average for a
fixed radius r, the cos2 function can be replaced with 1=2.
Considering that there are roughly nM=2 pairs of monopole
and antimonopole in the unit volume, the dark photon
production rate is given by

dργ
dt

¼ αHm4
ϕ

12π2
n

1
3

M
ϕðtÞ2
f2H

: ðA3Þ

Taking the time average over the oscillation period, we can
replace m2

ϕϕ
2ðtÞ with ϕ̇2ðtÞ and rewrite the dissipation of

Eq. (A3) as a frictional force on the axion. Then, the
dissipation rate ΓED from this effect is

ΓED ¼ αHm2
ϕn

1
3

M

12π2f2H
: ðA4Þ

The dissipation rate decrease as a−1, while the Hubble
parameter scales as a−2 in the radiation dominated era, and
so, in principle the dissipation rate can be important at a
later time. By equating ΓED to the Hubble parameter in the
radiation dominated Universe, we obtain the dissipation
temperature of
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TED ≃ 0.34 GeV αH

�
g�ðTEDÞ
102

�
−1
6

�
mϕ

GeV

�
2
�
ΩMh2

10−3

�1
3

×

�
TeV
MM

�1
3

�
106 GeV

fH

�
2

: ðA5Þ

At this temperature, the axion energy completely dissipates
into dark photons via the dipole emission.
Note however that the formula for the electric dipole

radiation is valid in the regime of the long wavelength
compared to the distance between the monopole and
antimonopole. So we require

nMðTEDÞ > m3
ϕ; ðA6Þ

or equivalently,

TED > 2 × 104 GeV

�
mϕ

GeV

��
g�sðTEDÞ

102

�
−1
3

×

�
ΩMh2

10−3

�−1
3

�
MM

TeV

�1
3

: ðA7Þ

Note that the perturbative decay rate of the axion into dark
photons is comparable to ΓED when the condition of (A6) is
saturated.
In order to satisfy the requirement (A6)or (A7),weneed to,

e.g., increase the axion mass by more than about 5 orders of
magnitude. Therefore, this dissipation process is unlikely to
be important for light axions in a cosmological setting, unless
the monopole density is temporally very large in the early
universe, or there are many monopole-antimonopole pairs
whose distance is much shorter than n−1=3M . For example,
monopole-antimonopole bound states (called monopoliums)
in Kaluza-Klein theories are known to be stable and their
typical distances are very short [68], and so, it would be
interesting to study the electric dipole emission from them in
the presence of an oscillating axion field. In particular, the
requirement (A6) is significantly relaxed due to the short
distance between the monopole and the antimonopole. Aslo,
the dissipation rate becomes constant and can be much larger
than the perturbative decay rate of the axion. Then, the axion
condensate could evaporate faster than usual due to the
electric dipole emission from themonopoliums.We leave the
detailed analysis for a future work.
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