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One of the greatest challenges in quantum chromodynamics is understanding the hadronization
mechanism, which is also crucial for carrying out precision physics with jet substructure. In this paper,
we bring together recent advancements in our understanding of nonperturbative structure of the soft drop jet
mass based on field theory, with precise perturbative calculations at next-to-next-to-leading logarithmic
accuracy of its multidifferential variants. This allows for a model-independent analysis of power corrections
associated with hadronization in a systematic manner. We test and calibrate hadronization models
and their interplay with parton showers by comparing our universality predictions with various event
generators for quark and gluon initiated jets in both lepton-lepton and hadron-hadron collisions. Our
findings reveal that hadronization models perform better for quark jets relative to gluon jets. Our results
provide a valuable toolbox for precision studies with the soft drop jet mass and pave the way for
future analyses using real-world collider data. The stringent constraints derived in our framework
are useful for improving the modeling of hadronization and its interplay with parton showers in next-
generation event generators.
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Introduction. The study of jets and their substructure in
high-energy particle colliders has become a highly active
research area over the past decade [1,2]. One significant
development in this field is the application of jet grooming
techniques [3–10] which allow for theoretical control by
eliminating the wide-angle soft radiation, including con-
tamination from the underlying event and pileup, as well as
by reducing hadronization effects. In particular, the soft
drop (SD) grooming [6–8] has received widespread atten-
tion, inspiring many theoretical calculations both for jets in
vacuum [11–39] and in medium [40–44], as well as several
experimental analyses [45–54]. Of the various groomed
observables, the SD jet mass has been extensively studied
in both theoretical [6,55–61] and experimental commun-
ities [62–72] and has been utilized in numerous phenom-
enological applications, such as quantifying medium

modification [40,62,69] and conducting precise measure-
ments of the top-quark mass [73–75] and strong coupling
constant [76,77].
To realize the full potential of the SD jet mass for

precision measurements, it is crucial to account for the
impact of hadronization power corrections, which are of
comparable magnitude to the uncertainty of state-of-the-art
perturbative calculations at next-to-next-to-leading loga-
rithmic (NNLL) accuracy (see Ref. [77] for a recent
overview). In Ref. [78], a field-theory-based formalism
[79–85] was developed for describing nonperturbative (NP)
effects in the groomed jet mass. Using the soft collinear
effective theory (SCET) [86–89] including boosted non-
perturbative modes, this work gained an analytical handle
on the power corrections, expressing them in terms of
universal OðΛQCDÞ nonperturbative constants and pertur-
batively calculable Wilson coefficients. Recent studies
[90,91] have computed the Wilson coefficients to NNLL
accuracy as an essential step toward this goal. Moreover, it
was revealed that these corrections exhibit a strongly
constrained functional dependence on jet-flavor, kinemat-
ics, and grooming parameters, rendering them a powerful
tool for testing hadronization models [92–94] in event
generators. This subtle nature of nonperturbative power
corrections in the groomed jet mass intertwined with
perturbative dynamics thus presents us with a unique
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opportunity to deepen our understanding of the complex
physics of hadronization.
Building on this formalism, in this paper, we take a

crucial step forward in our quest to describe the intricate
effects of hadronization within jets. We present the first-
ever proof-of-principle analysis that investigates the uni-
versality of hadronization effects in jet substructure under
LHC kinematics, employing multiple parton shower gen-
erators, hadronization models, and state-of-the-art pertur-
bative calculations. Our technique offers a unique approach
to assess the compatibility between hadronization models
and parton showers. This is particularly important when
striving to maintain consistency with perturbative calcu-
lations. Furthermore, our analysis also demonstrates the
effectiveness of this approach for conducting precision
studies, such as determination of the strong coupling
constant [77] and top mass measurement [73,95]. These
findings underscore the significance of utilizing real-world
collider data for future follow-up studies.

Hadronization corrections to groomed jet mass. Soft drop
[7] proceeds by declustering a Cambridge-Achen clustered
tree that defines a given jet. At each stage, the groomer tests
the pair of subjets with transverse momenta pT;i and pT;j
for the following condition:

minðpTi
; pTj

Þ
pTi

þ pTj

> zcut

�
ΔRij

R0

�
β

: ð1Þ

If the above condition is not satisfied, then the softer subjet
of the pair (with pT;i < pT;j) is groomed away, and the
groomer then proceeds by declustering and applying the
above test on the harder subjet. The SD condition depends
on the energy cut zcut and the angular modulation parameter
β that determine the strength of the groomer.
The SD jet mass, as compared to the ungroomed jet

mass, has a much larger perturbative regime known as the
soft drop operator expansion (SDOE) region, which is
depicted between the vertical lines in Fig. 1 and defined
below. This region allows for studying hadronization
effects in a systematic expansion. In Ref. [78], it was
demonstrated using SCET [86–89] that the leading
hadronization corrections in the SDOE region are charac-
terized by three OðΛQCDÞ NP universal constants
fΩ⚭

1κ;ϒ
Ⓞ
1;0κ;ϒ

Ⓞ
1;1κg, which solely depend on the parton

κ ¼ q, g that initiates the jet. These constants are com-
pletely independent of the jet’s kinematic properties, such
as the jet pT (or EJ), rapidity ηJ, radius R, and the grooming
parameters [7], such that

1

σκ

dσκ
dm2

J
¼ 1

σ̂κ

dσ̂κ
dm2

J
−QΩ⚭

1κ

d
dm2

J

1

σ̂κ

dσ̂⚭κ
dm2

J

þϒⓄ
1;0κ þ βϒⓄ

1;1κ

Q
1

σ̂κ

dσ̂Ⓞκ
dm2

J
þ � � � ; ð2Þ

Here, dσκ and dσ̂κ, respectively, refer to hadron and parton
level groomed jet mass cross sections for flavor κ and Q
characterizing the hard scale of the jet. The weights dσ̂⚭;Ⓞ

κ

are perturbatively calculable.
In the SDOE region, the dominant hadronization cor-

rections arise from a two-pronged dipole structure, which
consists of an energetic collinear subjet at the center of the
jet and a collinear-soft (c-soft) subjet responsible for
stopping the grooming algorithm. The power corrections
beyond the leading terms in Eq. (2) arise from effects
suppressed by higher powers of ΛQCD and from configu-
rations that distort the two-pronged catchment area. The
latter correction is a next-to-leading-logarithmic effect, and
hence Eq. (2) can be regarded as a factorization of non-
perturbative effects at leading-logarithmic accuracy, where
the strong ordering of angles ensures the two-pronged
geometry. As the jet mass decreases, we enter the soft drop
nonperturbative region, where the c-soft mode becomes
nonperturbative and the associated nonperturbative effects
become Oð1Þ. The transition between these two regions is
clearly visible in Fig. 1, where the insets show the
distribution of low-energy nonperturbative particles in
the transverse plane of the jet [78]. It is worth noting that,
unlike the analytical hadronization models used in previous
studies [6,61,76,84], Eq. (2) is a model-independent state-
ment and takes into account hadron mass effects.
The NP factorization formula given by Eq. (2) offers a

unique opportunity to investigate hadronization effects in
jets in a comprehensive way. The formalism imposes
stringent constraints on the three NP constants, which
must provide a good description of collider data spanning a
wide range of energies. The remarkable structure of Eq. (2),
with its OðΛQCDÞ constants, a β-proportional coefficient
ϒⓄ

1;1κ, and zcut independence, among other features, makes
this task far from trivial, but it also makes it a valuable tool
for testing hadronization models. In this study, we show
how the universality of the NP parameters strongly

FIG. 1. An example of fit for nonperturbative parameters in
PYTHIA8.3 simulation of groomed jet mass. The insets show
distribution of low-energy particles as heat maps around the soft
drop stopping subjets in the transverse plane.
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constrains their values, enabling us to determine them with
high precision using various combinations of soft drop and
kinematic parameters. This has important implications, for
instance, for improving the prospects of the strong coupling
constant αs determination at the LHC.

Calculation of perturbative weights. To characterize the
two-pronged configuration of the collinear and the c-soft
subjet in the SDOE region, additional measurements of the
groomed jet radius Rg and soft subjet energy fraction zg
[7,35,36,96] are needed. After marginalization, the result-
ing expressions are given by [90]

1

σ̂κ

dσ̂⚭κ
dm2

J
≡
Z

drgrg
1

σ̂κ

d2σ̂κ
dm2

Jdrg
;

1

σ̂κ

dσ̂Ⓞκ
dm2

J
≡
Z

drgdzgδðzg − zcutr
β
gÞ

rg

1

σ̂κ

d3σ̂κ
dm2

Jdrgdzg
: ð3Þ

As described above, the NP constants in Eq. (2) are
independent of the jet kinematics and grooming parame-
ters. Therefore, all these dependencies are included in
dσ̂⚭;Ⓞ

κ . In Eq. (3), rg ¼ Rg=R appears analogously to how
jet radius R appears in hadronization corrections in the tail
of ungroomed jet mass and in the jet pT spectrum [84,85],

m2
J;no sd ¼ m̂2

J;no sdþpTRΩ1κ; pT ¼ p̂T þ
1

R
ϒ1κ; ð4Þ

where Ω1κ;ϒ1κ ∼ ΛQCD are NP parameters and hatted
variables are parton level values. In the case of the SD
jet mass, the dynamically determined groomed jet radius Rg

plays the role of R. The term in Eq. (2) with dσ̂⚭κ is
analogous to the ungroomed jet mass shift correction in the
tail but is now described by a different constant Ω⚭

1κ

as m2
J ¼ m̂2

J þ pTRgΩ⚭
1κ.

The term in the second line in Eq. (2) with dσ̂Ⓞκ is called
the boundary correction. This effect is similar to the
migration of events across pT bins due to hadronization.
Near the “boundary” of the c-soft subjet passing/failing soft
drop, i.e., when zg ≈ zcutr

β
g , the partonic values ẑg and r̂g are

modified due to hadronization as

zg ¼ ẑg þ
1

rg

ϒⓄ
1;0κ

pTR
; rg ¼ r̂g −

ϒⓄ
1;1κ

pTR
: ð5Þ

Here, ϒⓄ
1;0κ characterizes the shift in the pT of the c-soft

subjet analogous to jet pT shift in Eq. (4), and ϒⓄ
1;1κ

describes the change in the subjet location relative to the
collinear subjet. The combination of the two gives rise to
the linear structure ϒⓄ

1κ ¼ ϒⓄ
1;0κ þ βϒⓄ

1;1κ as shown in
Eq. (2) and constitutes a nontrivial prediction. Finally, it
is useful to factor out the parton-level groomed jet mass
cross section from dσ⚭;Ⓞ:

dσ̂κ
dm2

J
Cκ
1ðm2

JÞ≡ dσ̂⚭κ
dm2

J
;

dσ̂κ
dm2

J
Cκ
2ðm2

JÞ≡ dσ̂Ⓞκ
dm2

J
: ð6Þ

This definition is advantageous as it enables us to combine
an analytical calculation of the coefficients Cκ

1;2ðm2
JÞ with

the jet mass cross section dσ̂κ obtained from parton
showering, which will be discussed below. In our study,
we employ a recently improved calculation of Cκ

1;2ðm2
JÞ at

NNLL accuracy with correct treatment of the soft drop cusp
at this order, as detailed in Ref. [91].
Figure 2 compares the NNLL computation of Cκ

1;2 to
partonic PYTHIA and HERWIG. The VINCIA results at parton
level are almost identical to PYTHIA. It is important to
emphasize that the parton shower outcomes are leading
logarithmic (LL) accurate; hence, we do not expect them
to agree with NNLL predictions. Nevertheless, we observe
a substantial agreement between NNLL Cκ

1;2 and Monte
Carlo (MC) simulations within perturbative uncertainty
for all four processes. Consequently, the NNLL-based NP
parameter extraction should align with the intrinsic
parameters from the hadronization model. This validates
our use of the more precise NNLL calculations to calibrate
hadronization parameters in our proof-of-principle study.
As we will see later, the utilization of NNLL computation
allows us to convert the perturbative uncertainty on these
coefficients into the precision of NP parameters. We hope
for a direct application of our approach to collider data for
extracting NP parameters.
Next, we note that the small errors for Cκ

1 in Fig. 2 are
due to the cancellation of correlated uncertainties in the two
factors in Eq. (6). For pp, the agreement for the boundary
term is poor for jet masses close to the cusp, which is
caused by the initial-state radiation (ISR) contribution.
However, the NP corrections in the cusp region are
relatively suppressed, and ISR NP corrections are also

FIG. 2. Weighted cross sections for hadronization corrections
normalized to parton level jet mass spectrum as defined in Eq. (6)
for zcut ¼ 0.1 and β ¼ 1.
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expected to be smaller, as they involve subleading r2g
moments of the boundary cross section [91]. Therefore,
these effects do not significantly impact the analysis
presented below.

Calibrating hadronization models. With state-of-the-art
NNLL perturbative results for Cκ

1;2ðm2
JÞ available, we are

able to precisely calibrate hadronization models. In addi-
tion, by incorporating NNLL perturbative uncertainty, we
can significantly improve upon the proof-of-principle
analysis of Ref. [90], which lacked uncertainty estimates
due to the use of LL predictions. We simulate eþe− → gg,
eþe− → qq̄, pp → Z þ q jet and pp → Z þ g jet proc-
esses using parton showers from PYTHIA8.3 [92], VINCIA2.3
[97], and HERWIG7.2 [94] with their default hadronization
models. We then reconstruct anti-kT [98] jets with R ¼ 0.8
using FASTJET [99] and analyze them using jet analysis
software JETlib written by some of us [100]. We analyze
dijet events in eþe− collisions with center-of-mass energies
of Q ¼ 500, 750, and 1000 GeV. In pp collisions, we use
leading jets with pT in the ranges [400, 600], [600, 800],
and [800, 1000] GeV and consider soft drop parameters
zcut ∈ f0.05; 0.1; 0.15; 0.2g and β∈ f0; 0.5; 1; 1.5; 2g. As
the NP parameters are predicted to be independent of jet
kinematics and grooming parameters, our analysis is
performed over a wide range of these parameters.
We begin by explicitly defining the SDOE region where

our analysis is carried out. We first define a dimensionless
variable ξ≡m2

J=Q
2, where

QðppÞ ≡ pTR; QðeeÞ ≡ 2EJ: ð7Þ

In terms of ξ, the SDOE region is then defined as
ξ∈ ½ξSDOE; ξ00�, where

ξSDOE ≡ ξ0

�
ρΛQCD

Qξ0

�2þβ
1þβ

; ξ00 ≡ ξ0

ð1þ ζ2Þ2þβ
2

: ð8Þ

Here, ξ0 is the location of the soft drop cusp [77,91],

ξðppÞ0 ¼ zcut

�
R
R0

�
β

; ξðeeÞ0 ¼ zcut

� ffiffiffi
2

p tan R
2

sin R0

2

�
β

; ð9Þ

while ζ is defined by

ζðppÞ ≡ R
2 cosh ηJ

; ζðeeÞ ≡ tan
R
2
; ð10Þ

such that ξ00 in Eq. (8) is the soft-wide angle transition point
of the NNLL calculation. We set ΛQCD → 1 GeV, the
typical scale of transition from parton showers to hadro-
nization. The parameter ρ in Eq. (8) determines the onset of
the SDOE region, and we set ρ ¼ 4.5. In principle, any
choice satisfying ρ ≫ 1 is acceptable. We explore other
choices of ρ in the supplemental material [101].

Finally, we perform a least-squares fit for the NP
parameters by defining our χ2 statistic as

χ2 ≡X
i

½ðσ⃗MC
κ;hadÞi − ðσ⃗κ;partþNPðΩ⚭

1κ;…ÞÞi�2
ðΔσ⃗Þ2i

: ð11Þ

Here, we define σ⃗X as a vector consisting of cross section
values for nbins ¼ 10 bins within the fit range and all
permutations of pT (or EJ), zcut, and β values considered
above.Weuse σ⃗MC

κ;had to denote the hadron-levelMCgroomed
jet mass cross section and define σ⃗κ;partþNP by incorporating
the NP constants Ω⚭

1κ;ϒ
Ⓞ
1;0κ;ϒ

Ⓞ
1;1κ, and NNLL computation

of Cκ
1;2 in Eq. (6) to the parton-level MC spectrum dσ̂MC

κ ,
following Eq. (2). The uncertainty in the denominator is
defined as

ðΔσ⃗Þ2i ≡ ð0.05ðσ⃗part×C1
ÞiÞ2 þ ð0.25ðσ⃗part×C2

ÞiÞ2; ð12Þ
where, guided by the size of perturbative uncertainties in
Fig. 2, we have assigned 5% and 25% uncertainty, respec-
tively, to the weighted cross sections for shift and boundary
corrections. The NP constantsΩ⚭

1κ,ϒ
Ⓞ
1;0κ, andϒ

Ⓞ
1;1κ are then

varied to minimize this χ2 statistic. An example of the fit for
mass distribution is shown in Fig. 1.
The fit results for the NP constants with scale variations

of Cκ
1;2 for PYTHIA are presented in Table I. As expected, the

parameters are found to be ≲1 GeV. Quark jets within the
two quark processes show similar parameter values within
uncertainties. Even when NP parameters for quark jets are
simultaneously fit for in eþe− and pp processes, an
excellent χ2 value of 0.840 per degree of freedom (dof)
is obtained. This is not surprising, as soft drop isolates the
jet from surrounding radiation. To investigate this further,
correlations between Ω⚭

1κ and ϒⓄ
1;0κ for the four processes

are shown in Fig. 3, where each ellipse represents a 1σ
deviation. Perturbative uncertainties are accounted for by
repeating the fit with varying Cκ

1;2 up and down within the
uncertainty band shown in Fig. 2. Excellent agreement
within uncertainties is observed between the NP parameters
for quark jets in pp and eþe− collisions in PYTHIA

simulations, and a moderate agreement is observed for
VINCIA and HERWIG. In contrast, while HERWIG exhibits
similar levels of agreement for gluon jets and quark jets at
both colliders, PYTHIA and VINCIA show significant dis-
agreement. This indicates that, contrary to the expectation
for groomed jets, hadronization modeling of gluon jets in
isolation in eþe− collisions in PYTHIA and VINCIA differs
significantly from jets in hadron colliders. This deviation
goes beyond perturbative uncertainty. The differing results
between PYTHIA and VINCIA suggest an interplay of parton
showers with hadronization models. We anticipate that this
discovery will encourage further investigation into improv-
ing the modeling of gluon jets in event generators. In the
supplemental material [101], we show correlations for other
combinations and fit results for HERWIG and VINCIA.
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We proceed to test the grooming parameters independ-
ence of the NP constants. To this end, we adopt the same
methodology as in Ref. [78] and test this behavior by
comparing the fit results for individual zcut and β values
with the global fit. In Fig. 4, we demonstrate the linear β
dependence of the boundary correction by fitting for a

single parameter ϒⓄ
1κðβÞ for each value of β. We fix Ω⚭

1κ to
its global-fit value in this case due to degeneracy in the NP
parameters. The error bars account for perturbative uncer-
tainty in Cκ

1;2 by refitting with minimum and maximum
variations. We find that all three simulations perform well
in each of the four cases. We also conducted a similar
analysis to test the zcut independence of NP parameters and
found that the three event generators pass the test for both
quark and gluon jets in eþe− collisions but exhibit a linear
trend in zcut for both flavors in pp collisions. More details
can be found in the supplemental material [101]. However,
the larger χ2 values for gluon jets, as seen in Table I for
PYTHIA (also true for HERWIG and VINCIA), suggest that the
modeling of hadronization in gluon jets is less consistent
with our field theory predictions. Finally, our analysis of
the eþe− → qq̄ process using NNLL predictions of Cκ

1;2

demonstrates significant improvement in the universality
behavior with respect to the grooming parameters, com-
pared to Ref. [78] where LL predictions were used.1 In
conclusion, our universality tests of the NP parameters
generally display expected behaviors in all the cases
considered but also reveal some tension with hadronization
models, pointing to interesting avenues for further improve-
ment.2 Our findings motivate the use of real-world collider
data for further analyses and underscore the need for
continued development of hadronization models and their
interface with parton showers in next-generation event-
generators.

Conclusion. In this paper, we have presented a compre-
hensive framework for analyzing nonperturbative correc-
tions in soft drop jet mass by combining earlier work on
nonperturbative factorization with high precision calcula-
tions of multidifferential soft drop cross sections. Our
analysis of hadronization models shows that the

FIG. 3. Testing jet flavor universality of soft drop NP param-
eters in PYTHIA8.3 (top), VINCIA2.3 (bottom, left), and HERWIG7.2
(bottom, right).

FIG. 4. Test for linear β dependence of boundary corrections
(ϒⓄ

1κ ¼ ϒⓄ
1;0κ þ βϒⓄ

1;1κ) in gluon (top) and quark (bottom) jets for
eþe− (left) and pp (right) collisions.

TABLE I. Fit results for NP constants in PYTHIA8.3 for quark
and gluon jets in eþe− and pp collisions.

Quark jets Ω⚭
1q (GeV) ϒⓄ

1;0q (GeV) ϒⓄ
1;1q (GeV) χ2min=dof

eþe− → qq̄ 0.55þ0.06
−0.03 −0.57þ0.16

−0.19 1.06þ0.31
−0.35 0.77þ0.03

−0.00
pp → Z þ q 0.56þ0.05

−0.14 −0.73þ0.29
−0.28 0.89þ0.27

−0.25 0.65þ0.01
−0.02

Gluon jets Ω⚭
1g (GeV) ϒⓄ

1;0g (GeV) ϒⓄ
1;1g (GeV) χ2min=dof

eþe− → gg 1.92þ0.16
−0.32 −0.48þ0.23

−0.22 0.87þ0.25
−0.25 3.13þ0.05

−0.20
pp → Z þ g 0.93þ0.01

−0.12 −0.24þ0.11
−0.01 0.89þ0.20

−0.23 1.34þ0.05
−0.10

1Note that our numerical results for eþe− → qq̄ also differ
from those in Ref. [78] due to different prescription for error in
Eq. (12) and newer versions of MC.

2For example, the analysis at LL in Ref. [78] already revealed
problems in the HERWIG8.2 hadronization model, which resulted
in its improvement in version 8.3.
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nonperturbative parameters display the universal behaviors
predicted by field theory, thereby demonstrating the reli-
ability of our framework. Our work has immediate impli-
cations for precision phenomenology involving soft drop
jet mass. For example, in Ref. [77], our results are used to
evaluate the impact of the NP corrections on the sensitivity
and ultimate precision achievable on αs at the LHC using
SD jet mass. The results show that when the nonperturba-
tive parameters in Eq. (2) are left unconstrained hadroni-
zation effects in the β ¼ 1 case are 3% (8%) for quark
(gluon) jets, which are of the same size as the NNLL
perturbative uncertainty. Our analysis suggests that with
high-precision calculations for the soft drop jet mass and
the boundary correction (Cκ

2 in Fig. 2) it will be feasible to
significantly constrain one or more of the NP constants and
hence improve the ultimate precision achievable on αs
determination at the LHC. In summary, our work has
provided a crucial understanding of hadronization correc-
tions that are necessary for precision measurements with
soft drop jet mass. Our framework serves as a benchmark
tool for improving hadronization modeling in MC event
generators and motivates analyses with real-world col-
lider data.
Finally, while our analysis has focused on groomed

observables, we believe that our approach presented here
for analyzing hadronization corrections has broader appli-
cability. It can be effectively extended to other jet sub-
structure observables, such as energy-energy correlators
[102–104] and event shapes in a multijet region [105]. The

SDOE region offers a rich interplay between perturbative
and nonperturbative dynamics, primarily due to the pres-
ence of perturbative emissions. Thus, our work not only
provides a comprehensive understanding of hadronization
corrections for groomed observables but also opens up new
possibilities for studying other jet substructure observables
where the leading-order correction exhibits similar
characteristics.
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