# Search for $C P$ violation in $D_{(s)}^{+} \rightarrow K^{+} K_{S}^{0} h^{+} h^{-}(h=K, \pi)$ decays and observation of the Cabibbo-suppressed decay $D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$ 

H. K. Moon®, E. Won®, I. Adachiఠ, H. Aihara๑, D. M. Asner®, H. Atmacan®, V. Aulchenko๑, T. Aushev®, R. Ayad®, V. Babu®, S. Bahinipati๑, Sw. Banerjee๑, M. Bauer®, P. Behera๑, K. Belous®, J. Bennett®, M. Bessner®,

T. E. Browder®, A. Budano๑, M. Campajola@, D. Červenkov®, M.-C. Chang®, V. Chekelian®, B. G. Cheon®,
K. Chilikin๑, H. E. Cho๑, K. Cho๑, Y. Choi๑, S. Choudhury®, D. Cinabro®, J. Cochran®, S. Das®, N. Dash®,
 S. Dubey®, D. Epifanov®, T. Ferber®, D. Ferlewicz๑, B. G. Fulsom®, R. Garg๑, V. Gaur®, A. Giri@, P. Goldenzweig๑, E. Graziani๑, T. Gu®, Y. Guan๑, K. Gudkova๑, S. Halder®, T. Hara®, K. Hayasaka๑, H. Hayashii๑, M. T. Hedges®,
 M. Iwasaki๑, W. W. Jacobs๑, E.-J. Jang๑, S. Jia๑, Y. Jin๑, K. K. Joo๑, A. B. Kaliyar®, T. Kawasaki๑, C. Kiesling๑, C. H. Kim®, D. Y. Kim®, K.-H. Kim๑, Y.-K. Kim®, K. Kinoshita@, P. Kodyš๑, T. Konno®, A. Korobov®, S. Korpar®, E. Kovalenko®, P. Križan®, P. Krokovny®, T. Kuhr®, M. Kumar®, R. Kumar®, K. Kumara®, A. Kuzmin®, Y.-J. Kwon®, K. Lalwani๑, J. S. Lange๑, S. C. Lee๑, J. Li๑, L. K. Liఠ, Y. Liఠ, J. Libby๑, K. Lieret๑, Y.-R. Lin๑, D. Liventsev๑, T. Luo®, Y. Ma®, M. Masuda๑, T. Matsuda๑, D. Matvienko๑, S. K. Maurya๑, M. Merola๑, F. Metzner®, K. Miyabayashi๑, R. Mizuk๑, G. B. Mohanty®, I. Nakamura๑, M. Nakao๑, H. Nakazawa®, A. Natochii๑, L. Nayak๑, N. K. Nisar๑, S. Nishida๑, K. Ogawa๑, S. Ogawa@, H. Ono๑, P. Oskin๑, P. Pakhlov®, G. Pakhlova@, T. Pang๑,

T. Podobnik๑, E. Prencipe๑, M. T. Prim®, A. Rabusov®, M. Röhrken๑, A. Rostomyan®, N. Rout®, G. Russo๑, S. Sandilya@, L. Santelj@, V. Savinov®, G. Schnell®, C. Schwanda®, A. J. Schwartz®, Y. Seino®, K. Senyo®, M. E. Sevior®, M. Shapkin®, C. Sharma®, C. P. Shen®, J.-G. Shiu®, A. Sokolov®, E. Solovieva®, M. Starič๑,
 T. Uglov®, Y. Unno๑, K. Uno๑, S. Uno®, P. Urquijo®, S. E. Vahsen®, R. van Tonder®, G. Varner®, K. E. Varvell®, A. Vinokurova®, D. Wang๑, M.-Z. Wang๑, M. Watanabe๑, S. Watanuki๑, J. Wiechczynski®, B. D. Yabsley®, W. Yan๑, S. B. Yang๑, J. Yelton๑, J. H. Yin๑, Y. Yook๑, C. Z. Yuan®, L. Yuan®, Y. Yusa@, Y. Zhai๑, Z. P. Zhang๑, V. Zhilich๑, and V. Zhukova@

## (Belle Collaboration)

(Received 18 May 2023; accepted 21 November 2023; published 21 December 2023)
We search for $C P$ violation by measuring a $T$-odd asymmetry in the Cabibbo-suppressed $D^{+} \rightarrow$ $K^{+} K_{S}^{0} \pi^{+} \pi^{-}$decay, and in the Cabibbo-favored $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$and $D^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$decays. We use $980 \mathrm{fb}^{-1}$ of data collected by the Belle detector running at the KEKB asymmetric-energy $e^{+} e^{-}$ collider. The $C P$-violating $T$-odd parameter $a_{C P}^{T \text {-odd }}$ is measured to be $a_{C P}^{T \text {-odd }}\left(D^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}\right)=$ $(0.34 \pm 0.87 \pm 0.32) \%, \quad a_{C P}^{T-\text { odd }}\left(D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}\right)=(-0.46 \pm 0.63 \pm 0.38) \%, \quad$ and $\quad a_{C P}^{T-\text { odd }}\left(D^{+} \rightarrow\right.$ $\left.K^{+} K^{-} K_{S}^{0} \pi^{+}\right)=(-3.34 \pm 2.66 \pm 0.35) \%$, where the first uncertainty is statistical and the second is systematic. We also report the first observation of the Cabibbo-suppressed decay $D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$. The branching fraction is measured relative to that of the analogous Cabibbo-favored decay: $\mathcal{B}\left(D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}\right) / \mathcal{B}\left(D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}\right)=(1.36 \pm 0.15 \pm 0.04) \%$.
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[^0]In the Standard Model (SM), violation of chargeconjugation and parity ( $C P$ ) symmetry in weak decays is described by a quark-mixing phase in the Cabbibo-Kobayashi-Maskawa matrix [1,2]. However, within this theoretical framework, the magnitude of $C P$ violation observed so far [3-8] is too small to explain the large baryon asymmetry in the present universe [9]. Thus, it is important to search for new sources of $C P$ violation.
$C P$ violation in charm decays is predicted to be especially small: $10^{-3}$ or less [10,11]. Consequently, observing $C P$ violation in charm decays could indicate new physics beyond the SM. The LHCb experiment observed direct $C P$ violation in Cabibbo-suppressed (CS) $D^{0}$ decays at the level of $0.2 \%$ [8]. While it is possible to account for this within the SM $[12,13]$, new sources of $C P$ violation cannot be excluded.

Here we search for $C P$ violation in two Cabibbofavored (CF) decays, $D^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$[14] and $D_{s}^{+} \rightarrow$ $K^{+} K_{S}^{0} \pi^{+} \pi^{-}$[hereafter referred to as $D^{+}(\mathrm{CF})$ and $D_{s}^{+}(\mathrm{CF})$, respectively], and a CS decay, $D^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$[hereafter referred to as $\left.D^{+}(\mathrm{CS})\right]$. We also report the first observation of the CS decay $D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$[hereafter referred to as $\left.D_{s}^{+}(\mathrm{CS})\right]$, and we measure its branching fraction relative to its CF counterpart $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$.

We search for $T$ violation and $C P$ violation by measuring a $T$-odd triple-product asymmetry as follows. The method was introduced in Refs. [15-18] and has been applied to several four-body decays [19-25]. We construct the triple product

$$
\begin{equation*}
C_{T} \equiv \vec{p}_{K^{+}} \cdot\left(\vec{p}_{\pi^{+}} \times \vec{p}_{h^{-}}\right) \tag{1}
\end{equation*}
$$

where $\vec{p}_{K^{+}}, \vec{p}_{\pi^{+}}$, and $\vec{p}_{h^{-}}$are the momenta of three of the four daughters of a $D_{(s)}^{+}$decay as measured in the rest frame of the $D_{(s)}^{+}$. This quantity changes sign under time reversal, i.e., it is $T$-odd. We subsequently define $T$-odd asymmetries, $A_{T}$ and its $C P$-conjugate $\bar{A}_{T}$, as

$$
\begin{equation*}
A_{T}=\frac{\Gamma\left(C_{T}>0\right)-\Gamma\left(C_{T}<0\right)}{\Gamma\left(C_{T}>0\right)+\Gamma\left(C_{T}<0\right)}, \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{A}_{T}=\frac{\Gamma\left(-\bar{C}_{T}>0\right)-\Gamma\left(-\bar{C}_{T}<0\right)}{\Gamma\left(-\bar{C}_{T}>0\right)+\Gamma\left(-\bar{C}_{T}<0\right)} \tag{3}
\end{equation*}
$$

Here, $\bar{C}_{T}$ denotes the triple product for the chargeconjugate decay, and the minus sign is included to account for the parity transformation. The observables $A_{T}$ and $\bar{A}_{T}$ can be nonzero due to either $T$ violation or strong phases. The former would have opposite sign for $A_{T}$ and $\bar{A}_{T}$, while the latter would have the same sign [17]. Thus the difference

$$
\begin{equation*}
a_{C P}^{T \text {-odd }}=\frac{1}{2}\left(A_{T}-\bar{A}_{T}\right) \tag{4}
\end{equation*}
$$

removes any effect from strong phases, and a nonzero value would indicate $T$ violation. As $A_{T}$ and $\bar{A}_{T}$ are $C P$-conjugate quantities, $a_{C P}^{T-\text { odd }}$ is manifestly $C P$-violating.

Previous measurements of the $D_{(s)}^{+}$decays studied here were made by the $B A B A R$ experiment, which obtained $\quad a_{C P}^{T-\text {-odd }}\left[D^{+}(\mathrm{CS})\right]=(1.20 \pm 1.00 \pm 0.46) \% \quad$ and $a_{C P}^{T \text {-odd }}\left[D_{s}^{+}(\mathrm{CF})\right]=(-1.36 \pm 0.77 \pm 0.34) \%$ [23]. We report
measurements using a data sample almost twice as large as that used by BABAR.

Our analysis uses data recorded by the Belle experiment, which ran at the KEKB $e^{+} e^{-}$asymmetric-energy collider [26,27]. The Belle detector [28] is a large-solid-angle magnetic spectrometer that consists of a silicon vertex detector (SVD), a 50-layer central drift chamber (CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement of time-of-flight scintillation counters (TOF), and an electromagnetic calorimeter consisting of $\mathrm{CsI}(\mathrm{Tl})$ crystals. All these detector components are located inside a superconducting solenoid coil that provides a 1.5 T magnetic field. An iron flux-return located outside of the coil is instrumented with resistive plate chambers to detect $K_{L}^{0}$ mesons and to identify muons. More information about the detector is provided in Ref. [28].

The data were collected at or near the $\Upsilon(n S)(n=1-5)$ resonances and correspond to a total integrated luminosity of $980 \mathrm{fb}^{-1}$. The majority of the data $\left(711 \mathrm{fb}^{-1}\right)$ were collected at the $\Upsilon(4 S)$ resonance. We use Monte Carlo (MC) simulation to study sources of background, optimize selection criteria, and calculate event selection efficiencies. We use EVTGEN [29] to generate both signal decays and background processes, and GEANT3 [30] to model the detector response. Simulated $D_{(s)}^{+} \rightarrow K^{+} K_{S}^{0} h^{+} h^{-}$decays are required to decay uniformly in phase space. Simulated generic $D$ and $B$ decays include previously measured intermediate resonances. To avoid bias, all selection criteria and analysis procedures are finalized before examining signal candidates in the data.

To improve track position resolution, all charged tracks are required to have transverse momentum larger than $0.1 \mathrm{GeV} / c$ and at least two associated hits in the SVD in both beam and radial directions. Charged kaons and pions are identified by the ratio of particle identification (PID) likelihoods $\mathcal{L}_{K} /\left(\mathcal{L}_{K}+\mathcal{L}_{\pi}\right)$, where $\mathcal{L}_{K}$ and $\mathcal{L}_{\pi}$ are constructed using information from the $\mathrm{CDC}, \mathrm{TOF}$, and ACC. Neutral $K_{S}^{0}$ candidates are reconstructed from the decay chain $K_{S}^{0} \rightarrow \pi^{+} \pi^{-}$. Identification of the $K_{S}^{0}$ candidates is performed using a neural network algorithm [31] based on kinematic variables of the $K_{S}^{0}$ candidate. The invariant mass of the $K_{S}^{0}$ candidates is required to be within $\pm 10 \mathrm{MeV} / c^{2}$ of the nominal value [32]; this corresponds to $\pm 5.5 \sigma$ in resolution. For these candidates, a mass-constrained vertex fit is performed.

The $D_{(s)}^{+}$candidates are reconstructed from three tracks and one $K_{S}^{0}$ candidate. A vertex fit is performed to the $D_{(s)}^{+}$ candidates. After this fit, the $D_{(s)}^{+}$candidates must be consistent with originating from the interaction point (IP). In particular, we require that the impact parameter with respect to the IP be less than 4.0 cm in the beam direction and less than 2.0 cm in the plane perpendicular to the beam direction.

After this loose selection, two "peaking" backgrounds that have the same final-state particles as the signal decays
are identified. The first is $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} K_{S}^{0}$, in which both $K_{S}^{0}$ daughters decay to $\pi^{+} \pi^{-}$. To suppress this background, the invariant mass of the two charged pions originating directly from the $D_{s}^{+}$decay is required to be outside the range $\pm 3 \sigma$ from the $K_{S}^{0}$ nominal mass [32]. The second background is $D^{*+} \rightarrow D^{0} \pi^{+}$followed by $D^{0} \rightarrow K^{+} K_{S}^{0} \pi^{-}$ or $D^{0} \rightarrow K^{+} K^{-} K_{S}^{0}$. To suppress this background, we require that $\Delta M>0.15 \mathrm{GeV} / c^{2}$, where $\Delta M$ is defined as $M\left(K^{+} K_{S}^{0} \pi^{+} \pi^{-}\right)-M\left(K^{+} K_{S}^{0} \pi^{-}\right)$or $M\left(K^{+} K^{-} K_{S}^{0} \pi^{+}\right)-$ $M\left(K^{+} K^{-} K_{S}^{0}\right)$. Here, $M$ denotes the invariant mass of the listed particles.

To veto large combinatorial backgrounds, three quantities are used: the scaled momentum $x_{p}$, the sum of kinematic vertex fit qualities $\Sigma\left(\chi^{2} / \mathrm{ndf}\right)$, and the significance of the $D$ meson decay length $L_{D} / \sigma_{L}$. The scaled momentum is defined as $x_{p}=p^{*} c / \sqrt{0.25 \cdot E_{\mathrm{CM}}^{2}-M^{2} c^{4}}$, where $p^{*}$, $E_{\mathrm{CM}}$, and $M$ are the momentum of the $D_{(s)}^{+}$candidate in the center-of-mass frame, the total $e^{+} e^{-}$collision energy in the center-of-mass frame, and the reconstructed invariant mass of the $D_{(s)}^{+}$candidate, respectively. The sum $\Sigma\left(\chi^{2} / \mathrm{ndf}\right)$ utilizes the goodness-of-fit $\chi^{2}$ statistic resulting from the $D_{(s)}^{+}$ production vertex fit and decay vertex fit. The significance of the $D_{(s)}^{+}$decay length $L_{D} / \sigma_{L}$ is defined as

$$
\begin{gather*}
\vec{L}=\vec{r}_{\mathrm{dec}}-\vec{r}_{\mathrm{prod}},  \tag{5}\\
L_{D}=\vec{L} \cdot \frac{\vec{p}}{|\vec{p}|}  \tag{6}\\
\sigma_{L}^{2}=\frac{\vec{L}^{T} \cdot\left(V_{\mathrm{dec}}+V_{\mathrm{prod}}\right) \cdot \vec{L}}{|\vec{L}|^{2}}, \tag{7}
\end{gather*}
$$

where $\vec{p}$ is the momentum vector of the $D_{(s)}^{+}$, and $\vec{r}_{\text {prod }}$ and $\vec{r}_{\text {dec }}$ are the position vectors for the production and decay vertices, respectively, each with its corresponding error matrices $V_{\text {prod }}$ and $V_{\text {dec }}$. Signal events typically have larger values of $x_{p}$ and $L_{D} / \sigma_{L}$, and smaller values of $\Sigma\left(\chi^{2} / \mathrm{ndf}\right)$, as compared to background events.

We optimize selection criteria by maximizing the signal significance $S / \sqrt{S+B}$, where $S$ and $B$ are the numbers of signal and background events, respectively, expected in the signal region. We use MC for signal events and a data sideband for background events. For $S$, we scale the number of signal events from MC using the known branching fraction [32]. We optimize selection criteria for the three channels independently, resulting in slightly different selection criteria. The optimal values fall within the following ranges: $\Sigma\left(\chi^{2} /\right.$ ndf $)<(5-9), L_{D} / \sigma_{L}>(1.4-5.1)$, and $x_{p}>$ (0.3-0.55). We account for correlations among these three criteria by optimizing the criteria simultaneously.

The invariant mass distributions of signal candidates after applying all selection criteria are shown in Figs. 1-3.


FIG. 1. Fit results for $D^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$candidates. Dots with error bars show the data; red dashed lines show the background component; blue dotted curves show the signal component; and solid curves show the overall fit result. Pulls are plotted below each mass distribution, with the $\pm 3$ level denoted by horizontal lines.

For each channel, events are divided into four subsamples, depending on the $D$ charge and sign of $C_{T}$ and $\bar{C}_{T}$ values. The four signal yields are related to the $T$-odd observable $A_{T}$ and $C P$-violating parameter $a_{C P}^{T \text {-odd }}$ as follows:


FIG. 2. Fit results for $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$candidates. Dots with error bars show the data; red dashed lines show the background component; blue dotted curves show the signal component; and solid curves show the overall fit result. Pulls are plotted below each mass distribution, with the $\pm 3$ level denoted by horizontal lines.


FIG. 3. Fit results for $D^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$candidates. Dots with error bars show the data; red dashed lines show the background component; blue dotted curves show the signal component; and solid curves show the overall fit result. Pulls are plotted below each mass distribution, with the $\pm 3$ level denoted by horizontal lines.

$$
\begin{gather*}
N\left(C_{T}>0\right)=\frac{N\left(D_{(s)}^{+}\right)}{2}\left(1+A_{T}\right),  \tag{8}\\
N\left(C_{T}<0\right)=\frac{N\left(D_{(s)}^{+}\right)}{2}\left(1-A_{T}\right),  \tag{9}\\
N\left(-\bar{C}_{T}>0\right)=\frac{N\left(D_{(s)}^{-}\right)}{2}\left(1+A_{T}-2 a_{C P}^{T-\text { odd }}\right),  \tag{10}\\
N\left(-\bar{C}_{T}<0\right)=\frac{N\left(D_{(s)}^{-}\right)}{2}\left(1-A_{T}+2 a_{C P}^{T \text {-odd }}\right) . \tag{11}
\end{gather*}
$$

We determine $N\left(D_{(s)}^{+}\right), N\left(D_{(s)}^{-}\right), A_{T}$, and $a_{C P}^{T \text {-odd }}$ by performing a binned maximum likelihood fit, simultaneously to the invariant mass distributions of the four subsamples. The signal component is described by the superposition of two Gaussian functions with a common mean value. The background component is modeled with a straight line. We use a common signal probability density function (PDF) and four independent background PDFs for the subsamples. All parameters of the PDFs are free to vary. The asymmetries $A_{T}$ and $a_{C P}^{T \text {-odd }}$ are directly extracted from the fit. To validate our method, we extract $A_{T}$ and $a_{C P}^{T \text {-odd }}$ from six independent MC samples where no $T$-violation is expected. For all MC samples, the extracted asymmetries are consistent with zero.

Projections of the fit result are superimposed on the data in Figs. 1-3. The normalized residuals ("pulls") are plotted below the distributions and are calculated as $\left(N_{\text {data }}-N_{\text {fit }}\right) / \sigma_{N_{\text {data }}}$. Here $N_{\text {data }}, N_{\text {fit }}$, and $\sigma_{N_{\text {data }}}$ are the

TABLE I. Results of $A_{T}$ and $a_{C P}^{T \text {-odd }}$ measurements. The uncertainties listed are statistical.

| Mode | $A_{T}(\%)$ | $a_{C P}^{T \text {-odd }}(\%)$ |
| :--- | :---: | ---: |
| $D^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$ | $(3.67 \pm 1.23)$ | $(0.34 \pm 0.87)$ |
| $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$ | $(-8.31 \pm 8.89)$ | $(-0.46 \pm 0.63)$ |
| $D^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$ | $(-1.40 \pm 4.23)$ | $(-3.34 \pm 2.66)$ |

yield, yield predicted by the fitted PDF, and the error on the yield, respectively. The fitted results for $A_{T}$ and $a_{C P}^{T \text {-odd }}$ are listed in Table I.

The main sources of systematic uncertainty are listed in Table II and evaluated as follows. Possible bias resulting from the choice of signal shape is checked by fitting for $a_{C P}^{T \text {-odd }}$ using alternative shapes. For these shapes we try a Gaussian function, the superposition of a Gaussian function and an asymmetric Gaussian function, and the superposition of two asymmetric Gaussian functions. The largest deviation of $a_{C P}^{T \text {-odd }}$ from the nominal result is taken as the systematic uncertainty.

The systematic uncertainty from possible detector bias is checked by measuring $a_{C P}^{T \text {-odd }}$ for control sample $D^{+} \rightarrow$ $K_{S}^{0} \pi^{+} \pi^{+} \pi^{-}$. This control sample is CF decay and is expected to have $a_{C P}^{T \text {-odd }}$ value consistent with zero with small statistical uncertainty. We obtain $a_{C P}^{T \text {-odd }}=(-0.32 \pm$ $0.27) \%$ for $D^{+} \rightarrow K_{S}^{0} \pi^{+} \pi^{+} \pi^{-}$. We assign this central values of $a_{C P}^{T-\text { odd }}$ as the systematic uncertainty due to possible detector bias.

We also check for possible biases due to $C_{T}$ resolution and differences in reconstruction efficiency among the four subsamples of each mode. These uncertainties are evaluated by taking the difference between generated and reconstructed values of $a_{C P}^{T \text {-odd }}$ for the signal MC samples. The total systematic uncertainties are evaluated as the sum in quadrature of all individual contributions and are also listed in Table II. The results for $a_{C P}^{T \text {-odd }}$ are listed in Table III along with the corresponding signal yields.

We also perform a search for the CS decay $D_{s}^{+} \rightarrow$ $K^{+} K^{-} K_{S}^{0} \pi^{+}$. We suppress peaking background from $D^{*+} \rightarrow D^{0} \pi^{+}, \quad D^{0} \rightarrow K^{+} K^{-} K_{S}^{0} \quad$ by requiring $\quad \Delta M>$ $0.15 \mathrm{GeV} / c^{2}$. As done for the $a_{C P}^{T-\text { odd }}$ measurement, we suppress backgrounds using the variables $x_{p}, \Sigma\left(\chi^{2} / \mathrm{ndf}\right)$, and the significance of the $D$ meson decay length, $L_{D} / \sigma_{L}$.

TABLE II. Contributions to the absolute systematic uncertainty for $a_{C P}^{T-\text {-odd }}$ in units of $\%$ for each mode.

| Sources | $D^{+}(\mathrm{CS})$ | $D_{s}^{+}(\mathrm{CF})$ | $D^{+}(\mathrm{CF})$ |
| :--- | :---: | :---: | :---: |
| Fit model | 0.01 | 0.02 | 0.12 |
| Detector bias | 0.32 | 0.32 | 0.32 |
| $C_{T}, \bar{C}_{T}$ efficiency and resolution | 0.03 | 0.20 | 0.06 |
| Total | 0.32 | 0.38 | 0.35 |

TABLE III. Fitted signal yields and $a_{C P}^{T \text {-odd }}$ values. The first uncertainties are statistical and the second are systematic.

| Mode | $N\left(D_{(s)}^{+}\right)$ | $a_{C P}^{T \text {-odd }}(\%)$ |
| :--- | :---: | :---: |
| $D^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$ | $18632 \pm 214$ | $(0.34 \pm 0.87 \pm 0.32)$ |
| $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$ | $70080 \pm 676$ | $(-0.46 \pm 0.63 \pm 0.38)$ |
| $D^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$ | $1425 \pm 44$ | $(-3.34 \pm 2.66 \pm 0.35)$ |

The selection criteria are chosen to maximize the ratio $S / \sqrt{B}$, where $S$ and $B$ are the expected yields of signal and background events in the signal region based on MC simulation. To normalize the sensitivity of our search, we use the fitted yield of CF $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$decays; dividing the yield of $D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$by this yield and the ratio of efficiencies gives the ratio of branching fractions.

The distribution of $M\left(K^{+} K^{-} K_{S}^{0} \pi^{+}\right)$after applying all selection criteria is shown in Fig. 4. A clear peak at the mass of the $D_{s}^{+}$[32] is observed. To obtain the signal yield, we perform a maximum likelihood fit to the $M\left(K^{+} K^{-} K_{S}^{0} \pi^{+}\right)$distribution. A Gaussian function and a straight line are used to describe the shapes of the signal and combinatorial background, respectively. The shape of residual $D^{*+}$ background is taken to be a Gaussian, with the mean and width fixed to MC values. The signal yield obtained is $645 \pm 70$. The statistical significance of the $D_{s}^{+}(\mathrm{CS})$ signal is $9.3 \sigma$, calculated using the difference in the log likelihoods $\sqrt{-2 \ln \left(\mathcal{L}_{\left.0 / L_{\max }\right)}\right)}$. Here, $\mathcal{L}_{\max }$ and $\mathcal{L}_{0}$ are the likelihood values of the fit to the $M\left(K^{+} K^{-} K_{S}^{0} \pi^{+}\right)$ spectrum with and without including the signal PDF,


FIG. 4. The $M\left(K^{+} K^{-} K_{S}^{0} \pi^{+}\right)$distribution for signal candidates with the fit result superimposed. Circles with error bars show the data, and the solid contour shows the overall fit result. In the top plot, the red dashed contour shows the combinatorial background, and the green dotted contour shows the $D^{*+}$ background. In the lower plot, these background components have been subtracted. The background component is subtracted in the lower histogram.
respectively. In order to estimate the signal significance including the additive systematic uncertainties, fits using alternative PDFs for signal and background are performed as discussed below. The minimum value of signal significance we obtain is $9.2 \sigma$. To be conservative, we use this value as the signal significance with systematic uncertainties included.

To take into account variation in reconstruction efficiencies due to unknown intermediate resonances, we correct the fitted signal yield for efficiency in bins of five-dimensional (5D) phase space. We only use events in a signal region defined as $\left|M\left(K^{+} K_{S}^{0} h^{-} \pi^{+}\right)-m\left(D_{s}^{+}\right)\right|<$ $10 \mathrm{MeV} / c^{2}$. These bins consist of the invariant masses of pairs of final-state particles. Such a method has been used in other analyses of four-body decays of $D$ mesons [33]. The 5D phase space is divided into 243 bins (i.e., $3 \times 3 \times 3 \times 3 \times 3$ ), which is well-matched to the structure of the efficiency distribution obtained from the signal MC sample. The binning is first chosen to minimize the efficiency variations within the bins. Subsequently, we adjust the binning to ensure there are no empty bins. We calculate the corrected signal yield $N^{\text {corr }}$ as

$$
\begin{equation*}
N^{\mathrm{corr}}=\sum_{i} \frac{N_{i}^{\mathrm{tot}}-N^{\mathrm{bkg}} \cdot f_{i}^{\mathrm{bkg}}}{\epsilon_{i}} \tag{12}
\end{equation*}
$$

Here, $N_{i}^{\text {tot }}$ and $\epsilon_{i}$ are the total number of events and the reconstruction efficiency, respectively, for the $i$ th bin, and $N^{\mathrm{bkg}}$ is the overall number of background events for all bins together. The fraction of background events in bin $i\left(f_{i}^{\mathrm{bkg}}\right)$ and $\epsilon_{i}$ are obtained from MC simulation. The uncertainties on each term in Eq. (12) are propagated to obtain the overall uncertainty on $N^{\text {corr }}$. Only the PID requirement for a single charged track is different between the final state particles of the signal and normalization modes. To account for a small difference in PID efficiency between data and MC simulation, a correction for PID is included in the efficiency calculation. The correction factor is obtained from a $D^{*+} \rightarrow D^{0} \pi^{+}, D^{0} \rightarrow K^{-} \pi^{+}$control sample. To account for the difference in the momentum spectra of the daughter tracks between the analysis mode and the control sample, the daughter tracks are divided into 384 bins according to the momentum and polar angle ( 32 momentum bins and 12 polar angle bins). We obtain the efficiency-corrected signal yields as listed in Table IV, and the relative branching fraction $\mathcal{B}\left[D_{s}^{+}(\mathrm{CS})\right] / \mathcal{B}\left[D_{s}^{+}(\mathrm{CF})\right]=(1.36 \pm 0.15) \%$, where the uncertainty is statistical only.

TABLE IV. Fitted signal yields ( $N^{\text {sig }}$ ) and efficiency-corrected $\underline{\text { signal yields ( } N^{\text {corr }} \text { ) for } D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-} \text {and } D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}}$.

| Decay mode | $N^{\text {sig }}$ | $N^{\text {corr }}\left(\times 10^{2}\right)$ |
| :--- | :---: | :---: |
| $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$ | $70080 \pm 676$ | $10782 \pm 104$ |
| $D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$ | $645 \pm 70$ | $146 \pm 15$ |

TABLE V. Contributions to the fractional systematic uncertainty for the ratio of branching fractions $\mathcal{B}\left(D_{s}^{+}(\mathrm{CS})\right) / \mathcal{B}\left(D_{s}^{+}(\mathrm{CF})\right)$ in \%.

| Sources | $(\%)$ |
| :--- | :---: |
| PID efficiency correction | 1.6 |
| Efficiency correction (binning) | 0.7 |
| Efficiency correction (intermediate resonances) | 0.5 |
| PDF model | 1.8 |
| Total | 2.6 |

The main sources of systematic uncertainty are listed in Table V and evaluated as follows. Since the correction for the difference in PID efficiencies between data and MC is included in the calculation of the signal yield correction, the uncertainty of the correction is evaluated. We assign $1.6 \%$ as the systematic uncertainty for this contribution.

The uncertainty from the efficiency correction method is checked by using different binnings of the 5D phase space. The largest deviation from the nominal value is assigned as the uncertainty.

To check for any remaining bias due to possible intermediate resonances, we generate MC samples of signal decays proceeding through intermediate resonances and recalculate $N^{\text {corr }}$ using Eq. (12). The largest deviation observed in the ratio of branching fractions with respect to our nominal values is $0.5 \%$, and we assign this value as a systematic uncertainty.

Systematic uncertainties associated with the signal PDF, combinatorial background PDF, and $D^{* 0}$ background shape in $D_{s}^{+}(\mathrm{CS})$ are considered as follows. (1) We try alternative signal shapes as in the $a_{C P}^{T \text {-odd }}$ measurement. (2) The combinatorial background PDF is replaced by a secondorder polynomial. Using the combination of the alternative shapes for signal and background PDFs, we recalculate the ratio of branching fractions. We assign the root-meansquare value of the variation as the uncertainty. (3) The $D^{* 0}$ background shape in $D_{s}^{+}(\mathrm{CS})$ is checked by varying the fixed parameters. We refit the yield of $D_{s}^{+}(\mathrm{CS})$ signal yields for 500 different sets of parameters. The root-mean-square value of the variation is taken as the systematic uncertainty. The uncertainties obtained from (1), (2), and (3) are summed in quadrature and assigned as the systematic uncertainty due to the PDF modeling. The total systematic uncertainty is calculated as the sum in quadrature of the uncertainties from all sources, as listed in Table V.

In summary, using $980 \mathrm{fb}^{-1}$ of data collected with the Belle detector, we measure the $C P$ - and $T$-violating parameter $a_{C P}^{T \text {-odd }}$ for the decays $D^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}, D_{s}^{+} \rightarrow$ $K^{+} K_{S}^{0} \pi^{+} \pi^{-}$, and $D^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$. The results are
$a_{C P}^{T \text {-odd }}\left(D^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}\right)=(0.34 \pm 0.87 \pm 0.32) \%$
$a_{C P}^{T \text {-odd }}\left(D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}\right)=(-0.46 \pm 0.63 \pm 0.38) \%$
$a_{C P}^{T \text {-odd }}\left(D^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}\right)=(-3.34 \pm 2.66 \pm 0.35) \%$,
where the first and second uncertainties are statistical and systematic, respectively. The results are the most precise to date and are consistent with no $C P$ violation in these modes.

We also report the first observation of the CS decay $D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$with a signal significance of $9.2 \sigma$. The branching fraction for $D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}$relative to that for the CF decay $D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}$is measured to be

$$
\frac{\mathcal{B}\left(D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}\right)}{\mathcal{B}\left(D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}\right)}=(1.36 \pm 0.15 \pm 0.04) \%
$$

where the first and second uncertainties are statistical and systematic, respectively. Inserting the world average value for the branching fraction of the normalization mode, $\mathcal{B}\left(D_{s}^{+} \rightarrow K^{+} K_{S}^{0} \pi^{+} \pi^{-}\right)=(0.95 \pm 0.08) \%$ [32], we obtain

$$
\begin{aligned}
& \mathcal{B}\left(D_{s}^{+} \rightarrow K^{+} K^{-} K_{S}^{0} \pi^{+}\right) \\
& =(1.29 \pm 0.14 \pm 0.04 \pm 0.11) \times 10^{-4}
\end{aligned}
$$

where the third uncertainty is due to uncertainty in the branching fraction of the normalization mode.
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