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Pulsar timing arrays (PTAs) are expected to be able to detect gravitational waves (GWs) from individual
supermassive black hole binaries in the near future. In order to identify the host galaxy of a gravitational
wave source, the angular resolution of PTAs should be much better than that expected from the
conventional methodology of PTAs. We study the potential usefulness of precise pulsar-distance
measurements in the determination of the sky location of a single GW source. Precise distance information
from external observations such as astrometry by very long baseline interferometry is incorporated as priors
in the PTA analysis and we evaluate the precision of the sky location of a GW source by simulating PTA
data of 12 milli-second pulsars with only the GW signal and the Gaussian white noise in the timing
residuals. We show that only a few pulsars with a distance precision of 1 pc will improve the precision of
the source location by more than 1 order in the presence of white noise of 10 ns.
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I. INTRODUCTION

A pulsar timing array (PTA) experiment is a method to
detect gravitational waves (GWs) in the frequency range of
10−9–10−7 Hz by observing millisecond pulsars over a long
period of time [1]. There are multiple PTA projects around
the world: European Pulsar Timing Array (EPTA) [2], North
American Nanohertz Observatory for Gravitational Waves
(NANOGrav) [3], Parkes Pulsar Timing Array (PPTA) [4],
Indian Pulsar Timing Array (InPTA) [5], Chinese Pulsar
Timing Array (CPTA) [6] and MeerKAT Pulsar Timing
Array (MPTA) [7]. International Pulsar Timing Array
(IPTA) is a consortium that coordinates and enhances the
activities of these PTAs and combines data from different
PTAs [8]. The primary GW source for the PTAs is super-
massive black hole binaries (SMBHBs), while GWs from
cosmic strings and cosmic inflation are also intriguing
targets.
Recently, non-negligible Bayesian evidence for stochas-

tic GW background has been reported by EPTAþ InPTA,
NANOGrav, PPTA and CPTA [6,9–11]. Although the
current data and analysis are not yet statistically significant
enough to claim detection, in the near future, by further
accumulating data and combining data from different
PTAs, it will be determined whether the obtained signal
originates from the stochastic GW background. Then one

of the next goals of PTAs is to detect continuous GWs from
individual SMBHBs [12]. If we can detect and precisely
locate single GW sources, we will be able to identify the
host galaxies of the SMBHBs and, in the future, create an
SMBHB catalog. This is nanohertz GW astronomy, and
follow-up observations with electromagnetic waves will
enable us to study the evolution and growth of SMBHs
from multiple aspects.
As an example, let us consider an SMBHB with a chirp

mass of 109M⊙ and GW frequency of 10−8 Hz. If it is
located within about 1 Gpc (z ¼ 0.2) from the observer, the
GW amplitude is about 3 × 10−8 s and detectable with the
current PTAs in the near future. On the other hand,
according to the galaxy and mass assembly survey, the
surface number density of galaxies below the redshift
z ¼ 0.2 is about 103 deg−2 [13,14]. Therefore, the host
galaxy of a GW source would not be identified without the
resolution of the GW source of about 10−3 deg2 ≈ 4 amin2.
So far, many researchers have studied the precision of
the sky location determination for a continuous GW
source [15–30]. According to simulations of the IPTA
dataset, the sky location can be determined with a precision
on the order of 100 deg2 [27]. This precision will not be
sufficient to identify the host galaxy among a large number
of candidate galaxies.
In this paper, we study the potential usefulness of precise

pulsar-distance measurements in the determination of the
sky location of a single GW source. In the GW signal
model, the pulsar distance appears mainly in the phase of
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the “pulsar term”. Precise pulsar distances from external
observations such as VLBI astrometry can be incorporated
as priors in the PTA analysis and are expected to improve
the determination of parameters including the sky location
of the GW source. Given that a typical period of GWs
targeted by PTAs is O(1–10) years, the phase of the pulsar
term can be determined only if the uncertainty in the pulsar
distance is less than 1 pc.
There are several different ways to measure pulsar

distances. Among these, pulsar distances obtained with
very long baseline interferometry (VLBI) astrometry are
independent of the timing model used by the PTAs and can
be used as prior information for the PTA analysis [31]. For
example, the very long baseline arrays (VLBA) have been
used to measure the parallax-based pulsar distance of many
pulsars [32]. Recently, millisecond pulsars have also been
observed with the VLBA for distance measurements [31].
According to the VLBA results, for example, the parallax
of PSR J0030þ 0451 was measured to be 3.02(7) mas and
the distance was determined to be 331(8) pc without a
timing model. In the SKA (Square Kilometer Array) era,
combining the SKAwith other radio telescopes to perform
VLBI observations, the maximum astrometric precision is
expected to reach 15 μas at 1.4 GHz [33]. With this
precision, the uncertainty in the distance of a pulsar located
at 300 pc will be on the order of 1 pc.
In this paper, we evaluate the potential effects of precise

pulsar distance on the determination of PTA parameters,
especially the location of a GW source, considering the
current and future precision of pulsar distance measure-
ments. The paper is organized as follows. In Sec. II, we
describe the signal model of a GW emitted from a circular
SMBHB and the parameter estimation method. In Sec. III,
we investigate the results of the analysis for simulated data
and compare the results with several models. In Sec. IV, we
provide our conclusions and discuss future work.
Throughout this paper, we use units where G ¼ c ¼ 1.

II. METHOD

A. Signal model

In general relativity, a GW is represented as a super-
position of the plus (þ) and cross (×) polarizations:

hμνðt; Ω̂Þ ¼
X

A¼þ;×

hAðt; Ω̂ÞeAμνðΩ̂Þ; ð1Þ

where Ω̂ is a unit vector from the GW source to the Solar
System barycenter (SSB), hA are the polarization ampli-
tudes and eAμν are the polarization tensors. The polarization
tensors can be expressed as

eþμνðΩ̂Þ ¼ m̂μm̂ν − n̂μn̂ν; ð2Þ

e×μνðΩ⃗Þ ¼ m̂μn̂ν þ n̂μm̂ν; ð3Þ

where m̂ and n̂ are unit vectors orthogonal to each other and
to Ω̂.
The GW induces the timing residuals [34–36]:

sðt; Ω̂Þ ¼
X

A¼þ;×

ΔsAðtÞFAðΩ̂Þ; ð4Þ

where

ΔsAðtÞ ¼ sAðtpÞ − sAðtÞ: ð5Þ

Here, t and tp are times when the GW passed through the
SSB and the pulsar, respectively, and FA are the antenna
pattern functions. The first and second terms in Eq. (5) are
called pulsar and Earth terms, respectively. Let p̂ be a unit
vector from the SSB to the pulsar, then the time tp is
written as

tp ¼ t − Lpð1þ Ω̂ · p̂Þ; ð6Þ

where Lp is the distance between the SSB and the pulsar.
Furthermore, the antenna pattern functions are defined as,

FAðΩ̂Þ≡ 1

2

p̂μp̂ν

1þ Ω̂ · p̂
eAμνðΩ̂Þ: ð7Þ

We define the unit vectors as

Ω̂ ¼ −ðsin θ cosϕÞx̂ − ðsin θ sinϕÞŷ − ðcos θÞẑ; ð8Þ

m̂ ¼ ðsinϕÞx̂ − ðcosϕÞŷ; ð9Þ

n̂ ¼ −ðcos θ cosϕÞx̂ − ðcos θ sinϕÞŷþ ðsin θÞẑ; ð10Þ

p̂¼ðsinθpcosϕpÞx̂þðsinθp sinϕpÞŷþðcosθpÞẑ; ð11Þ

where x̂; ŷ and ẑ are the Cartesian basis vectors and
Ω̂ ¼ m̂ × n̂. In the case of a GW emitted from a circular
SMBHB, sA can be written as [37]:

sþðtÞ ¼
M5=3

dLωsðtÞ1=3
½sin 2ΦsðtÞð1þ cos2 ιÞ cos 2ψ

þ 2 cos 2ΦsðtÞ cos ι sin 2ψ �; ð12Þ

s×ðtÞ ¼
M5=3

dLωsðtÞ1=3
½− sin 2ΦsðtÞð1þ cos2 ιÞ sin 2ψ

þ 2 cos 2ΦsðtÞ cos ι cos 2ψ �; ð13Þ

where M≡ ðm1m2Þ3=5=ðm1 þm2Þ1=5 is the chirp mass of
the SMBHB with the individual black hole masses m1 and
m2, dL is the luminosity distance of the SMBHB, ι is the
inclination angle of the SMBHB and ψ is the GW
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polarization angle. The orbital angular frequency and the
phase of the SMBHB are

ωsðtÞ ¼ ωs0

�
1 −

256

5
M5=3ω8=3

s0 t

�
−3=8

¼ ωs0

�
1 −

t
tcoal

�
−3=8

; ð14Þ

ΦsðtÞ ¼ Φs0 þ
1

32M5=3

�
ω−5=3
s0 − ωsðtÞ−5=3

�

¼ Φs0 þ
8

5
ωs0tcoal

�
1 −

�
1 −

t
tcoal

�
5=8

�
; ð15Þ

where ωs0 ¼ 2πfs0 and Φs0 are the initial values of the
orbital angular frequency and phase at t ¼ 0, respectively.
Here, the coalescing time of the SMBHB, at which the
orbital angular frequency ωs diverges, is defined as

tcoal ¼
5

256
M−5=3ω−8=3

s0 : ð16Þ

The initial GW frequency and phase are related to these
quantities as f0 ¼ 2fs0 and Φ0 ¼ 2Φs0, since the GW
frequency and phase are twice the orbital frequency and
phase of SMBHB, respectively.
It should be noted that, when t ≪ tcoal, as is the normal

situation during the observation period of the PTA, ωsðtÞ is
constant and the phase is reduced to,

ΦsðtÞ ¼ Φs0 þ ωs0t: ð17Þ

On the other hand, orbital angular frequency in the pulsar
term is, for t ≪ tcoal,

ωsðtpÞ ¼ ωs0

�
1þ Lpð1þ Ω̂ · p̂Þ

tcoal

�−3=8

: ð18Þ

If the value of Lpð1þ Ω̂ · p̂Þ is not negligible compared to
tcoal, the angular frequency of the pulsar term is smaller
than that of Earth term. Further, the phase of the pulsar term
is given by,

ΦsðtpÞ ¼ Φs0 þ
8

5
ωs0tcoal

"
1 −

�
1þ Lpð1þ Ω̂ · p̂Þ

tcoal

�5=8
#

þ ωsðtpÞt: ð19Þ

Therefore, compared to Eq. (17), there is an offset in the
initial phase which depends on the value of Lpð1þ Ω̂ · p̂Þ,
the chirp mass, and angular frequency.

B. Simulated data

In our simulation, the timing residual is evenly sampled
once every three weeks with an observation period of
12.5 years. We consider 12 pulsars distributed uniformly in
the sky. Figure 1 shows the sky location of the 12 pulsars
and the GW source in the left panel and shows angular
separation between each pulsar and the GW source in the
right panel. The distance from the SSB is set to 1 kpc for all
pulsars. The pulsar distance is one of the key ingredients in
our study and will be mentioned later in Sec. II D.
The simulated timing residual consists of the GW signal

of a circular SMBHB, whose sky location is given in Fig. 1,
and the Gaussian white noise. The GW signal parameters
are set to θ ¼ 1, ϕ ¼ 1, M ¼ 109M⊙, dL ¼ 102 Mpc,
f0 ¼ 10−8 Hz, Φ0 ¼ 1, ι ¼ 1 and ψ ¼ 1. In this case, the
coalescing timescale tcoal is about 7000 yr. This timescale is
sufficiently longer than the observation period so that the
evolution of the binary can be neglected during the
observation period. On the other hand, the coalescing time
is longer than the light travel time between the SSB and the
pulsars by a factor of 2. Thus, according to Eq. (14), the

FIG. 1. Left: sky locations of the pulsars and the GW source. The dot and the plus markers denote the sky locations of the pulsars and
the GW source. The numbers to the left of the dot markers indicate the numbers randomly assigned to the pulsars. Right: angular
separation between each pulsar and the GW source. The pulsar number is given in the left panel.
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minimum GW frequency of the pulsar terms is 0.8 times
that of the Earth term. With the above set of parameters, the
GW signal has an amplitude of approximately 10 ns. Then,
the standard deviation of the Gaussian white noise is set to
either of 1 ns, 10 ns and 100 ns. The same realization of the
noise was used in all of the analyses, although the
magnitude was different.
We define the simulated timing residual data δt which

consists of the GW signal s given by Eq. (4) and the
Gaussian white noise n as,

δt ¼ sþ n: ð20Þ

We do not take into account the timing model error and
possible time-correlated noise such as red noise.

C. Parameter estimation

In the Bayesian framework, given a parametrized model
M that describes the data δtwith parameters θ, the posterior
probability density function (PDF) is [38]

pðθjδt;MÞ ¼ pðδtjθ;MÞpðθjMÞ
pðδtjMÞ ; ð21Þ

where pðδtjθ;MÞ is the likelihood function, pðθjMÞ is the
prior PDF and pðδtjMÞ is an uninteresting normalization
constant. The purpose of the Bayesian parameter estimation
is to obtain the posterior PDF.
Given a model M, which is δt ¼ sþ n, the likelihood

function is given by

pðδtjθ;MÞ¼ 1ffiffiffiffiffiffiffiffiffi
2πC

p exp

�
−
1

2
ðδt− sÞTC−1ðδt−sÞ

�
; ð22Þ

where θ denotes the parameters for the GW signal model
and the noise, and C≡ hnnTi is the noise covariance
matrix. We assume that the covariance matrix C is propor-
tional to the identity matrix as

C ¼ σnI; ð23Þ

where σn is a constant and I is the identity matrix because
we do not include time-correlated noise which has a non-
diagonal covariance matrix. Assuming that the pulsar sky
location ðθp;ϕpÞ is determined with high precision for all
pulsars, we look for best-fit parameters and obtain the
posterior PDF by multiplying the prior PDFs pðθjMÞ
summarized in Table I. Specifically, we analyze simulated
data using DEMetropolisZ, which is the Markov chain
Monte Carlo (MCMC) method in the PYMC package [39].
This method is based on Adaptive Differential Evolution
Metropolis [40]. For all analyses, we run 4 parallel chains
with 2 × 106 iterations and discard the first 106 iterations
as burn-in.

D. Pulsar distance prior

In this paper, as mentioned before, we assume that the
distance to all pulsars is 1 kpc and that we have external
information on it from independent observations such as
VLBI astrometry. The external information can be incor-
porated as the prior for pulsar distances, Normalð1000; σpÞ,
where σp represents 1-σ error of the independent obser-
vations in the unit of pc, while the mean of the prior is set to
the true value of 1 kpc.
Since thedistance of pulsars is usually not determinedwith

high precision, the phase of the pulsar term is not determined
and should bemarginalizedwith a uniformprior. However, if
the pulsar distance and then the phase of the pulsar term are
determined precisely, the determination of other parameters
is expected to improve. More specifically, the phase of the
pulsar term is well determined if the uncertainty in the pulsar
distance is much smaller than the GW wavelength. Usually,
PTAs are targeted at GWs with a wavelength of about 1 pc–
10 pc, so in order to determine the phase of the pulsar term
precisely, the distance of the pulsar must be determined with
precision better than about 1 pc.
At present, PSR J0030þ 0451 is the PTA pulsar with the

most precisely determined distance, and its precision is
better than 10 pc. In the future, the SKA-VLBI, a
combination of the SKA and other facilities, will have
much better precision and we can expect 1 pc or smaller
distance errors for bright and close pulsars. Given these
facts, we consider several different values of σp, reflecting
the near and future prospects for precise determination of
pulsar distance. Specifically, we consider values of 100 pc,
10 pc, 1 pc, 0.1 pc and 0.01 pc for σp. The current typical
precision of pulsar distance is about 100 pc and we take this
as the fiducial value. In this case, the distance prior will not
have any significant effects on the parameter determination.
On the other hand, the precision of 0.01 pc is unrealistic
even with the SKA-VLBI. We consider this extreme case to
demonstrate the ultimate potential of the determination of
the pulsar distance.

TABLE I. Prior distributions.

Parameter Description Prior

GW signal
θ [rad] Polar angle Uniform½0; π�
ϕ [rad] Azimuthal angle Uniform½0; 2π�
ι [rad] Inclination angle Uniform½0; π�
M [M⊙] Chirp mass Log-uniform½106; 1010�
f0 [Hz] Initial frequency Log-uniform½10−9; 10−7�
dL [Mpc] Luminosity distance Log-uniform½100; 103�
Φ0 [rad] Initial phase Uniform½0; 2π�
ψ [rad] Polarization angle Uniform½0; π�
Lp [pc] Pulsar distance Normalð1000; σpÞ
White noise
σn [s] Standard deviation Log-uniform½10−11; 10−5�
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In fact, in determining the pulsar distance by annual
parallax measurement, the distance of a closer pulsar tends
to be determined more precisely. However, the determi-
nation of the phase of the pulsar term involves the absolute
error, rather than the relative error. In this paper, we put all
pulsars at the distance of 1 kpc for convenience, but
because the crucial factor is the absolute precision of
the pulsar distances, this assumption will not affect the
results significantly.

III. RESULT

In general, the structure of the likelihood function in
parameter space is complicated and it is expected that there
are many local maxima. In such a case, it is not easy for an
MCMC chain to reach the global maximum starting from a
random initial point in parameter space. In this paper, we
set the initial point to the global maximum in order to see
the effect of the precise distance of pulsars on the precision
of the position determination of a gravitational-wave
source. We measure the size of the expected confidence
region by examining the structure of the likelihood function
around the global maximum.
First, we consider a case with a conservative precision in

pulsar distances of 100 pc, while we take unrealistically

small white noise of 1 ns. Figure 2 shows the corner plot of
the posteriors of the GW source parameters. Since the
wavelength of the GW is assumed to be about 3 pc, the
phase of the pulsar term would not be restricted at all with
this precision of pulsar distance. The angular resolution of
the GW source, the uncertainty in θ and ϕ, is about
2 × 10−3 rad ≈ 7 amin, and the uncertainty area is about
40amin2 for 1-σ. This uncertainty is much smaller than
those found in the literature due to the extremely small
white noise. As we see, the position parameters, θ and ϕ,
are not correlated with the other parameters, while they are
correlated with each other. Several parameter pairs, such as
f0-M, dL-M and Φ0-ψ , are also seen to be correlated.
Next, we consider a case with 0.01 pc for the precision of

pulsar distances, keeping the white noise level of 1 ns. In
contrast to the previous case, with this extreme precision,
the phase of the pulsar term would be determined very
precisely. Figure 3 shows the posteriors of the GW source
parameters. We see that, compared with Fig. 2, the
precision of some of the parameters such as θ, ϕ, M
and f0 is improved by more than 1 order of magnitude.
These parameters are directly related to the phase of the
pulsar term, as we saw in Eqs. (18) and (19). In particular,
the angular resolution of the GW source improves by 2

FIG. 2. Posterior of the parameters except for the pulsar distances using σp ¼ 100 pc. Contour lines represent 1-σ, 2-σ and
3-σ regions. The dot and the cross markers represent the true values and the maximum a posteriori (MAP) values, respectively.
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orders and is about 10−5 rad ≈ 2 asec, and the uncertainty
area is about 2 asec2 for 1-σ. Since the phase of the pulsar
term is sufficiently constrained with this precision of pulsar
distance, even better precision will not lead to a better
angular resolution. On the other hand, significant improve-
ment cannot be seen in other parameters such as ι, dL, Φ0,
ψ and σn, which are not directly related to the phase of the
pulsar term. The position parameters, θ and ϕ, are corre-
lated again but the direction of correlation is different.
Parameter pairs, such as f0-M, dL-ι and Φ0-ψ , are also
seen to be correlated.
Let us focus more on the precision in the sky location of

the GW source. As we saw above, the precision ideally
reaches 2 asec2, while it is 40 amin2 for more practical
distance errors of 100 pc. Our simulation assumes that all
pulsars are at a distance of 1 kpc and have the same distance
error. In reality, however, pulsars are located at various
distances and the distance errors are also different. In
general, pulsars at relatively short distances tend to have
small errors for the same precision of parallax measure-
ments. Since the precision of the phase of the pulsar term is
related not to the relative precision of the pulsar distance
but to the absolute precision, if the distances of several
nearby pulsars are precisely determined, the phase of their
pulsar term is also precisely determined. To simulate such a

more practical situation, we consider a case in which the
distance of only some of the 12 pulsars is precisely
measured with a precision of 0.01 pc, while others have
a precision of 100 pc.
In the upper panel of Fig. 4, the 1-σ uncertainty of the

sky location (θ and ϕ) with 1 ns white noise is shown for
different numbers of pulsars with a precise distance. The
largest and smallest contours are the same as those in
Figs. 2 and 3, respectively. Here, in all analyses, we will
give a precise distance to pulsars in the ascending order of
the assigned number in Fig. 1. It is seen that the area of
uncertainty is reduced drastically as the number increases.
Further, the direction of the correlation between θ and ϕ
changes as the number increases and this behavior is
dependent on the order of the pulsars given the precise
distance. We will briefly discuss the direction of the
correlation in Appendix A and focus on the area of the
uncertainty region hereafter.
In the lower panel of Fig. 4, we show the area of the 1-σ

uncertainty regions shown in the left panel as a function of
the number of pulsars with a precise distance. The precision
of the source location estimation improves as the number
increases. It is noticeable that only 3 pulsars with a precise
distance drastically improve the source localization. The
precision is saturated to 2 × 10−7 deg2 with 9 pulsars.

FIG. 3. Same as Fig. 2, but σp ¼ 0.01 pc is assumed.
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Thus, it is implied that only a few pulsars with a precise
distance can have a significant impact. Moreover, as shown
in the right panel of Fig. 1, the first 3 pulsars are located
relatively far from the GW source. In fact, when the closest
pulsar (No. 9) is given a precise distance, the improvement
of the angular resolution is modest compared to the first 3
pulsars. Thus, it is implied that the proximity of pulsars
with a precise distance to the GW source may not be
essential.
Let us see the impact of precise pulsar distance meas-

urement more systematically changing the precision of the
distances and the white-noise levels. This allows us to
assess howmuch angular resolution for GW sources we can
have in the near and far future.
First, we compare 4 cases with different values of

distance uncertainty (0.01 pc, 0.1 pc, 1 pc and 10 pc),
while fixing the white-noise level to 10 ns, which will be
practical in the SKA era. We again give the above precise
distance to some of the 12 pulsars, while other pulsars have
a distance uncertainty of 100 pc. The left panel of Fig. 5
shows the 1-σ area of the source localization. Since the
noise level is higher than in the previous cases, the angular
resolution is generally about 1 order of magnitude worse
for 0.01 pc. We see that the influence of the distance

precision is significant. When the pulsar distance error
increases by one order, the best angular resolution (the
rightmost value) deteriorates by 1.5 orders of magnitude.
Specifically, if the distance error is 10 pc, the improvement
is at most only about a factor of 2 compared to the case of
100 pc. This is because the phase of the pulsar term is not
well determined with an error of 10 pc. If all pulsars have a
distance error of 0.1–1 pc, which will be reachable in the
SKA era, the area of the confidence region is about
3 × 10−5—3 × 10−3 deg2 ¼ 0.1 − 10 amin2. Even if only
5 out of 12 pulsars have such precise distance, the area is as
small as 3 × 10−4–10−2 deg2 ¼ 1 − 30 amin2.
Next, we compare 3 cases with different white-noise

levels (1 ns, 10 ns and 100 ns), while fixing the distance
precision to 1 pc. The right panel of Fig. 5 shows the result.
Without pulsars with a precise distance (the leftmost value),
the white-noise level largely affects the angular resolution.
However, the dependence on the white-noise level becomes
weak as the number of pulsars with a precise distance
increases. In fact, for the number larger than 6, the
difference is only a factor of 3. In other words, distance
information can reduce the effect of the ToA noise on the
localization of GW sources. We see that, even in a case with
100 ns noise and 1 pc distance uncertainty, which will be

FIG. 4. Upper: posterior of the sky location of SMBHB with 1 ns white noise. The contours represent 1-σ regions. The number of the
contours corresponds to the number of pulsars with precisely determined distances. We used σp ¼ 100 pc for pulsars with imprecise
distance and σp ¼ 1 pc for pulsars with precise distance. The dot marker represents the true value of the sky location of SMBHB.
Lower: uncertainty of the sky location as a function of the number of pulsars with precisely determined distances. The vertical axis is the
area of the contour line in the upper panel.
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practical in the near future, the precision improves by 2
orders of magnitude. Here, the mean and standard deviation
of angular resolution for the noise level of 100 ns are also
plotted in the right panel of Fig. 5. These are obtained from
10 simulations with different white-noise realizations in
addition to the main simulation. Although relatively large
statistical fluctuations can be seen in angular resolution for
the number smaller than 7, the mean is monotonically
decreasing with the number, as expected.

IV. CONCLUSIONS AND DISCUSSIONS

We have studied the impact of precise pulsar distance
measurements on the pulsar timing array. If the precise
distance of pulsars is given by external observations such as
VLBI astrometry, it is expected that the phase of the pulsar
term can be determined precisely, and the precision of the
determination of the model parameters, especially the sky
location of the gravitational wave source, will be improved
significantly. To evaluate the impact, we created timing
residual data of 12 pulsars for 12.5 years with Gaussian
white noise in the presence of the gravitational wave signal
generated by the supermassive black hole binary. We
performed Bayesian analysis to estimate the uncertainties
of the parameters, incorporating external information from
independent observations by considering priors on the
pulsar distance.
First, we considered a case with very small white noise of

1 nsec to see the potential usefulness of precise pulsar
distance. While the uncertainty area was 40 amin2 for a
conservative distance precision of 100 pc, it improved to
2 asec2 for an extreme precision of 0.01 pc. Other

parameters which are directly related to the pulsar-term
phase such as M and f0 were also found to improve
significantly. It was noticeable that only three pulsars with
precise distances can improve the localization of the
gravitational wave source.
Next, we varied distance precision and white-noise level

systematically. We found that even in a currently practical
case with 100 ns white noise, if half of the pulsars have a
distance precision of 1 pc, the localization can improve by
more than 1 order of magnitude compared with a case
without external distance information. Furthermore, in a
case with 10 ns white noise and 1 pc distance precision for
all pulsars, which will be practical in the SKA era, the
localization can improve by 2 orders of magnitude and the
uncertainty area reaches 10 amin2. If even only a few
pulsars have a distance precision of 0.1 pc, the improve-
ment is much more drastic.
In this paper, only white noise was considered, and red

noise, frequency-dependent noise and other systematic
errors were not taken into account. In practice, various
systematic errors can deteriorate or bias the localization of
GW sources, which will potentially degrade the results
presented here. We also did not consider the presence of the
stochastic GW background. It would be important to
consider how the presence of the stochastic GW back-
ground affects the continuous GW search.
Furthermore, we assumed, for simplicity, that pulsars are

isotropically distributed on the sky and have a distance of
1 kpc. The covariance of θ and ϕ and the precision of the
localization are considered to depend on the sky distribu-
tion of the pulsars and the relative position of the pulsars
with precise distance and the GW source. Also, as was

FIG. 5. Left: Same as the right panel of Fig. 4 but with different precision of pulsar distance, σp ¼ 10 pc (solid), σp ¼ 1 pc (dashed),
σp ¼ 0.1 pc (dashed-dotted) and σp ¼ 0.01 pc (dashed double-dotted), while fixing the white-noise level to 10 ns. Right: Same as the
right panel of Fig. 4 but with different white-noise levels, σn ¼ 1 ns (dashed-dotted), σn ¼ 10 ns (dashed) and σn ¼ 100 ns (solid),
while fixing the distance precision to 1 pc. The dots and error bars represent the means and standard deviations of the results using
different white-noise realizations.
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shown in [27], the precision of GW source localization
depends on whether the GW source is located in a sky
region where pulsars are densely distributed or not.
Although considering the realistic pulsar distribution is
beyond the scope of the current paper, we present some
analyses with two simple cases in Appendix B. More
realistic analyses taking into account systematic errors and
3-dimensional pulsar distributions will be our future work.
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APPENDIX A: DIRECTION
OF CORRELATION

Here, to investigate the direction of the correlation of the
GW-source sky location, we perform additional analyses
with different source locations. We fix the white-noise level
and pulsar distance uncertainty to 1 ns and 100 pc,
respectively. Upper panel of Fig. 6 shows the sky locations
of the pulsars and the GW sources. We consider two
additional cases of the GW sky location, which is closer
(S1) and farther (S3) to the 9th pulsar compared to the
fiducial location (S2) in the main text.

Lower panel of Fig. 6 shows the posterior of the sky
location of the GW source. The direction to the nearest
pulsar (No. 9) is also shown. It is seen that the direction of
credible region is toward the nearest pulsar. On the other
hand, there is no improvement with respect to the uncer-
tainty area.

APPENDIX B: NONUNIFORM
DISTRIBUTION OF PULSARS

Here, we investigate the effect of non-uniform distribu-
tion of pulsars with two simple cases. The pulsars are
distributed only in a region of either ϕ > π or ϕ < π, fixing
the position of the GW source at ϕ ¼ θ ¼ 1, as shown in
the upper panels of Fig. 7. The former (latter) case
simulates a situation where a GW source is located where
pulsars are sparse and dense, respectively. Using these
distributions and 1 ns white noise, we consider a case in
which the distance of only some of the 12 pulsars is
precisely measured with a precision of 0.01 pc, while others
have a precision of 100 pc.
The lower panel of Fig. 7 shows the angular resolution of

the GW source as a function of the number of pulsars with
precisely determined distances. The case of ϕ > π (dashed)
was found to be one or two orders of magnitude larger than
the case of ϕ < π (dashed-dotted). Then, the fiducial case
of uniform distribution (solid) is between these two curves.
This suggests that the pulsars with a precise distance are
very effective to improve the uncertainty area, even if they
are located far from the GW source.

FIG. 6. Upper: same as the left panel of Fig. 1 but the plus markers with S1, S2, and S3 denote the near, middle, and far GW sources,
respectively. Lower: posterior of the sky location of the GW sources. The left, middle, and right panels for the GW sources of S1, S2, and
S3, respectively. The initial point of the vector denote the true values and the vector directed to the pulsar of the number 9.
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