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We utilize the Sloan Digital Sky Survey Baryon Oscillation Spectroscopic Survey (SDSS-BOSS)
galaxies and its overlap with approximately 416 sq degrees of deep grizy-band imaging from the Subaru
Hyper Suprime-Cam Survey (HSC). We perform measurements of three two-point correlations which form
the basis of the cosmological inference presented in our companion papers, Miyatake et al. and Sugiyama
et al. We use three approximately volume limited subsamples of spectroscopic galaxies by their i-band
magnitude from the SDSS-BOSS: LOWZ (0.1 < z < 0.35), CMASS1 (0.43 < z < 0.55) and CMASS2
(0.55 < z < 0.7), respectively. We present high signal-to-noise ratio measurements of the projected
correlation functions of these galaxies, which is expected to be proportional to the projected matter
correlation function on large scales with a proportionality constant dependent on the bias of galaxies. In
order to help break the degeneracy between the amplitude of the matter correlation and the bias of these
spectroscopic galaxies, we use the distortions of the shapes of fainter galaxies in HSC due to weak
gravitational lensing, to measure the galaxy-galaxy lensing signal, which probes the projected galaxy-
matter cross-correlation function of the SDSS-BOSS galaxies. We also measure the cosmic shear
correlation functions from HSC galaxies which is related to the projected matter correlation function.
We demonstrate the robustness of our measurements by subjecting each of them to a variety of systematic
tests. Our use of a single sample of HSC source galaxies is crucial to calibrate any residual systematic
biases in the inferred redshifts of our galaxies. We also describe the construction of a suite of mocks:
(i) spectroscopic galaxy catalogs which obey the clustering and abundance of each of the three SDSS-
BOSS subsamples, and (ii) galaxy shape catalogs which obey the footprint of the HSC survey and have
been appropriately sheared by the large-scale structure expected in a Λ Cold Dark Matter model. We use
these mock catalogs to compute the covariance of each of our observables.

DOI: 10.1103/PhysRevD.108.123520

I. INTRODUCTION

The concordance cosmological model, Λ Cold Dark
Matter (ΛCDM), is rooted in its ability to accurately
describe a variety of cosmological observations. Primary
among these are the statistics of anisotropies in the cosmic
microwave background (CMB), e.g., [1,2], the distance-
redshift relation obtained using type-Ia supernovae, e.g., [3]
and baryon acoustic oscillations, e.g., [4–6], the abundance
of galaxy clusters, e.g., [7,8], the redshift space clustering
of galaxies, e.g., [9–11], and the weak gravitational lensing
signal, e.g., [12–20]. The presence of dark matter and dark
energy is essential to the success of the model, in which dark
matter causes density fluctuations to grow due to gravita-
tional instabilities, while dark energy causes an accelerated
expansion at late times, e.g., [21]. Although the evidence for
the presence of dark matter and dark energy in the Universe
is quite compelling, their existence is a grand challenge to
our current understanding of the physics of the Universe.
The empirical characterization of the abundance of dark
matter, the growth in its density fluctuations, and the
behavior of the equation of state for dark energy can aid
in the understanding of these components.
The measurements of density fluctuations in the early

Universe have been mapped by CMB experiments such as
WilkinsonMicrowave Anisotropy Probe (WMAP) [22] and
Planck [2]. These precise observations suggest that our
Universe can be described as a simple flatΛ cold darkmatter
model with only a handful of parameters. Under the
assumptions of this simple model, the CMB observations
predict the value of σ8, which characterizes the root mean

square dispersion in the density fluctuations when averaged
in spheres of radius 8h−1 Mpc today. This quantity can be
directly inferred from observables in the Universe at
late times.
The current observational frontier in this area is driven by

Stage III dark energy experiments which are designed to
probe dark energy and dark matter. The Kilo-Degree Survey
[23,24], the Dark Energy Survey [25,26] and the Hyper
Suprime-Cam survey Subaru Strategic Program (HSC)
[27,28] have all conducted complementary galaxy imaging
surveys that target multiple probes in order to address key
questions related to dark matter and dark energy. Although
these surveys use a combination of probes to address
cosmology, gravitational lensing is the primary tool of
interest. The images of background galaxies get sheared in
a coherent manner due to the presence of intervening matter
distribution between them and us, e.g., [29]. The correlation
of these coherent distortion patterns, commonly called the
cosmic shear signal, is related to the projected matter density
distribution and is therefore sensitive to the cosmological
parameters. The amplitude of this signal and its variationwith
redshift can be used to infer the growth of structure in dark
matter and constrain the parameter combinationS8 ¼ σ8Ω0.5

m ,
where Ωm is the matter density parameter.
The clustering of galaxies can also be used to probe the

large-scale structure of the Universe, as galaxies trace the
matter distribution, e.g., [30]. Galaxies form within dark
matter halos which are biased tracers of the matter
distribution, e.g., [31], and the galaxy bias, b, is expected
to depend upon the halo bias of their parent halos
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[e.g. [32]]. On large scales this bias is expected to be linear,
and the clustering of galaxies thus reflects the shape of the
matter correlation function, ξmm. Such observations can
therefore constrain cosmological parameters that determine
the shape of ξmm, but its amplitude is entirely degenerate
with galaxy bias, e.g., [33]. The dependence of the halo
bias on the mass of the dark matter halo is further a function
of the cosmological parameters, especially Ωm and σ8,
e.g., [34]. Therefore, the amplitude of the matter correla-
tion function can be inferred if dark matter halo masses
can be measured for galaxies using the galaxy-galaxy
lensing [33,35,36]. The galaxy-galaxy lensing signal is
the cross correlation of lens galaxy positions with shapes
of background galaxies. Thus together a combination of
the clustering measurements and small-scale lensing mea-
surements can help infer cosmological constraints, e.g.,
[18,33,35,37–39]. Another avenue to use galaxy-galaxy
lensing is to only focus on large scales so that the
cosmological inference is not affected by issues related
to galaxy assembly bias, e.g., [40]. The galaxy-galaxy
lensing signal depends upon the halo matter cross-corre-
lation, which on large scales is proportional to bξmm. The
large-scale clustering of of galaxies is sensitive to b2ξmm.
Thus together they can help determine both the amplitude
and shape of the matter correlation function.
The cosmological parameter dependences of cosmic

shear or the combination of galaxy clustering and galaxy-
galaxy lensing signal are expected to be different and thus
complementary. Thus a combination of all the three two-
point correlations can further reduce the uncertainties on the
inferred cosmological parameters; see e.g. [14,20]. The first
step in the careful inference of the cosmological parameters
from these observables is the reliable measurement of the
observables and their covariance. There is a variety of
systematics that can affect each of these measurements;
decisions need to be taken regarding the scales over which
the signals can be reliably modeled as well as a demon-
stration that the measurements pass a variety of null tests.
Inference of the redshift distribution of source galaxies is yet
another step before the weak lensing measurements can be
reliably modeled.
This is the first paper in a series of the 3 × 2pt cosmology

analyses of the Subaru HSC Year 3 data (hereafter HSC-
Y3). In this paper (Paper I), we define the lens and source
galaxy samples to be used for the 3 × 2pt cosmological
analyses. We present measurements of the three two-point
functions as well as the results of various systematic tests
which allow us to narrow down the scales to be used for
cosmological analysis. We also present mock galaxy
catalogs and shear catalogs that were used to obtain the
covariance matrix of our measurements. The inference of
the cosmological parameters was performed in a blind
manner using these measurements, and those results will be
presented in Miyatake et al. [[41], Paper II] and Sugiyama
et al. [[42], Paper III], respectively. Paper II will use
information on quasilinear scales by using the emulator-

based halo model, while the analysis in Paper III is based
on linear scales where a model based on perturbation theory
can be used reliably. The measurement and the cosmo-
logical analysis of the cosmic shear tomography in real
space and Fourier space will be presented in companion
papers, Li et al. [43] and Dalal et al. [44], respectively.
This paper is organized as follows. In Sec. II, we describe

the HSC three-year shear catalog and the Sloan Digital Sky
Survey Baryon Oscillation Spectroscopic Survey (SDSS-III
BOSS) data that we use, our blinding strategy, the con-
struction of the lens galaxy sample, as well as the con-
struction of the mock galaxy catalogs which are used to
determine the covariance of our measurements. In Sec. III,
we present a brief description of our pipelines that we use to
measure the galaxy clustering, the galaxy-galaxy lensing
signal and the cosmic shear signal from our data. In Sec. IV,
we present themeasurements of the galaxy clustering signal,
its covariance and a variety of systematic tests designed to
assess the robustness of our measurements. In Sec. V, we
present the measurements of the galaxy-galaxy lensing
signal, its covariance, and a variety of null and systematic
tests. In Sec. VI, we similarly present the measurements of
the cosmic shear correlation functions and its covariance, the
systematic tests as well as various Point Spread Function
(PSF) related systematic tests. Finally, we summarize our
results in Sec. VII.
When performing the galaxy clustering and galaxy-

galaxy lensing analyses, we adopt a fiducial flat ΛCDM
cosmological model with parameters consistent with the
cosmic microwave background analysis from WMAP9.
The cosmological model is specified by the CDM density
parameter Ωcdm ¼ 0.233, the baryon density Ωb0 ¼ 0.046,
the matter density Ωm ¼ Ωcdm þ Ωb ¼ 0.279, the cosmo-
logical constant ΩΛ ¼ 0.721, the Hubble parameter
h ¼ 0.7, the amplitude of density fluctuations σ8 ¼ 0.82,
and the spectral index ns ¼ 0.97. The choice of these
cosmological parameters is dictated by the cosmological
parameters adopted for the simulations that form the basis
of the mock catalogs that we use for our covariance
calculations [45]. While carrying out our cosmological
analyses in Papers II and III, we will account for the
cosmological dependence of our observables, so that our
choice of this fiducial cosmological model has no impact
on our cosmological inference.

II. DATA

The 3 × 2 pt cosmological analyses for HSC-Y3 data
will focus on a combination of probes: the cosmic shear
signal, the clustering of galaxies and their galaxy-galaxy
lensing signal. In this section, we describe the data we use
for the gravitational lensing measurements (Sec. II A), our
blinding strategy (Sec. II B), the galaxy samples used for
the clustering and the galaxy-galaxy lensing analyses
(Sec. II C) as well as the mock catalogs that are used to
estimate the covariance of these measurements (Sec. II D).
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A. Shape catalog

The HSC instrument is a wide-field optical imaging
camera mounted at the prime focus of the 8.2-meter Subaru
Telescope [46–49]. The wide field of view combined with
the excellent seeing conditions at Maunakea and the large
aperture make it an ideal telescope for surveys targeting
weak lensing measurements of a large-scale structure. The
HSC-Subaru Strategic Program was allocated 330 nights to
carry out a three-layered imaging survey in multiple bands
with different depths [27]. The wide layer, which is
designed for weak lensing cosmology, consists of multi-
band grizy imaging that will cover an area of approxi-
mately 1100 deg2, upon completion. The galaxy shape
measurements are carried out in the i band which is
observed at a 5-σ depth of i ∼ 26 (200 aperture for a point
source). The images in the i band were preferentially taken
under good seeing conditions, which resulted in a median
seeing of about 0.6 arcsec.
The data from the survey have been processed using a

fork of Rubin’s LSST Science Pipelines catered to images
taken with HSC [50], and which is updated from time to
time to include new features, any bug fixes, and improve-
ments to deal with the Subaru HSC data. The Subaru HSC
survey has made three public data releases (PDR) thus far
[51–53]. In this paper, we use the shape catalog from the
S19a internal data release intermediate to PDR2 and PDR3,
which was processed with hscPipe v7 [54]. There were a
number of improvements to the PSF modeling, image
warping kernel, background subtraction and bright star
masks, which have improved the quality of the shape
catalog in HSC-Y3 compared with the Year 1 shape catalog
[55,56]. The detailed selection of galaxies that form the
shape catalog is presented in Li et al. [54]. Briefly, the
shape catalog consists of galaxies selected from the full-
depth and full-color region in all five filters. Apart from
some basic quality cuts related to pixel level information,
we select extended objects with an extinction corrected

cmodel magnitude i < 24.5, i-band SNR ≥ 10, resolution
>0.3, >5σ detection in at least two bands other than i, a
1 arcsec diameter aperture magnitude cut of i < 25.5, and a
blendedness cut in the i band of 10−3.8.
The shape catalog consists of a total of 35.7 million

galaxies spanning an area of about 433 sq deg, an effective
number density of 19.9 arcmin−2. It is divided into six
disjoint regions: XMM, VVDS, GAMA09H, WIDE12H,
GAMA15H and HECTOMAP fields; see Fig. 2 in [54].
The shape measurements in the catalog were calibrated
using detailed image simulations, such that the galaxy
property dependent multiplicative shear estimation bias
is less than ∼10−2. Li et al. [54] also presented a number
of systematic tests and null tests, and quantified the level
of residual systematics in the shape catalog that could
affect the cosmological science analyses carried out using
the data. Given that Li et al. [54] flag residual additive
biases due to PSF model shape residual correlations and
star galaxy shape correlations as systematics requiring
special attention and marginalization, we will also inves-
tigate the effect of these systematics on the cosmic shear
measurements.
As shown in Appendix D, we exclude a ∼20 sq degree

patch of the sky in the GAMA09H region from our
analysis. This region was a significant source of B-mode
systematics in the cosmic shear analysis presented in our
companion paper Li et al. [43]. The resultant area of our
shape catalog is ∼416 sq degrees. The on-sky projection of
this area is shown in Fig. 1, as the purple shaded region.
The HSC-Y3 shape catalog is accompanied by a photo-

metric redshift catalog of galaxies based on three different
methods [57,58]. The software Mizuki is a template fitting
based photometric redshift estimate code, while DEmPz and
DNNZ provide machine learning based estimates of the
photometric redshifts of galaxies [59]. Each of these
methods provides an estimate of the posterior distribution
function of the redshift for each galaxy, denoted as PðzsÞ.

FIG. 1. The area coverage of the data used in this paper for performing 3 × 2 pt measurements. The catalog of HSC galaxies used for
the weak lensing measurements is shown using the purple shaded region, while the catalog of SDSS galaxies is shown using yellow. The
overlap between the two catalogs is ∼416 sq degrees. Our measurement of the clustering signal uses the entire SDSS region, while the
measurements of the galaxy-galaxy lensing signal and the cosmic shear signal utilize source galaxies in the overlapping area.
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Photometric redshift uncertainties are one of most impor-
tant systematic effects in weak lensing cosmology, and can
cause significant biases in the cosmological parameters if
they are affected by unknown residual systematic errors. To
minimize the impact of such errors, we will adopt the
method in Oguri and Takada [60] that allows one to self-
consistently calibrate such photo-z errors, using a single
sample of photometric source galaxies and multiple sam-
ples of spectroscopic lens galaxies in galaxy-galaxy weak
lensing measurements.
For this purpose, we define a sample of background

galaxies that satisfiesZ
7

zl;maxþzdiff

PðzsÞdzs ≥ pthresh; ð1Þ

where zl;max was chosen to be equal to 0.70, the maximum
redshift of the lens samples that we will use for the galaxy-
galaxy lensing measurements (see below), zdiff ¼ 0.05 and
pthresh ¼ 0.99. Such cuts significantly reduce the contami-
nation of source galaxies which are physically associated
with the lens galaxies which can dilute the weak lensing
signal at small separations. As our default choice, we use
the PðzÞ estimates for each galaxy provided by DEmPz.
The selection [Eq. (1)] reduces the total number of

galaxies in our weak lensing sample to be just 24% of the
original shape catalog [61], with an effective number
density of 4.9 galaxies per square arcmin. Instead, if we
use the posterior distributions of the redshifts given by
DNNZ or Mizuki, the number of galaxies is 9% or 35% of the
entirety of the shape catalog, respectively. These would
correspond to an effective number density of 1.9 and 6.8
galaxies per square arcmin for DNNZ and Mizuki, respec-
tively. These differences in the number density are entirely
driven by the differences in the widths of the individual
PðzÞ’s inferred by the different codes. The inferred PðzÞ
estimates for individual galaxies obtained using DNNZ are
on average broader than those obtained in Mizuki and DEmPz.
The broader widths result in a smaller number of galaxies
that satisfy the cut shown in Eq. (1).
The inferred redshift distributions of the sample of our

fiducial sources are shown in Fig. 2 based on the Bayesian
Hierarchical Inference presented in Rau et al. [62]. These
redshift distribution inferences (90% credible region shown
in gray) use both the individual redshift probability dis-
tribution functions (PDFs) from photometric redshift esti-
mation codes, as well as the measurements of clustering of
the galaxies in our source sample, with that of red galaxies
selected by the CAMIRA algorithm [63,64]. The 90%
credible intervals on the redshift inference from each of
these techniques individually are shown as the red shaded
region and black points with errors, respectively. As
mentioned before, we have multiple choices of photometric
redshift estimates for our sample of galaxies. Even though
we select galaxies using the DEmPz redshift PDFs, the
same source galaxy sample also has redshift estimates

characterized by the other codes, which help in pinning
down any systematic uncertainties. The two panels in Fig. 2
correspond to the use of individual redshift PDFs from
DEmPz and DNNZ, respectively, but for the same set of
source galaxies. The clustering method does not extend to
the entire range of redshifts as we run out of galaxies with
well calibrated redshifts from CAMIRA beyond a redshift of
1.2. Note that the cross-correlation results (marked by WX)
differ in each of the panels by their a posteriori normali-
zation factor from the joint likelihood inference between
WX and DNNZ/DEmPz, as can be seen upon a close
inspection of the two panels. The redshift axes in each
panel are aligned vertically for ease of comparison.
In the upper panel, we see a broad agreement between

the redshift inference based on just the redshift PDFs from
DEmPz and the clustering redshifts. However, it is interesting

FIG. 2. The inferred redshift distribution of the source galaxies
used in our weak lensing analysis obtained using the techniques
described in [62]. The upper and lower panels use the photo-
metric redshift PDFs for the source sample as inferred by the
photo-z methods DEmPz and DNNZ, respectively. The gray shaded
region shows the posterior based on deconvolving the photo-
metric redshift errors from these PDFs, and the black points with
errors correspond to the redshift inference based purely on the
clustering of our source galaxies with the CAMIRA red galaxy
sample, while the red shaded region corresponds to the posterior
combining the two measurements.
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to note that DEmPz predicts a bimodal feature in the redshift
distribution with a dip in the number of galaxies with
redshifts at z ∼ 1.0. The clustering redshift inferences have
large and correlated errors, but do not show any indication
of such a bimodal distribution. The redshift inference based
on DEmPz shows very small support at redshifts lower than
0.75 (less than 1%), by construction. In the bottom panel,
which uses DNNZ estimates of the redshift PDFs, we do not
see substantial evidence of a dip at redshift of unity in this
inference. However, we notice that the inference using
DNNZ does show some nonzero support even below the
maximum lens redshifts we use of 0.75, as seen in the
clustering measurements (although at low significance).
Any systematic differences in the redshifts of our sources

could translate into biases in the measured weak lensing
signals. In Appendix A, we present our estimates of such
potential biases and suggest that shifting the inferred
redshift PDFs by a free parameter Δz is sufficient in order
to marginalize over such uncertainties with percent level
accuracy.

B. Blinding strategy

All of our cosmological analyses are carried out in a two-
tiered blind manner similar to our strategy in our Year 1
analysis [65]. As described in the HSC-Y3 shape catalog
paper Li et al. [54], we use different multiplicative bias
factors in order to blind our analyses in the first tier, which
provide a convenient way to change the data vectors related
to the weak lensing observables. We obtain three blind
catalogs i ¼ 0; 1; 2 where the j-th galaxy has a multipli-
cative bias equal to

mij ¼ mj þ dmi
1 þ dmi

2; ð2Þ

where dmi
1 is a multiplicative bias known to the analysis

lead designed to prevent unblinding due to accidental
comparisons of multiple versions of the catalog. This value
is removed in the measurement codes before performing
any measurements with any of the catalogs. The three
values dmi

2 are one of the three choices ð−0.1;−0.05; 0:Þ,
ð−0.05; 0:; 0.05Þ, (0.,0.05,0.1). These amplitude offsets are
motivated by the differences in the values of amplitude of
density fluctuations, σ8, as obtained by the CMB analysis
by the Planck Collaboration [2] and other large-scale
structure probes, e.g., [14,20]. All of our lensing related
measurements were performed with all three blinded
catalogs at the same time. The cosmological analyses
and all systematic tests were performed on each of these
catalogs, separately. As we will describe in Secs. VA and
VI A in this paper, we modify our covariances to account
for the fact that each of our catalogs has a different value of
dm2 (a procedure that can be performed without knowledge
of dm2). In this manner, the χ2 of the best fit models to
measurements performed using the three catalogs are not
able to accidentally distinguish the true catalog.

The second tier of blinding is performed at the analysis
level. The results of our analyses of all three catalogs prior
to unblinding are presented by masking the value of the
inferred cosmological parameters. Once all the analyses are
performed and the relevant systematic checks are passed
(see Paper II and III for a detailed checklist of tests to be
passed prior to unblinding), we unblind each of the tiers,
first starting with the second tier. The first tier of the catalog
level unblinding is performed by a HSC team member
external to the analysis team right at the end. Throughout
this paper, we will show the measurements from our
analysis of the blind catalog id ¼ 2, which was found to
be the true catalog post unblinding. No changes have been
made to the analysis post unblinding. The other blinded
catalogs also similarly passed each of the systematic tests as
we show here for the blind catalog id 2.

C. Lens galaxy sample

We use the large-scale structure sample compiled as part
of the Data Release 11 (DR11) [66,67] of the SDSS-III
BOSS project [68] for measurements of the clustering of
galaxies and as lens galaxies for the galaxy-galaxy weak
lensing measurements. The lens galaxy sample used in this
paper is the same as that used in the first year analysis of
HSC data (Miyatake et al. [69], Sugiyama et al. [70]). The
methodology used to construct the catalog is the same as
that described in Miyatake et al. [71]. We briefly describe
the catalog here.
TheBOSS is a spectroscopic follow-up survey of galaxies

and quasars selected from the imaging data obtained by the
SDSS-I/II and covers an area of approximately 11; 000 deg2

[72] using the dedicated 2.5m SDSS Telescope [73].
Imaging data obtained in five photometric bands (ugriz)
as part of the SDSS I/II surveys [74–76] were augmented
with an additional 3; 000 deg2 in SDSS DR9 to cover a
larger portion of the sky in the southern region [68,77–79].
These data were processed by a series of the photometric
processing pipelines [80–82], and corrected for Galactic
extinction [83] to obtain a reliable photometric catalog
which serves as an input to select targets for spectroscopy
[68]. The resulting spectra were processed by an automated
pipeline to perform redshift determination and spectral
classification [84]. The BOSS large-scale structure (LSS)
samples are selected using algorithms focused on galaxies in
different redshifts: 0.15 < z < 0.35 (low redshift, LOWZ)
and 0.43 < z < 0.70 (constant mass, CMASS). In addition
to the galaxies targeted by the BOSS project, these samples
also include galaxieswhich pass the target selection but have
already been observed as part of the SDSS-I/II project
(legacy galaxies). These legacy galaxieswere subsampled in
each SDSS sector [85] of the sky so that they obey the same
completeness as that of the LOWZ/CMASS targets in their
respective redshift ranges [86].
Various color-magnitude selections guarantee a popu-

lation of massive galaxies spanning a redshift range
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z∈ ½0.15; 0.70� in the spectroscopic survey. The resultant
sample, however, is not entirely a volume or flux limited
sample of galaxies.
The SDSS spectrograph can assign at most 1000 fibers

on the sky at one time in a circular tile region (for the BOSS
survey). Therefore an adaptive tiling algorithm was used to
maximize the completeness of the survey. The spectra
obtained from the observations were processed with
SPECPIPE, the spectroscopic pipeline for determination of
redshift and spectral classification. Despite all optimiza-
tions, there exist galaxies which obey the target selection,
but cannot be assigned a fiber due to limitations of how
close fibers can be assigned on a given tile. In such cases,
the galaxy is assigned the redshift of its nearest neighbor
galaxy which was assigned a fiber. A similar procedure is
used to assign redshifts to galaxies for which SPECPIPE

failed to determine a redshift. In the fiducial DR11 LSS
catalog, the nearest neighboring galaxy gets an additional
weight to account for the fiber-collided or redshift failure
galaxy. We instead assign the nearest neighbor redshift to
photometric galaxies with fiber collisions or redshift fail-
ures. This should be equivalent when the entire sample is
used. However, our method allows for making further
subsamples based on absolute magnitude. Guo et al. [87]
have shown using detailed tests on mock galaxy catalogs
that the nearest neighbor redshift correction achieves
subpercent accuracy in the projected galaxy autocorrelation
function for scales used in this paper.
This modified DR11 LSS sample described above

forms our parent catalog. We obtain the kþ e-corrected
i-band absolute magnitudes for individual SDSS galaxies
using the k and e corrections tabulated in Wake et al. [88]
relying on the “passive plus star-forming galaxies” spec-
tral templates constructed using the stellar population
synthesis model in Bruzual and Charlot [89] of individual
galaxies based on cmodel photometry. In order to min-
imize the effect of k corrections, we k correct the
magnitudes of the LOWZ galaxies to a redshift of 0.20
and that of CMASS galaxies to a redshift of 0.55. As we
will see below, these magnitudes allow us to define
subsamples from this parent catalog.
We use weights provided for all galaxies to account

for the inverse correlation between the number density
of galaxies and that of stars [90], and that of seeing (w�)
as provided in the SDSS DR11 large scale structure
catalogs [86].
We define three subsamples which are approximately

volume limited by luminosity. The “LOWZ” subsample
consists of galaxies with z∈ ½0.15; 0.35�, and the
“CMASS1” and “CMASS2” subsamples consist of gal-
axies with z∈ ½0.43; 0.55� and z∈ ½0.55; 0.70�, respec-
tively. We apply further cuts on the absolute magnitude
of galaxies of Mi − 5 log h < −21.5, −21.9 and −22.2
for the three subsamples, respectively. This results in
subsamples which have a number density equal to

n̄g=½10−4ðh−1 MpcÞ−3� ≃ 1.8, 0.74 and 0.45, respectively,
which are a few times smaller than those of the entire
parent (color-cut and flux-limited) LOWZ and CMASS
samples. The redshift distribution of the three lens sub-
samples compared to the stacked PðzÞ distribution for the
HSC source galaxy sample we use in this paper is shown
in Fig. 3 which shows the well separated redshift dis-
tributions of our lens subsamples compared to the source
galaxies [91]. Please see Fig. 1 in Miyatake et al. [69] for
the redshift distribution of the three luminosity-limited
subsamples, compared to that of the flux-limited sample.
As we will show in Secs. IV B and V B, use of such
subsamples helps reduce systematics related to the varia-
tion of the measurements within each of the three red-
shift bins.
Wewill use random points in order to measure the galaxy

clustering signal from these subsamples, as well as testing
for systematics in the lensing signal. The random points are
also useful to infer the potential dilution of the weak lensing
signal due to the use of galaxies physically clustered with
our subsamples, but are inferred to be at a higher redshift
due to systematic and statistical errors in the photometric
redshift distribution. The random points for each of our
galaxy samples were constructed by downsampling the
DR11 LSS random catalogs which follow the angular mask
and redshift distributions of all galaxies in the LOWZ and
CMASS samples, respectively, such that they follow the
redshift distributions of our galaxy subsamples.
We will show that the clustering and lensing observables

within the redshift bin of each sample do not evolve
significantly given the approximate volume-limited nature
of our catalogs, compared with that for the flux-limited
sample. This is similar to the findings in Miyatake et al.
[[71], their Fig. 3], but for a sample of stellar mass selected

FIG. 3. The redshift distribution of the three spectroscopic lens
samples are shown in red, green, and orange, respectively. These
distributions can be compared to the redshift distribution of the
HSC source galaxy sample used in our analysis shown in blue. In
this figure the latter is estimated using stacked PðzÞ distribution
estimated by DEmPz for the source galaxies used in our analysis.
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galaxies. Our samples also allow a simpler treatment of the
magnification bias effect on the galaxy-galaxy weak
lensing than the flux-limited sample; see [69,70].

D. Simulations for covariance measurements

In order to carry out the Bayesian inference of the
cosmological parameters, we will compare the measure-
ments of the galaxy clustering and galaxy-galaxy lensing
signal of the lens subsamples described in the subsection
above with theoretical models. The covariance matrix of
these measurements provides a metric to compare the
theoretical predictions to these observations, and thus a
robust determination of uncertainties in the inferred param-
eters, which is a crucial component of a Bayesian analysis.
We use mock catalogs of SDSS and HSC galaxies,
generated from the N-body simulation based full-sky
light-cone simulations [45], to estimate the covariance
matrix for our observables; also see Appendix B of
Ref. [69] for details. We produce a large number of
synthetic SDSS galaxy mocks which are consistent with
the measured clustering properties of SDSS galaxies. The
HSC galaxy mocks also include properties of the galaxies
such as the angular positions of each galaxy, their galaxy
shapes and the simulated lensing effect. We perform mock
measurements of galaxy clustering and galaxy-galaxy
lensing signal with such synthetic galaxy data, in order
to estimate the statistical uncertainties.

1. Generation of mock shape catalogs

We present the creation of the mock catalogs of galaxy
shapes for the HSC-Y3 data. We use the 108 full-sky
lensing simulations in Takahashi et al. [45] in order to
construct the mock catalogs. These simulations adopt a flat
ΛCDM cosmology consistent with the nine-year WMAP
cosmology (WMAP9) [92]. To produce a set of galaxy
shape catalogs, we follow the same methodology as
adopted in Shirasaki et al. [93].
We use 13 different rotations of the HSC-Y3 sky area on

the full sky to extract 13 approximately nonoverlapping
HSC-Y3 survey footprints out of each full-sky lensing map.
The full-sky lensing map yields the shear for a given source
redshift at the location of each healpix pixel within the
mock survey footprints. In total, we thus have 108 × 13 ¼
1404 realizations of shear in a number of lensing planes on
a footprint equivalent to that of the HSC-Y3 data. These
shear maps are then rotated back so that they occupy the
same sky coordinates as the HSC-Y3 footprint.
We use these shear maps to construct mock shape

catalogs by using the observed photometric redshifts and
angular positions of real galaxies from the HSC-Y3 shape
catalog. We rotate the shape of each source galaxy at
random to erase the real lensing signal imprinted on the
HSC galaxies. In practice, we first rotate the distortion of
individual galaxies ϵobs and obtain the rotated distortion as
ϵran ¼ ϵobseiϕ, where ϕ is a random number between 0 and

2π. We have to be careful that the observed distortion of a
galaxy is different from the intrinsic distortion due to the
measurement error. We model the intrinsic shape ϵint and
measurement error ϵmea in the following manner:

ϵint ¼
�

ϵrmsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵ2rms þ σ2e

p
�
ϵran; ð3Þ

ϵmea ¼ N1 þ iN2; ð4Þ

where Ni is a random number drawn from a normal
distribution with a standard deviation of σe. The first
equation guarantees that the root-mean-squared (rms)
ellipticity of the rotated intrinsic ellipticity is equal to
ϵrms. We use ϵrms (parameter i_shapehsmregauss_derived_
rms_e) and σe (parameter i_shapehsmregauss_derived_
sigma_e) that are provided on an object-by-object basis
in the HSC-Y3 shape catalog.
We draw a true redshift for the galaxy randomly from its

individual photometric redshift PDF based on the photo-z
code DNNZ. The choice for the use of DNNZ was due to the
availability of the redshift PDF estimates at an early stage
after the internal data release on which the shape catalog is
based. We add the lensing shear on the source galaxy from
the shear map on a lensing plane closest to the true redshift
drawn for the galaxy thus assigning it an ellipticity given by

ϵmock
1 ¼ ϵint1 þδ1þðδ2=δ2Þ½1− ð1−δ2Þ1=2�ðδ1ϵint2 −δ2ϵ

int
1 Þ

1þδ ·ϵint

þ ϵmea
1 ; ð5Þ

ϵmock
2 ¼ ϵint2 þδ2þðδ1=δ2Þ½1− ð1−δ2Þ1=2�ðδ2ϵint1 −δ1ϵ

int
2 Þ

1þδ ·ϵint

þ ϵmea
2 ; ð6Þ

where δ≡ 2ð1 − κÞγ=½ð1 − κÞ2 þ γ2� and κ and γ are
simulated lensing convergence and shear at the galaxy
position, taken from the ray-tracing simulation. Note δ ≃ 2γ
in the weak lensing regime, and we do not include any
multiplicative and additive biases in mock catalogs in
Eqs. (5) and (6). Our method maintains the observed
properties of the source galaxies on the sky including
the lensing weights.

2. Generation of mock SDSS galaxy catalogs
(lens and clustering samples)

We populate galaxies in the dark matter halos in each of
our realizations using a halo occupation distribution (HOD)
framework. The HOD hNiM defines the number of galaxies
in a halo of mass M. As is standard practice, we divide the
HOD into a central and a satellite galaxy component, where

hNgaliM ¼ hNceniM þ hNsatiM; ð7Þ
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with

hNceniM ¼ 1

2

�
1þ erf

�
log10M − log10Mmin

σlog10M

��
; ð8Þ

hNsatiM ¼ hNceniM
�
M − κMMmin

M1

�
αM
: ð9Þ

To estimate HOD parameters, we first measure the
clustering abundance of the LOWZ, CMASS1, and
CMASS2 sample using the clustering measurement pipe-
line described in Sec. III A. The clustering covariance is
obtained using 192 approximately equal area jackknife
regions of the SDSS footprint. We also measure the
abundance of each sample. To avoid an overdependence
of the HOD constraints on the abundances, we use a more
conservative 10% error estimate on these measurements.
We model these measurements by emulator-based halo
model [69] to obtain the HOD parameters, where we adopt
the fitting range 0.5 < R=½h−1 Mpc� < 80. Note that we
assume WMAP9 flat-ΛCDM cosmology [92] for the

measurements and fitting. The resultant halo occupation
distribution fits are shown in Fig. 4, and the corresponding
best fit parameters for the three subsamples are noted in
Table I. Given that we are only using the clustering signal to
fit the halo occupation distribution parameters, we expect a
large number of degeneracies to be unresolved.
We use these parameters to populate galaxies in dark

matter halos in the following manner. For every halo in the
simulation, we compute the central halo occupation
hNceniM, which acts as a probability for it to host a central
galaxy within the halo. The central galaxy is assumed to
reside at the center of each halo and is at rest with respect to
its host halo. For halos which have central galaxies, we
populate satellite galaxies with a Poisson deviate with mean
λM ¼ ½ðM − κMMminÞ=M1�αM . The satellite galaxies are
assumed to have a radial distribution that follows the
Navarro–Frenk–White profile [94] with a concentration
parameter as measured by the halo finder ROCKSTAR
[95]. The satellite galaxies are assigned a velocity with
respect to the halo which is drawn from a Gaussian with
zero mean and variance equal to σ2vir¼ð1þzÞGM=
ð2R200mÞ. The (1þ z) factor in this equation accounts
for the fact that the halo radius is measured in comov-
ing units.

III. MEASUREMENT CODES

In this section we describe the various analysis codes we
use for carrying out the galaxy clustering, galaxy-galaxy
lensing and the cosmic shear measurements as well as their
covariances using the mock catalogs we have described in
the previous section.

A. Clustering pipeline

The measurement of the clustering signal requires fast
computation of pair counts at a variety of separations. We
use a custom “clustering_pipeline” specifically developed
for the measurement of weighted paircounts at a given
projected separation R and line-of-sight separation π
starting from catalogs of angular positions, redshifts and
weights. The core functions of the pipeline are written in

FIG. 4. The number of galaxies in a halo of mass M predicted by the HOD model with HOD parameters obtained from the emulator
based model fitting to the clustering signal for each sample of the SDSS-BOSS galaxies. This HODmodel is used to populate galaxies in
mock simulations, which in turn are used to compute the covariance matrix of our observables.

TABLE I. HOD parameters that best fit the clustering mea-
surements for the three different subsamples along with the
median redshift are noted in the different columns of the table.
The mock galaxy catalogs are populated with these halo
occupation distribution parameters. We provide the exact num-
bers we use for the population of the catalog; the number of
significant digits mentioned are entirely for completeness and
should not be taken to indicate the error on the determination of
these HOD parameters.

Median z
LOWZ CMASS1 CMASS2
0.279 0.5206 0.6264

logMmin 13.502510 13.835350 14.134250

σ2 0.271474 0.473399 0.699328

logM1 14.435000 14.614390 14.686320
α 0.334696 1.868055 1.803775
κ 2.620329 0.017179 0.016590
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C++, which are then exposed to python using the
Simplified Wrapper and Interface Generator (SWIG).
The nearest neighbor searches are carried out with the

help of a kd-tree [96] optimized to utilize the cache and
enable fast searches for potential neighbors in the galaxy
catalog in the plane of the sky. The value of Rmax and πmax
are used to leave out galaxy pairs that do not lie within the
required projected and line-of-sight distances from
each other.
The python functions allow input catalogs to be read in a

variety of formats such as plain text, fits and csv files with
information about the angular positions, redshifts, and
weights of galaxies. These are then passed to the Cþþ
code in order to generate the kd-tree for the paircounts. We
use the Landy-Szalay estimator in order to measure the 3D
correlation function,

ξðR; πÞ ¼ DD − 2DRþ RR
RR

: ð10Þ

where DD denotes the number of pairs of galaxies in the
data, DR the number of normalized galaxy random pairs,
and RR the number of normalized random random pairs at
a given separation (R, π). We use 50 times more randoms
than the data points in order to reduce the shot noise in the
determination of DR and RR.
The computation of the pair counts are done using the

Message Passing Interface using a division of tasks for each
of these pair counts. The load balancing is achieved by
dividing the randoms into 50 separate units and computing
the pair counts separately. The Cþþ code can also
compute jackknife covariances on the fly if every galaxy
is associated with a jackknife index.
We compute the three-dimensional correlation function

ξðR; πÞ and integrate it along the line of sight direction to
obtain the projected correlation function wp,

wpðRÞ ¼ 2

Z
πmax

0

ξðR; πÞdπ: ð11Þ

We use πmax ¼ 100h−1 Mpc. This length is smaller than the
line-of-sight direction width of our subsamples and larger
than the maximum projected distance to which we com-
pute wp.
The measurements of the clustering signal wpðRÞ are

dependent upon the fiducial cosmological model used to
compute these measurements. In the modeling analysis we
account for the cosmology dependence of the measure-
ments using the formalism presented in More et al. [37]
during the modeling phase. Briefly, the fiducial cosmo-
logical model used to measure the clustering enters the
measurements when the angular separations between
the galaxies get converted into comoving separations
and the redshift differences in to line-of-sight comoving
separations. The ratio of the comoving distance to the

median redshift of each sample between the fiducial model
and the cosmological model under consideration, as well as
a similar ratio between the Hubble parameters in the two
models can correct for the clustering measurements. On the
other hand, for the weak lensing signal, we additionally
have to consider the dependence of the critical surface
density on the fiducial cosmological parameters and the
cosmological model under consideration.
The various inputs to the clustering pipeline such as the

cosmological model to be used for the measurements, the
minimum and maximum projected distances, the number of
radial bins, the number of bins in projected radius, the types
of galaxies used to measure the clustering (cross or auto)
are passed via a simple yaml file.
The pipeline has been validated by comparing the

correlation function measurements against those measured
by the BOSS survey collaboration using the entire BOSS-
LOWZ and BOSS-CMASS samples.

B. Galaxy-galaxy lensing pipeline

The gravitational lensing owing to the presence of mass
between us and the far away source galaxies results in
coherent distortions in their shapes. Such distortions can be
inferred from the observed distribution of ellipticities of
these galaxies. As galaxies have intrinsic shapes, this signal
needs to be measured as a statistical average of the shapes
of a large number of galaxies.
The HSC-Y3 shape catalog provides the ellipticity

components ðe1; e2Þ alongwith theweights for every galaxy
ws, the additive and multiplicative biases ðc1; c2; mÞ and the
variance of the ellipticity eRMS. Given ϕ, the angle between
the line joining the lens and the source galaxy in the plane of
the sky and the x axis of the coordinate system, the tangential
distortion in shape is given by

et ¼ −e1 cosð2ϕÞ − e2 sinð2ϕÞ: ð12Þ

The average of the tangential ellipticity is proportional to the
tangential shear induced on the galaxy by the matter
distribution correlated with the lens galaxy. The tangential
shear depends upon the surface mass density, ΣðRÞ, and the
critical surface density for lensing Σcrit such that

γtðRÞ ¼
Σð< RÞ − ΣðRÞ

Σcrðzl; zsÞ
¼ ΔΣðRÞ

Σcrðzl; zsÞ
: ð13Þ

Here, the symbol Σð< RÞ denotes the average surface mass
densitywithin a projected distanceR from the lens, andΣðRÞ
is the surfacemass density at the distanceR after performing
an azimuthal average. The critical surface density,
Σcrðzl; zsÞ, is a geometrical factor dependent on the angular
diameter distances to the lensDAðzlÞ, the sourceDAðzsÞ and
between the two, DAðzl; zsÞ. When expressed in comoving
units, the critical surface density is given by
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Σcrðzl; zsÞ ¼
c2

4πG
DAðzsÞ

DAðzlÞDAðzl; zsÞð1þ z2l Þ
: ð14Þ

As the galaxy-galaxy lensing signal, we measure the excess
surface density ΔΣðRÞ ¼ Σð< RÞ − ΣðRÞ as a minimum
variance weighted statistical average,

ΔΣðRÞ ¼ 1

ð1þ m̂Þ
�P

lswlset;lshΣ−1
cr i−1ls

2R
P

lswls

�
: ð15Þ

The average inverse critical surface density is computed
from the full photometric redshift posterior distribution,
pðzsÞ,

hΣ−1
cr ils ¼

4πGð1þ zlÞ2
c2

Z
∞

zl

DAðzlÞDAðzl; zsÞ
DAðzsÞ

pðzsÞdzs;

ð16Þ

where the lower limit of the integration is from the lens
redshift zl. Given the photometric redshift errors, one can
expect galaxies in the foreground or at the lens redshifts to
be in our source sample. To reduce the effects of such
galaxies we only choose those sources that have a large
probability to lie at a specified redshift according to Eq. (1).
The parameter zmax can be chosen to correspond to the
maximum redshifts of the sample, and the tunable param-
eters zdiff and pcut which can be changed to allow the cuts to
be more stringent. Alternatively, the pipeline also allows for
the possibility to carry out the source selection by using the
best estimate of the photometric redshift.
The weight used in Eq. (15), wls ¼ wlwshΣ−1

criti2ls, is the
minimum variance weight for the estimator of the signal
ΔΣ, and it down weights those lens-source pairs that are
close to each other in redshift. The shear responsivity R is
given by

R ¼ 1 −
P

lswlse2RMSP
lswls

; ð17Þ

and can be estimated from eRMS. Finally, the term m̂
is the average multiplicative bias and is defined as
as m̂ ¼ Σlswlsms=Σlswls.
In addition, we consider the effect on the multiplicative

and the additive selection bias. Li et al. [54] found that the
multiplicative bias and selection bias are proportional to the
fraction of galaxies at the sharp boundary of selection cuts
on resolution and aperture magnitude as follows:

m̂sel ¼−0.05854P̂ðmagA ¼ 25.5Þþ0.01919P̂ðR2¼ 0.3Þ;
ð18Þ

âsel ¼ 0.00635P̂ðmagA ¼ 25.5Þþ0.00627P̂ðR2 ¼ 0.3Þ;
ð19Þ

respectively. Here, P̂ðXÞ is the fraction estimate of galaxies
at the boundary of selection cut on X. The galaxy-galaxy
lensing estimate is corrected as

ΔΣ →
1

1þ m̂sel
ðΔΣ − âselΔΣpsfÞ; ð20Þ

ΔΣpsf ¼
P

lswlse
psf
t;lsP

lswls
; ð21Þ

where epsfi is the PSF shape.
Finally we also repeat the same exact measurement

procedure mentioned above for the weak lensing signal but
around random points which are 40 times larger than the
number of lenses. We use random catalogs which occupy
the same area on the sky and follow the same redshift
distributions as our lens subsamples. This allows us to
subtract out any large-scale systematic effects that may
exist, especially on scales comparable to the field of view of
HSC. This changes our final estimator from the one written
in Eq. (20),

ΔΣ → ΔΣ − ΔΣrand: ð22Þ

The weak lensing pipeline we have developed imple-
ments the above calculations in order to measure the
galaxy-galaxy lensing signal. At its core, it needs to
perform nearest neighbor calculations on the plane
of the sky between lens and source galaxies. It uses
the same kd-tree code as used in the galaxy clustering
pipeline in order to speed up these calculations. The core
functions of the pipeline are again written in Cþþ for
speed, with interfaces provided via python using SWIG.
The input and output is handled on the python side
making it easier to swap in and out different catalogs for
the lensing measurements while preserving the core
functionality.
In order to make the code memory efficient, we search

for lens galaxies around source galaxies rather than the
other way around. The computational complexity of the
algorithm to generate a tree of N points and to perform n
searches with it is O½ðN þ nÞ logNÞ�; thus it is better to
generate the tree out of the smaller of the two numbers.
Given the order of magnitude difference between the
number of galaxies in the lens and the source samples,
we generate the tree using the lens catalogs. This in turn
also makes the code memory efficient, because the entirety
of the source catalog need not be read right at the beginning
in order to generate the tree.
The computation of the weak lensing signal and the

covariance is parallelized using a division of tasks. Given
that the code requires one to compute the weak lensing
signal around random points, we usually divide the task
into computation of the weak lensing signal around the lens
galaxy samples and the randoms into separate tasks. The
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covariance computations are also performed by running the
weak lensing pipeline over a large number of mock
catalogs. This allows us to massively parallelize the
computation of the weak lensing signal and covariances.
The code also allows for the computation of the weak
lensing signal in different fields separately. The output of
the weak lensing pipeline has all the relevant outputs which
can then later be combined in the postprocessing.
The various inputs to the weak lensing pipeline such as

the cosmological model to be used for the measurements,
the minimum and maximum projected distances, the
number of radial bins, the lens and source selection
parameters can all be passed via simple yaml files. The
pipeline has been validated by comparing the weak lensing
measurements with a number of independent codes written
by other authors in the HSC survey collaboration.

C. Cosmic shear measurement code

In order to compute the cosmic shear, we use the
estimator in Li et al. [54] for the shear estimate for each
galaxy,

γ̂i ¼
1

ð1þ m̂Þ
�
ei
2R

− ci

�
: ð23Þ

In this case the weighted average multiplicative bias factor
is given by

m̂ ¼
P

iwimiP
iwi

; ð24Þ

and the weight in this equation corresponds to the shape
weight ws given in the HSC shape catalog [54]. The shear
responsivity in this case is estimated using

R ¼ 1 −
P

iwie2rms;iP
iwi

: ð25Þ

As in the galaxy-galaxy lensing measurement, we take
account of the multiplicative and the additive selection
biases in the cosmic shear measurement

γ̂i →
1

1þmsel
ðγ̂i − asele

psf
i Þ; ð26Þ

where msel and asel are evaluated using the entire sample of
our source galaxies.
We use the software TreeCorr, in order to compute the two-

point shear correlation functions ξþ and ξ−. In our case we
use a single source sample which would allow us to self-
calibrate any residual uncertainties in the determination of
the true redshift distribution given the photometric redshifts
of our galaxies. We estimate ξ� as

ξ�ðθÞ ¼
P

ijwiwj½γ̂i;tγ̂j;t � γ̂i;×γ̂j;×�P
ijwiwj

; ð27Þ

and the summation runs over all pairs of galaxies i, j whose
angular separation falls within a bin of given width
around θ.
We also diagnose any contamination of the above

correlations due to the presence of PSF anisotropies.
Such residuals are expected to be present due to the
imperfections in the modeling and the measurements of
the PSF. We continue to follow the prescription presented
in Hikage et al. [97] and Troxel et al. [98], such that the
systematics due to the PSF errors are added in a linear
fashion and arise from two sources,

γsys ¼ αpsfγ
p þ βpsfγ

q; ð28Þ

where γp is the shape of the PSF model, and γq is the
difference between the true PSF of stars and the model PSF
at their locations. These two terms account for the error in
the deconvolution of the PSF from the galaxy shapes and
the error in the shapes due to the imperfect modeling of the
PSF. These terms give rise to a spurious component in the
measured cosmic shear signal, ξpsf given by

ξ̂psf;�ðθÞ ¼ α2psfξ
pp
� þ 2αpsfβpsfξ

pq
� þ β2psfξ

qq
� : ð29Þ

Here the quantities ξpp� and ξqq� are the autocorrelations of γp

and γq, respectively, and ξpq� corresponds to the cross-
correlation of the two quantities. These correlations can be
measured directly from the data by using the shapes of
stars, that were reserved for modeling the PSF over the
entire field of view. In HSC, the PSF measurement and
modeling are performed over each exposure, rather than the
coadd, and 20% of the stars are randomly reserved for PSF
testing. Since these stars are randomly selected during each
exposure, the number of stars that are never used in the PSF
determination is quite small. The HSC pipeline assigns a
flag i_calib_psf_used to denote stars that have been
used for the PSF determination at least in 80% of the visits
they belong to. We use stars with flags I_CALIB_PSF_USED
i_calib_psf_used=True to compute these correla-
tions, because it is less noisy. We also take into account the
uncertainty of the predicted ξ̂psf; � whether we useI_CALIB_
PSF_USED i_calib_psf_used=True or False. In
Sec. VI B, we will present our constraints on the parameters
αPSF and βPSF and our suggested priors for the cosmological
analyses.
Note that our treatment of the PSF systematics in the

3 × 2 pt analyses differs from the default setup used in the
cosmic shear analyses alone in our companion papers Li
et al. [43] and Dalal et al. [44], where we account for the
errors in the PSF moments up to fourth order following the
methodology developed in [99]. In Sugiyama et al. [42] and
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Miyatake et al. [41], we will test the impact of including
such an effect for the HSC source galaxies used in our
analyses and quantify its impact on the cosmological
parameters.
Finally, we also will perform an E=B mode decom-

position of the measured cosmic shear two-point correla-
tion functions, such that

ξEðθÞ ¼
ξþðθÞ þ ξ0ðθÞ

2
; ð30Þ

ξBðθÞ ¼
ξþðθÞ − ξ0ðθÞ

2
; ð31Þ

where ξ0 is given by

ξ0ðθÞ ¼ ξ−ðθÞ þ 4

Z
∞

θ

dθ0

θ0
ξ−ðθ0Þ − 12θ2

Z
∞

θ

dθ0

θ03
ξ−ðθ0Þ:

ð32Þ

We replace the integral with a Riemann sum over
the range θ0 ∈ ½2; 420� and with logarithmic bins of size
Δ log θ ¼ 0.0222. A larger bin size would smooth out the
angle dependence of ξ−, and affect the accuracy of the
Riemann sum as a consequence. Therefore, we use nar-
rower bins in θ for the measurement of ξ�, decompose
them into E=B modes using the above equations and then
finally smooth the signal to obtain E=B signals over similar
bins as the cosmology analysis. We have carefully checked
that the results converge with the choice of the bins we use.

FIG. 5. The measurements of the 3 × 2 pt functions that will be used for the cosmology parameter inference in companion papers,
Miyatake et al. and Sugiyama et al. Top panels: the clustering signals of spectroscopic SDSS galaxies are shown for LOWZ, CMASS1
and CMASS2 in redshift bin z∈ ½0.15; 0.35�, [0.43, 0.55] and [0.55, 0.70] from left to right panels, respectively. Although the signal is
identical to the Year 1 analysis [18,70], the updated covariance is measured from mock catalogs described in this paper. The shaded
regions indicate the scales used for cosmology analyses in the companion papers: blue for the large-scale analysis with minimal bias
model by Sugiyama et al., and red for the small-scale analysis by Miyatake et al.Middle panels: the galaxy-galaxy weak lensing signals
measured by combining the spectroscopic SDSS galaxies and HSC-Y3 source galaxies. For the measurement of clustering and galaxy-
galaxy lensing signals, we used a flat ΛCDM model with Ωm ¼ 0.279 to convert angular separation θ to physical separation R and to
compute hΣcri. Bottom panels: the cosmic shear correlation functions for the plus and minus modes are shown in the left and the right
panels, respectively. The blue shaded regions indicate the scales used for both of the large-scale and the small-scale cosmology analyses.
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IV. CLUSTERING MEASUREMENTS

A. Measurements

We show the clustering signals we measure for the three
subsamples in the three different panels of Fig. 5, respec-
tively. Although we have measured the signals on small
scales, we restrict to scales beyond 1h−1 Mpc. The mea-
sured projected correlation functions fall off approximately
as 1=R. The deviation from this power law can be seen
clearly when we plot wpR.
The clustering of LOWZ galaxies clearly shows the

transition between the one-halo term and the two-halo
term on scales around 1.5h−1 Mpc. This transition is less
pronounced for the CMASS1 and CMASS2 subsamples.
In both our cosmological analyses we avoid modeling
below the transition scale due to uncertainties in the
accuracy of their modeling. We have tested the accuracy
of both of our modeling schemes against different sys-
tematic uncertainties and decided on the scale cuts that we
will use for our analysis in Miyatake et al. [41] and
Sugiyama et al. [42]. The validation of the scale cuts
include tests on different models for how satellite galaxies
populate dark matter halos, whether the central galaxies
are off centered within their respective halos, the presence
of incompleteness in the halo occupation distribution of
central galaxies, or that of halo assembly bias, in addition
to the choice of halo definitions in simulations. Based on
the validation analyses, we use a range of ½2; 30�h−1 Mpc
and ½8; 80�h−1 Mpc for the small-scale and large-scale
analyses, respectively.
We use the 108 realizations of the full-sky mock catalogs

imprinted with the BOSS LOWZ, CMASS1 and CMASS2

footprints. Within each realization we utilize 192 jackknife
regions of the SDSS survey footprint (see [71] for details),
measure wp for each jackknife region, and estimate
the covariance matrix from the measured wp’s from all the
jackknife regions. We then average the covariances for the
108 realizations to estimate the covariance matrix for each
of the LOWZ, CMASS1, and CMASS2 subsamples. The
covariance matrix estimated in this way is used for our
cosmology analysis. Since the covariance matrix of wp is
estimated effectively from a larger number of samples
20; 736 ¼ ð108 × 192Þ, the Hartlap factor [100] can be
ignored in evaluating the inverse of the covariance matrix
for the clustering sector. This is different from our analysis
with Y1 data, where we just used the jackknife estimate of
the covariance from the real data. Our new method allows
the determination of the covariance with reduced noise
properties.
One can also expect some cross covariance between

the measurements as the CMASS1 and CMASS2 sub-
samples share a boundary and the galaxies near the
boundary will share the same large-scale structure,
although we expect this to be a small effect. Finally,
we have also analytically checked that the magnification
bias effect on the observed galaxy number density by
gravitational lensing by foreground matter fluctuation has
a negligible effect on the clustering covariance; thus we
do not include the cross covariance between wp’s for
different subsamples.
The cross-correlation coefficients of the covariance

result are shown in Figs. 5 and 6. The error bars in
Fig. 5 show the diagonal elements of estimate covariance.
Figure 6 shows the correlation coefficients of the

FIG. 6. The correlation coefficient of the full covariance matrix. Left: the large-scale cosmology analysis with minimal bias model.
The scales shown in this figure are indicated by the shaded regions in Fig. 5. Subscripts of 0, 1, and 2 forΔΣ and wp stand for the LOWZ,
CMASS1 and CMASS2 subsamples, respectively. The contribution of magnification bias is evaluated analytically and added on the
covariance estimated from mock measurements. Right: similar to the left panel, but for the small-scale analysis.
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covariance, over the scale used for cosmology analyses: the
large-scale analysis with minimal bias model by Sugiyama
et al., and red for the small-scale analysis with the
emulator-based halo model by Miyatake et al, respectively.
Figure 7 shows the cumulative signal-to-noise ratio as

the function of minimum scale cut. The upper and lower
panels are for large- and small-scale analysis, respectively.
The total signal-to-noise ratios of our measurements in
the LOWZ, CMASS1 and CMASS2 subsamples are 25.6,
27.6, 26.6, respectively for our large-scale analysis. When
including the scales that will be modeled in our small-scale
analysis, these signal-to-noise ratios increase to 38.5, 37.1,
35.7, respectively.

B. Systematic tests

We carry out a couple of tests in order to understand the
possible systematics in our analysis. The first is the
dependence of the galaxy number density in our lens
sample on seeing and the number density of stars. In
Ross et al. [4], these relations were calibrated based on the
entire large-scale structure sample. Since we are including a
cut on the luminosity which is dependent on luminosity we
are preferentially selecting the brighter galaxies. If the
dependence is weaker for brighter galaxies then we may
end up giving extra weight to brighter galaxies.

To account for the reduction in the number density of
galaxies in regions where there is a large stellar number
density, the large-scale structure catalogs have been
assigned a stellar density weight. Since this weight is
also dependent on the magnitude of galaxies, we carry
over the weights assigned to these galaxies even in our
subsamples. In order to test how such systematic stellar
weights affect the clustering signal, we show the variation
of the clustering signal with and without the systematic
star weights in Fig. 8. The effects on the clustering signal
all appear within the statistical error budgets, especially
considering the fact that the measurements are correlated
on large scales.
Next, we also test out how much the clustering signal

varies as a function of redshift. In our cosmological
analyses we will consider the average redshift of each
of the subsamples as the representative redshift for our
measurements and compare it to the theoretical predic-
tions for cosmological inference. The cosmological ingre-
dients such as the halo mass function, the halo bias, and
the clustering of matter with itself and the halos vary as a
function of redshift. At fixed halo occupation distribution,
these changes are at the subpercent level. Further, we also
expect the clustering signal to vary with redshift if the halo
occupation distribution of galaxies changes as a function
of redshift.

FIG. 7. The cumulative signal-to-noise ratios as a function of minimum scale cuts for clustering, galaxy-galaxy lensing and cosmic
shear are shown in the different columns, respectively. The top and the bottom panels show the cumulative signal-to-noise ratio for large-
and small-scale analysis respectively.
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We divide each of the LOWZ, CMASS1 and CMASS2
subsamples into three bins each and remeasure the cluster-
ing signal. We show the variation of the clustering signal as
a function of redshift for the subsamples in each of the
subpanels of Fig. 9. To assess the variation of the clustering
amplitudes of the signal in each of the bins, we fit the signal
with a fiducial model with our fiducial cosmological
parameters at the median redshift of the sample with a
free amplitude parametrized as

AðzÞ ¼ A0 þ αðz − zmedÞ: ð33Þ

When we fit the clustering measurements on the large or
small scales we obtain values of α all consistent within 2-σ
(see Table II). This shows that the clustering signal does not
show an appreciable variation with redshift.

V. LENSING MEASUREMENTS

We use the weak lensing pipeline described in Sec. III B
in order to measure the galaxy-galaxy lensing signal around
the three subsamples of lenses that we consider. In this
section, we present these lensing measurements as well as
our estimates of the covariance of these measurements
using the mock catalogs.
We measure ΔΣ in 30 logarithmic radial bins in

projected distance in the range ½0.05; 80.0�h−1 Mpc. As
described before, we use the source catalog of HSC
galaxies satisfying Eq. (1) with zmin ¼ 0.7; zdiff ¼ 0.05;
pcut ¼ 0.99. We carry out our measurements of the weak
lensing signal in the six different fields separately and later
on combine them in postprocessing.
The measurement of the galaxy-galaxy lensing signal

includes the conversion of galaxy shear γt to the matter
surface density ΔΣ and the conversion of the angular radial
bin θ to the projected radial bin R. To do these conversion,
we assume a fiducial cosmology for measurement. Because
we use the radial bin in the unit of h−1 Mpc and it is
independent to the value of Hubble parameter h, the only
relevant cosmological parameter is the matter density

FIG. 8. The dependence of the clustering signals on the systematic weights related to seeing and stellar number density. We find a very
weak dependence of these measurements on such systematic weights within the statistical errors.

FIG. 9. The variation of the clustering signal within each lens redshift bin. Here, we divide the lens galaxy samples into two or three
subsamples in each redshift bin. This should be compared with Fig. 20, where the BOSS full sample, i.e the flux-limited sample, is used
for wp measurement rather than the luminosity-limited samples presented in this paper.

TABLE II. The slope of the systematic variation of the
clustering signal with redshift for each of the subsamples and
the small- and large-scale analyses are presented in the top and
bottom sections, respectively. We find no significant evidence of
variation with redshift.

Analysis Sample α

Small scale LOWZ 0.0� 0.5
CMASS1 −2.5� 1.4
CMASS2 −1.1� 0.8

Large scale LOWZ 0.2� 0.7
CMASS1 −2.7� 1.8
CMASS2 −0.6� 1.1
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parameter Ωm in the flat ΛCDM model that we focus on in
the companion cosmology papers. We use a flat ΛCDM
model with Ωm ¼ 0.279 as the fiducial cosmology for
measurement.

A. Measurements and covariance

We show the weak lensing signal ΔΣ for the three
subsamples used in our analysis in the three different panels
in the middle row of Fig. 5, respectively. Although we have
measured the signals on small scales, we restrict to scales
beyond 1h−1 Mpc in our figure. The measured weak
lensing signal falls off approximately as 1=R. In the figure,
we plot the quantity R × ΔΣ as this shows the deviations
from such a power law. In general we see similar ampli-
tudes for the weak lensing signals across the three different
subsamples.
For the covariance estimation, we measure the galaxy-

galaxy lensing signals using mock lens galaxy catalogs
described in Sec. II D 2 and the corresponding 1404 mock
shape catalogs in Sec. II D 1. We construct a total data
vector ΔΣ by concatenating the measurements of all three
of our subsamples together. We obtain the covariance
between these measurements as

Cij ¼ hðΔΣi − ΔΣiÞðΔΣj − ΔΣjÞi: ð34Þ

Our blinding scheme described in detail in Sec. II B relies
on the use of different multiplicative bias factors for three
different catalogs, only one of which is correct. However,
our mock simulations do not include any multiplicative bias
factors. The covariance for the galaxy-galaxy lensing
measurements computed in this manner cannot therefore
be directly used with the three different blind catalogs.
To estimate the covariance for each of the blinded

catalogs with nonzero multiplicative biases, we include
the multiplicative bias in Eqs. (5) and (6) by changing γ →
ð1þ m̂Þð1þ m̂selÞγ at the catalog level. The value of the
multiplicative bias m̂ is taken from the corresponding blind
catalog. However, we have three different blind catalogs
with different multiplicative bias, and iterating mock
measurements for all the blind catalogs is computationally
expensive. To avoid this iteration, we develop a rescaling
method in order to obtain the galaxy-galaxy lensing signal
with nonzero multiplicative bias from one without multi-
plicative bias. We first note that the observed galaxy
ellipticity in Eqs. (5) and (6) in the presence of multipli-
cative biases can be expanded as

emock ¼ 2Rð1þ m̂Þð1þ m̂selÞγ þ ϵn; ð35Þ

to the lowest order of the intrinsic shape and the lensing
shear, where ϵn ¼ ϵint þ ϵmeas. Using this expansion, the
estimator in Eqs. (15) and (20) is

Δ̂Σðm̂Þ ∼ Δ̂Σsim þ 1

ð1þ m̂Þ

P
lswlsϵ

n
t;lshΣ−1

cr i−1
ð1þ m̂selÞ2R

P
lswls

; ð36Þ

where the first term is

Δ̂Σsim ¼
P

lswlsγt;lshΣ−1
cr i−1P

lswls
−

âsel
1þ m̂sel

ΔΣpsf ; ð37Þ

and ϵintt;ls, ϵ
meas
t;ls , and γt;ls are defined similarly as in Eq. (12)

but with e → ϵint, ϵmeas, and γ. Note that Δ̂Σsim can be
measured from the mock catalog because we know γ, but
this is an unknown in the real measurement. The meas-
urement of Δ̂Σsim can be done at the same time by using the
same lens-source pair stacking as Δ̂Σ, and does not require
additional measurement. Using the dependence of Δ̂Σðm̂Þ
on m̂ in Eq. (36), we obtain an equation for rescaling the
ΔΣ measurements in the presence of multiplicative bias,

Δ̂Σðm̂Þ ¼ Δ̂Σsim þ Δ̂Σðm ¼ 0Þ − Δ̂Σsim

1þ m̂
: ð38Þ

This method relies on the expansion of the estimator with
respect to the intrinsic shape and the lensing shear in
Eq. (36), which may lead to inaccuracy in the covariance
estimate. We have checked that the rescaling method
works at the 1% level in the covariance amplitude, by
using 100 mock measurements and comparing the mea-
surements made without the multiplicative bias but cor-
rected using our formalism to those made with the correct
multiplicative biases.
The mock galaxy catalogs represent the intrinsic galaxy

distribution at the redshift of galaxy, but do not include the
magnification bias effect on the observed galaxy distribu-
tion by gravitational lensing by foreground matter fluc-
tuation. We evaluate the contribution of magnification bias
to the autocovariance of galaxy-galaxy lensing signals
analytically as in Sugiyama et al. [70] (see Appendix A
of the paper). In this paper, we also evaluate the contri-
bution of magnification bias to cross covariance between
galaxy-galaxy lensing and cosmic shear signals. The
formulation is summarized in Appendix E.
We note that the redshifts in the mock catalogs were

assigned based on the DNNZ estimates due to their
availability in time when the covariance calibrations were
started. Therefore the mock measurements for the covari-
ance were also performed with a source sample selected
based on using the redshift PDFs from DNNZ used in
Eq. (1). The covariance in the galaxy-galaxy lensing
signal consists of two terms, the shape noise and the
covariance due to large-scale structure. The shape noise
depends upon the number density of the source galaxy
sample, while the large-scale structure term arises inde-
pendent of the source galaxy sample. The shape noise
term dominates on small scales but decreases as we
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consider larger and larger separations owing to the larger
number of lens-source pairs, where the large scale
structure term then can play a dominant part. We measure
each of these terms separately [101].
Given that our fiducial sample consists of galaxies

selected using redshift PDFs from DEmPz which results
in a source sample with a higher source galaxy number
density, we scale the shape noise term by the square root of
the ratio of the source galaxy number density when selected
using DNNZ to that obtained using a selection in DEmPz. We
maintain the large-scale structure term as is.
Finally, we also note that the mock galaxy-galaxy

lensing signals are used further to estimate the cross
covariance with the cosmic shear measurements by com-
bining these measurements with the cosmic shear signals
measured from the same set of mock shape catalogs in
Sec. VI A.
Figure 7 shows the cumulative signal-to-noise ratio as

the function of minimum scale cut. The upper and lower
panels are for large- and small-scale analysis, respectively.
The total signal-to-noise ratios of our measurements in the
LOWZ, CMASS1 and CMASS2 subsamples are 7.6, 11.3,
10.6, respectively for our large-scale analysis. When
including the scales that will be modeled in our small-
scale analysis, these signal-to-noise ratios increase to 13.4,
17.3, 15.8, respectively.

B. Systematic tests

We carry out a variety of systematic tests in order to
validate the measured weak lensing signal. In Fig. 10, we
show the cross component of the weak lensing signal for
the three subsamples for the fiducial photometric redshift
estimates from DNNZ in the three different columns.
Figure 21 in Appendix C corresponds to the same mea-
surements but using the photometric redshift codes Mizuki

and DEmPz. The blue color points correspond to the
measurement around the lens samples, the red ones
correspond to the measurement around the random points,

and the green points correspond to the subtraction of
the two.
The cross signal is expected to be zero apart from the

presence of any systematics. On large scales, we observe a
significant deviation from zero in the LOWZ and the
CMASS1 subsamples, but we do not see such effect
for the CMASS2 subsample. Similarly the lensing
signal around random points is also nonzero, but it is
not large enough to explain the deviation seen around the
lenses. Therefore the cross systematic around the lenses
still survives after subtracting the cross signal around
random points.
One likely explanation is that the cross systematic

appears on a fixed angular scale, and given the redshift
differences in each of our subsamples, this angular scale
corresponds to a different distance in comoving coordinates
for each of our subsamples. The scale where this cross
systematic appears is 2.3 deg, which is slightly larger than
the HSC field-of-view size, 1.5 deg, beyond which even the
random subtraction does not seem to help.
The presence of the cross systematic dictates the large-

scale cut we will use for the cosmological analysis of
these measurements. We will use large scale cuts of 30,40
and 80h−1 Mpc for the analysis of the signals from the
LOWZ, CMASS1, and CMASS2 subsamples, respectively.
In our cosmological analyses, we will also adopt cuts on
the small scale which are motivated by modeling uncer-
tainties on small scales. The large-scale only analysis
which uses perturbation theory based techniques and the
small-scale only analysis which uses a halo occupation
distribution modeling framework will use small-scale cuts
of 12h−1 Mpc and 3h−1 Mpc, respectively. In the small-
scale analysis, we also discard lensing signals over R >
30h−1 Mpc because they give negligible contribution of
signal-to-noise ratio compared with smaller scales around
R ∼ 3h−1 Mpc.
We compute the reduced chi-squared χ2red ¼ χ2=d:o:f:

away from a null value of the cross signal around the lens
sample after the subtraction of the cross signal around

FIG. 10. Systematic test of galaxy-galaxy lensing signal, i.e null test of ΔΣ×. From left to right panels, the cross signal from LOWZ,
CMASS1 and CMASS2 subsamples are shown. The blue points shows lensing signal around lens galaxy, the orange points shows
signals around random points, and the green points shows the subtracted signal. The sky blue and pink shaded region indicates the scale
which the large-scale only analysis and small-scale only analysis uses for cosmology inference.
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random points. These values along with the corresponding
p values to exceed the χ2 given the d.o.f. are also tabulated
in Table IV computed over the scales used in the large-scale
and small-scale analyses, respectively. These values justify
our choice of the scale cuts for our cosmology analysis.
We note that we do see some evidence of cross

systematic with p values smaller than 0.05 for the LOWZ
and CMASS1 subsamples when using the Mizuki source
galaxy sample. This sample of source galaxies has the
highest number density, which results in smaller errors. In
the bottom panel of Fig. 21, we do not see a systematic
deviation in one direction, but the cross points lie above and
below the zero line, with a scatter not consistent with the
errors on these points. We flag this issue, in case there is an
interest in using the Mizuki based source sample for
cosmological analyses. We proceed further by noting that
our fiducial analysis will rely on the DEmPz based sample of
source galaxies.
Galaxies which are physically correlated with the lens

sample could seep into our source samples due to imper-
fections in the photometric redshift PDFs despite our
stringent cuts. Such galaxies are not expected to be
efficiently lensed by our sample of lens galaxies. The
inclusion of such galaxies could therefore result in a diluted
signal. The presence of correlated galaxies in the source
sample can be inferred by comparing the number of source
galaxies around the lens sample with the number of pairs

around random points. If the source galaxies are correlated,
we expect the ratio of the two pair counts, also called the
boost factor, to be consistent with unity.
In Fig. 11,we show the boost factor for all three of our lens

samples. In the scales of our interest shown as the colored
shaded regions, we do not see a significant deviation away
from unity. The measurements shown in the figure are
expected to be correlated. The chi-squared for the expect-
ation BðRÞ ¼ 1, and the corresponding p values for all three
cases for the large-scale and the small-scale analysis are
written in Table V. We find that the boost factors are
consistent with unity for the LOWZ and CMASS2 samples,
although the CMASS1 sample shows p values smaller than
10%. This is related to the large covariance in the meas-
urement of the boost factor and the measurements of boost
valueswhich swing frombeing belowunity to above unity in
some cases, which results in a large χ2.We have verified that
if we ignore the covariance then the χ2 values are small and
result in a large p value. Furthermore, the boost factor values
in the case of theCMASS1 subsample are away fromunity at
the subpercent level. Therefore we do not apply any boost
factor corrections to our signals.
Just as in the case of the clustering signal we also

quantify the variation of the galaxy-galaxy lensing signal
with redshift. We measure the galaxy-galaxy lensing
signals in subsamples of each redshift bin and present
the result in each of the subpanels of Fig. 13. We fit these

FIG. 11. Systematic test of galaxy-galaxy lensing signal: boost factor for each of the lens subsamples. The boost factor is consistent
with unity in the scales of interest for LOWZ, CMASS1 and CMASS2 subsamples with p values greater than 0.10.

FIG. 12. The variation of the galaxy-galaxy lensing signal with and without systematic weights related to the number density of stars
and the seeing. The difference between these signals is within the statistical errors.
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signals with a fiducial model at the median redshift of the
sample with fiducial cosmological parameters with a free
amplitude that varies with redshift according to Eq. (33)
and again obtain results which indicate a result consistent
with no variation at the 2-σ level (see Table III). In addition,
we also show the very weak dependence of the weak
lensing signal whether we use or do not use the systematic
weights related to the stellar density in the various sub-
panels of Fig. 12.

VI. COSMIC SHEAR MEASUREMENTS

We use the infrastructure described in Sec. III C in order
to measure the cosmic shear signal using the common
sample of source galaxies used in the galaxy-galaxy lensing
measurement. Note that in the 3 × 2 pt analyses, we do not
perform a tomographic measurement of the cosmic shear.
In this section, we will present these cosmic shear mea-
surements as well as our estimates of the covariance of
these measurements using the mock catalogs. We use a total
of 30 logarithmic bins starting from 0.25 arcmin to a
maximum distance of 360 arcmin in order to carry out our
measurements. As mentioned previously, we will use a
single source sample, and not perform any tomographic
measurement of the cosmic shear signal. A single source

sample will allow us to self-calibrate any residual source
redshift uncertainties.

A. Measurements

We show the measurements of the cosmic shear corre-
lation functions, ξþ and ξ−, in the bottom panels of Fig. 5.
Both the measurements approximately scale as 1=θ.
Although we measure the signals on a wide range of
scales, we will only use the signal shown in the shaded
regions. The cut on small scales is dictated by our require-
ment that the modeling uncertainties in the power spectrum
due to the impact of baryonic physics do not result in
significant biases. To this end, in our companion paper,
Miyatake et al., we show that the dark matter only model,
compared with various models which account for the
uncertain baryonic physics give consistent cosmological
inference on scale cuts implemented in this paper. For ξþ
this corresponds to a small-scale cut of 8 arcmin, while the
corresponding cut for ξ− is equal to 30 arcmin. On large
scales, the scale cuts are dictated by systematics in the
measured signals as we will describe below.
The measurements of the cosmic shear signals were

performed on the mock shape catalogs in order to obtain the
covariance of the cosmic shear signals. Note that the mock
catalogs themselves were constructed without the inclusion
of any multiplicative biases. Therefore, in order to estimate
the covariances for the three blind catalogs with nonzero
multiplicative biases, we include the multiplicative bias in
Eqs. (5) and (6) by changing γ → ð1þ m̂Þγ at the catalog
level. The values of the multiplicative bias m̂ are taken from
the corresponding blind catalog.
As mentioned in the previous section, the mocks were

constructed based on the DNNZ photometric redshift
estimates. We have measured the mock cosmic shear
signals with galaxies from the DNNZ selected source
sample. These measurements are then used to measure
the covariance matrix. Given the difference in the number
density of DNNZ and DEmPz selected source samples,
we have rescaled the shot noise related term in the
covariance matrix.

FIG. 13. The variation of the galaxy-galaxy lensing signal in each redshift bin is shown in the three panels. In each panel we show the
lensing signal in a given redshift bin by points with errors, while the lensing signal when the redshift bin is further subdivided by solid
lines of varying colors. We fit a varying amplitude as a function of redshift in each panel to the solid lines and do not find significant
evidence for evolution given the statistical errors.

TABLE III. The slope of the systematic variation of the lensing
signal with redshift for each of the subsamples and the small- and
large-scale analyses are presented in the top and bottom sections,
respectively. We find no significant evidence of variation with
redshift.

Analysis Sample α

Small scale LOWZ 1.6� 1.9
CMASS1 −5.9� 3.1
CMASS2 −4.4� 2.2

Large scale LOWZ 4.3� 3.0
CMASS1 −2.3� 4.8
CMASS2 −2.8� 3.3
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The cross-correlation coefficient of the covariance
matrix obtained from our cosmic shear measurements
can be seen as two of the blocks in Fig. 6. Since the
cosmic shear measurements and the galaxy-galaxy lensing
measurements also share the same mock catalogs, we have
also obtained the cross covariance between these measure-
ments. Although they are not very large, we do find
nonzero cross-correlations between these measurements,
which we will take into account in our analyses. The cross-
correlation between the clustering and the lensing mea-
surements are considered to be zero, given that the
clustering measurements come from the entire SDSS
footprint, while the lensing measurements are restricted
to HSC regions, which are a small fraction of the entire
SDSS footprint.
Figure 7 shows the cumulative signal-to-noise ratio for

large- and small-scale analysis as a function of the mini-
mum scale cut. The total signal-to-noise ratios of our
measurements for ξþ and ξ− are 20.2 and 19.0, respectively.

B. Systematic tests

In Fig. 14, we present our measurements of the B-mode
signals, ξB;þ and ξB;− computed using the measurements of
ξþ and ξ−, respectively, obtained using finer binning to
avoid noise. The finite field size of our weak lensing shape
catalog regions can result in a residual nonzero B mode in
the cosmic shear signals. We evaluate the presence of such
residual B-modes using our mock shape catalogs (which do
not include any systematics) and present the mean from the
mocks as a dashed line. We compute the χ2 per degree of
freedom and the p value for the χ2 to exceed the one
measured in the data (see Table VI). We use the mean mock
measurement of the B modes with respect to the measured
B modes in our data for the above purpose. We obtain
reasonably good χ2 values with large p values if we restrict
ourselves to scales below 50 arcmin for ξþ and below
150 arcmin for ξ−.
We note that this result was obtained after excluding a

problematic 20 sq deg area in the GAMA09H region whose
inclusion would result in a significantly larger B-mode

signal especially in the cosmic shear tomography analyses
presented in Li et al. [43] and Dalal et al. [44]. We
comment on this region in Appendix D.
As discussed in Sec. III C, PSF leakage and residual PSF

model error contaminate the measured cosmic shear signal.
In our cosmology analyses, we model this contamination as
Eq. (29) and add it onto the model prediction of gravita-
tional lensing signal. Here, we present the constraint on
coefficients αpsf and βpsf to be used as prior during
cosmological parameter inference. We follow the method
in Hamana et al. [102]. The coefficients αpsf and βpsf
can be estimated from the cross-correlation functions
between γp;q from star catalog and galaxy shears from
galaxy shape catalog. These cross-correlation functions
can be expressed as

ξgp� ¼ αpsfξ
pp
� þ βpsfξ

pq
� ; ð39Þ

ξgq� ¼ αpsfξ
pq
� þ βpsfξ

qq
� : ð40Þ

All the correlation functions in the above equations are
measurable from star catalogs and galaxy catalogs, and
hence αpsf and βpsf can be estimated. In the following
figures, we show the measurement result with stars with
flags i_calib_psf_used=True. We also perform the
same analysis with the stars with flags i_calib_psf_
used=False, and finally take account of the uncertainty
of ξ̂psf;� due to the difference of stars whether i_calib_
psf_used=True or False.
Figure 15 shows the cross-correlations between γp;q and

galaxy shears. The error bar is estimated from the mea-
surements of mock galaxy shape catalogs and the real star
catalog, i.e. the error bar takes account of the cosmic
variance. We find that ξgp;gq− are consistent with zero within
the statistical uncertainty, and hence wewill focus on the ξþ
mode alone in the following analysis. Figure 16 shows the
autocorrelations of PSF leakage and PSF model error. We
first estimate the coefficients αPSF and βPSF as a function of
angular separation by fitting signals in each bin in order to
check the assumption that coefficients are scale

FIG. 14. Systematic test of cosmic shear signal, i.e. B-mode test. The B-mode expectations are consistent with that due to survey
geometry effects and are consistent with the expectation from mock catalogs shown as the blue dashed line in each of the panels.
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independent. The result is shown in Fig. 17, indicating that
the coefficients are scale invariant within the statistical
uncertainty. Combining the coefficient estimates over the
scales for cosmology analyses indicated by the blue shaded
region, we estimate the mean coefficients and the errors on
them, shown in the horizontal orange line and shaded region.
The orange contour in Fig. 18 shows the constraint on

the coefficients using stars with flags i_calib_psf_
used=True, while the green contour shows with
flags i_calib_psf_used=False. These contours are
two-dimensional Gaussian distribution, because Eqs. (39)

and (40) are linear in αpsf and βpsf . The coefficients from the
orange and green contour predict slightly different ξpsf� . We
find that this uncertainty of ξpsf� due to the difference of stars
whether i_calib_psf_used=True or False can be
covered by rescaling the statistical uncertainty of orange

FIG. 16. Autocorrelation and cross-correlation functions of the
PSF ellipticity (γp) and the PSF model error (γq). The contribution
of each of these to the cosmic shear correlation functions are
governed by the parameters αpsf and βpsf .

FIG. 15. Cross correlation function between galaxies and PSF
ellipticity (γp) and the PSF model error (γq) are shown in the
upper and lower panels, respectively. We model these functions to
determine the values of the PSF systematics model parameters,
αpsf and βpsf .

FIG. 17. The scale dependence of the PSF systematic coef-
ficients αpsf and βpsf , obtained by fitting the correlation functions
shown in Fig. 15. We do not observe any significant scale
dependence in the values of these PSF systematics coefficients.

FIG. 18. Constraint on αpsf and βpsf parameters. The orange and
green contours show the constraints on ðαpsf ; βpsfÞ using stars
selected by i_calib_psf_used=True and False, respec-
tively. The blue contour is the diagonalized Gaussian posterior with
respect toα and β, and the posterior size is rescaled by a factor of 1.08
to cover the uncertainty ξpsf;þ due to the choice of star selection, i.e.
i_calib_psf_used=True or False. The blue contour is used
as a conservative prior on αpsf and βpsf in the cosmology analyses.
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contour by a factor of 1.08 [103]. For simplicity, we also
diagonalize the rescaled constraint with respect to αpsf and
βpsf , which will be used in the cosmology analyses. In
Fig. 19, we compare the posterior distribution of the PSF
correlation term with the cosmic shear correlations and
observe that the contamination from PSF systematics is
much smaller than the measured signals.

VII. SUMMARY

A joint analysis of the three two-point functions: the galaxy
clustering signal, the galaxy-galaxy lensing signal and the
cosmic shear signal is a uniqueprobeof cosmology. In a series
of papers, based on imaging data obtained over a three year
period from the HSC survey and the spectroscopic data from
the SDSS,wewill present the cosmological constraints on the
matter density parameter as well as the amplitude of density
fluctuations. In this paper, the first in the series, we present
robust measurements and systematic tests corresponding to
themeasurement of each of the above signals.Please note that
bullets are not used in PRD papers. Adjustments have been
made accordingly. A summary of the results and products
made available in this paper are as follows:
(1) We define three different subsamples of spectro-

scopic lens galaxies from the large-scale structure samples
of SDSS-BOSS galaxies. These subsamples are defined to
be approximately volume limited by absolute magnitude
(kþ e corrected), the LOWZ, CMASS1 and CMASS2
subsamples of galaxies with z∈ ½0.15; 0.35�; ½0.43; 0.55�
and [0.55, 0.70], respectively, and absolute magnitude of
galaxies of Mi − 5 log h < −21.5, −21.9, and −22.2 for
the three subsamples, respectively.

(2) We conservatively define a single subsample of
source galaxies from the HSC-Y3 shape catalog that we
use for the weak lensing signals to be measured in this
paper. Our subsample of galaxies has a greater than 99%
probability assigned by the photometric redshift assign-
ment algorithm DEmPz to be above a redshift of 0.75, higher
than the redshift of any of our lens subsamples by more
than dz ¼ 0.05. We also present the inferred redshift
distribution of our source galaxies based on the method
presented in [62].
(3) We have generated 108 mock catalogs for our

subsample of SDSS galaxies to aid in the computation of
the covariance matrix of their clustering signal. These mock
catalogswere created by populating haloswith galaxieswith
a halo occupation distribution designed to reproduce the
abundance and clustering of the galaxy subsamples we use
on scales of 0.5h−1 Mpc > R > 80h−1 Mpc. Our mock
catalogs further mimic the footprint of the SDSS survey.
(4) We have also generated 1404 mock shape catalogs of

galaxies by randomly rotating the ellipticities of galaxies in
our HSC-Y3 shape catalog, and distorting them with shears
that would arise from the large-scale structure distribution
in a ΛCDM universe. These mock catalogs aid in the
computation of the covariance of the two point measure-
ments involving weak gravitational lensing shears.
(5)We describe the codes and pipelines used to optimally

perform the three two-point correlation function measure-
ments on data as well as on the mock catalogs in order to
estimate the full covariance matrix of our observables.
(6) Based on the clustering pipeline, we present the

measurements of the projected clustering signal of the three
subsamples of galaxies. In the range of scale cuts over
which we will perform our cosmological analyses with
the large-scale perturbation theory-based model (Paper III),
the signal-to-noise ratio of the clustering signals are
25.6,27.6,26.6 for the LOWZ, CMASS1 and CMASS2
subsamples, respectively. When including the small scales
that will be modeled in Paper II, the corresponding signal-
to-noise ratios are 38.5,37.1,35.7, respectively.
(7) We also show that the clustering signals within each

subsample do not change substantially irrespective of the
use of systematic weights, suggested by the SDSS-BOSS
team, that are related to the number density of stars or
seeing in the SDSS imaging data used to define the
spectroscopic targets. We also show that the clustering
signal of our subsample of galaxies does not show sub-
stantial evidence for variation within different redshift bins.
(8) Using the weak lensing pipeline, we present our

measurements of the galaxy-galaxy lensing signal for each
of our lens subsamples using the single source galaxy
sample. For the large-scale analyses, the signal-to-noise
ratio of the galaxy-galaxy lensing signals is 7.6,11.3 and
10.6, for the LOWZ, CMASS1, and CMASS2 subsamples,
respectively. The corresponding signal-to-noise ratios for
the measurements in the scales of interest relevant to small-
scale analysis are 13.4,17.3 and 15.8, respectively.

FIG. 19. Posterior distribution of PSF correlation term which
contaminates the observed cosmic shear correlation function. The
measured cosmic shear correlation functions are much larger than
the contamination from PSF systematics.
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(9) We presented a number of systematic tests for the
weak lensing signals: the null signals around random
points, the null cross signals, corresponding to each of
our subsamples of galaxies. We also presented that the
contamination of our measured signals due to the presence
of source galaxies physically associated with our lens
galaxies is negligible due to our conservative source
selection. We have further shown that the measured lensing
signals are not impacted by the use of the systematic
weights corresponding to the SDSS-BOSS large-scale
structure subsamples. The lensing signal amplitudes within
the redshift bin for each subsample also show no significant
variation as a function of redshift.
(10) We also presented the measurements of the cosmic

shear correlation functions ξ� for our source galaxy
sample. The signal-to-noise ratio of our measurements of
ξþ and ξ− are 20.2 and 19.0, respectively. We also
presented systematic tests for the cosmic shear measure-
ments including a decomposition into E and B modes. The
largest scales of interest for the cosmological analyses were
chosen based on the null detection of B modes, while the
smallest scales were chosen based on the accuracy of our
theoretical templates.
(11) Finally, we also presented our best estimates for the

PSF systematic parameters αPSF and βPSF which quantify the
PSF leakage and the residual PSFmodel error. Thevalueswe
obtainwill be used in the cosmological analyses tomodel the
PSF systematic component of the cosmic shear signal, in
order to marginalize over these nuisance parameters.
The measurements presented in this paper, the cova-

riances and the constraints on parameter systematics have
been used in the 3 × 2 pt analysis of the data to infer the
constraints on the cosmological parameters Ωm and σ8, in
particular the parameter combination, S8. These results will
be presented in our companion papers Sugiyama et al. [42]
and Miyatake et al. [41].
The Subaru Hyper Suprime Cam survey has also

finished collecting data from its entirety of operations
which spanned 330 nights in total. The wide survey area
which is the most useful in terms of its cosmological
constraining power will span a total of about 1100 sq deg
Numerous challenges will be involved in the processing of
data with such statistical power, in particular, to keep the
systematic error budget under control. As we will show in
the companion papers, the photometric redshift uncertain-
ties are still our dominant source of errors. Addressing this
challenge using additional measurements, better data as
well as innovative techniques are going to be a necessary
task before the arrival of data from the Rubin LSST.
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APPENDIX A: SYSTEMATIC DIFFERENCES IN
THE INFERRED REDSHIFT DISTRIBUTION

As shown in Fig. 2, we see differences in the inferred
redshift distribution of our source sample depending upon
whether we use the redshift PDFs from DEmPz or DNNZ. We
estimate the potential biases in the measured weak lensing
signals due to these systematic uncertainties.
For the galaxy-galaxy lensing signal this systematic bias

can be quantified by computing the average ratio of the
critical surface density of the source sample (described in
Sec. II A) by utilizing the inferred redshifts from either of
the two estimates. We compute this ratio by using the
median redshifts of each of our lens samples (described in
Sec. II C). We find that for the LOWZ sample the critical
surface density based on the redshifts inferred based on
DEmPz is higher by 1.7% compared with those inferred
based on DNNZ, while this difference grows to 3.3% and
4.2% for the CMASS1 and CMASS2 subsamples.
For the cosmic shear signal, we compute the theoretical

estimate of ξþ and ξ− for the source sample for the Planck
cosmological model using either of the two inferred red-
shift distributions. For the cosmic shear signal, we also find
that the signals based on the redshifts inferred from DEmPz

are predicted to be about 6% higher than that from DNNZ.

We would like to have a simple way to parametrize these
differences and marginalize over them in our cosmology
analysis. We find that the average redshift of the source
sample based on the inferred redshift distribution from
DEmPz is higher than that of DNNZ by Δz̄ of 0.04. If we
simply shift the inferred redshift distribution from DEmPz

lower by the same amount while maintaining the shape of
the redshift distribution, we can account for almost all of
the differences. When such a shift is included, the ratios of
the values of the critical surface density for each of the lens
subsamples is reduced to subpercent levels (<0.75%),
while the cosmic shear signals also agree at the subpercent
level. We recommend the use of such Δz in the systematic
uncertainty analyses for cosmological inference. This is
particularly important because we do not have any cluster-
ing measurements which can constrain the redshift PDFs at
high redshifts for our source galaxy sample.
As will be shown in our companion paper Miyatake et al.

[41], using the self calibration technique of Oguri and
Takada [60], there are hints that support a value ofΔz of the
order −0.06 (albeit at low significance), indicating that the
true mean redshifts may possibly be even higher than that
suggested by DEmPz.

APPENDIX B: THE VARIATION OF THE
SIGNAL IN THE REDSHIFT BIN WITH

BOSS FULL SAMPLE

In this section, we present the variation of the clustering
signal with the BOSS full sample, i.e the flux limited
sample. We used all the galaxies in the SDSS DR11 BOSS
catalogs, rather than applying the luminosity cuts used in
the main part of this paper. Using this BOSS full sample,
we tested the variation of the clustering signal in each
redshift in a similar way as Sec. IV B: we divide the
galaxies into three or two subsamples in each redshift bin
and measure the clustering signal in each subsample.
Figure 20 shows the variation of the clustering signal in
each redshift bin using the BOSS full sample. Comparing
to Fig. 9, we can find that the flux limited sample shows
the stronger variation, indicating a stronger evolution of the

FIG. 20. Similar plot as Fig. 9, but we use the BOSS full sample for the clustering measurements rather than the luminosity limited
sample, which is the fiducial lens sample used in this paper.
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galaxy property as a function of redshift. Therefore, the
luminosity-limited sample has almost the same galaxy
property, and we can model the galaxy physics with a
single set of the galaxy-related parameters, e.g. the HOD
parameters or galaxy bias parameter, without accounting
for the redshift evolution of the galaxy-related parameters
in the model in each redshift bin.

APPENDIX C: MEASUREMENTS
WITH DNNZ AND Mizuki

In this Appendix, we present the weak lensing measure-
ments and the systematic tests but for the source samples
selected using DNNZ and Mizuki, respectively. The upper and
lower panels of Fig. 21 present the cross signal measured
for the three subsamples of lenses we use for our mea-
surements for the two different source samples. The same
comments apply as were observed for the DEmPz based
source sample, as written in Sec. VA. We apply the same
scale cuts and show the χ2 and the corresponding p values
in Table IV for the large- and small-scale analyses,
respectively.
We also compute the boost factors for the correspond-

ing lens subsamples to estimate the contamination of the
signal due to galaxies physically associated with the lens
sample. These are shown in Fig. 22. The deviation of these
signals from unity and the values of the corresponding χ2

per degree of freedom and the p values, on scales that we
will use for our cosmological analyses are listed in
Table V.

The B modes from the cosmic shear measurements for
the source subsamples selected by the two methods are
shown in Fig. 23. In the scales that we consider for our
analyses, the B-mode signals are consistent with zero, as in
the fiducial analysis (see Table VI).
The galaxy-galaxy lensing measurements, the cosmic

shear measurements as well as the redshift distributions for
the source samples will be presented in electronic form on
the data repository.

FIG. 21. Similar plot as Fig. 10, but using DNNZ and Mizuki for sample selection.

TABLE IV. Summary of systematics test of galaxy-galaxy
lensing: lensing cross mode. The chi-square, degree of freedom
(d.o.f.) and p value are shown in the format of χ2=d:o:f:ðpÞ.
Different columns show the results for large-scale analysis and
small-scale analysis, where χ2 is computed over the scale of
cosmology analyses indicated by blue and red shaded regions in
Fig. 10.

Photo-z Lens sample Large scale Small scale

DEmPz LOWZ 7.57=4 (0.11) 16.65=9 (0.05)
CMASS1 4.87=5 (0.43) 6.86=9 (0.65)
CMASS2 3.84=8 (0.87) 7.78=9 (0.56)

DNNZ LOWZ 2.28=4 (0.68) 10.47=9 (0.31)
CMASS1 7.14=5 (0.21) 12.56=9 (0.18)
CMASS2 5.48=8 (0.71) 4.98=9 (0.84)

Mizuki LOWZ 7.47=4 (0.11) 25.05=9 (0.003)
CMASS1 4.69=5 (0.45) 20.47=9 (0.02)
CMASS2 11.03=8 (0.20) 15.56=9 (0.08)
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APPENDIX D: A PROBLEMATIC REGION IN
GAMA09H FIELD

We have computed the cosmic shear signal using source
galaxies selected from DEmPz from the entire full depth full
color region of the HSC-Y3 shape catalog. In Fig. 24, we
present the B-mode signals measured based on ξþ and ξ− and
compare them to the mean expectation from mock shape
catalogs. The p value for the B modes computed from xiþ
show somewhat low values of 0.07, although it is not
troublingly low. However, when we had performed this
analysis previously with a sample based on DNNZ selection,
wehadnoticedunacceptably lowpvalues, drivenpartly by the
larger amplitude of the B-mode signal from ξþ, and the erratic
behavior of theBmode signal from ξ−. By performing a field-
by-field analysis with the DNNZ sample, wewere able to track
down such odd behavior to one of the subfields within HSC,
namely GAMA09H. We were able to identify a 20 sq degree
region bounded by right ascension between 132.5 and
140.0 deg and declination between 1.6 and 4.7 deg. We have
not been able to entirely track down the cause of this issue yet,
but empirically this excluded region includes an area which
wasobserved in someof the best seeing conditions. Therefore,
to be on the safe side, we carry out all ourmeasurements of the
galaxy-galaxy lensing signal and the cosmic shear signal by
excluding that particular patch of the sky.

APPENDIX E: ANALYTIC EXPRESSION OF
MAGNIFICATION BIAS COVARIANCE

In this section, we derive the analytic expression of
magnification bias effect on the cross covariance between

FIG. 22. Similar plot as Fig. 11, but using DNNZ and Mizuki for sample selection.

TABLE V. Summary of systematics of galaxy-galaxy lensing:
boost factor. The format is similar to Table IV.

Photo-z Lens sample Large scale Small scale

DEmPz LOWZ 0.89=4 (0.93) 2.85=9 (0.97)
CMASS1 10.80=5 (0.06) 15.41=9 (0.08)
CMASS2 6.61=8 (0.58) 8.16=9 (0.52)

DNNZ LOWZ 0.76=4 (0.94) 3.28=9 (0.95)
CMASS1 12.22=5 (0.03) 14.83=9 (0.10)
CMASS2 8.49=8 (0.39) 8.77=9 (0.46)

Mizuki LOWZ 0.52=4 (0.97) 3.26=9 (0.95)
CMASS1 11.21=5 (0.05) 13.83=9 (0.13)
CMASS2 6.22=8 (0.62) 8.06=9 (0.53)

TABLE VI. Summary of cosmic shear B-mode null tests. χ2 is
defined as the deviation from mean signal of mock measurements
indicated by the dotted line in Figs. 14 and 23.

Photo-z Signal χ2=ν (p)

DEmPz ξB;þ 8.81=7 (0.27)
ξB;− 6.87=7 (0.44)

DNNZ ξB;þ 11.20=7 (0.13)
ξB;− 9.94=7 (0.19)

Mizuki ξB;þ 11.44=7 (0.12)
ξB;− 6.89=7 (0.44)
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galaxy-galaxy lensing signal and cosmic shear signal. We
consider the galaxy-galaxy lensing of the lens at the
representative redshift zl and the source sample at source

bin z, and the cosmic shear signal of the source samples at
source bin zs1 and zs2 . Considering only the Gaussian terms,
the cross covariance is expressed as

Cov½Δ̂ΣðRn; zl; zs0Þ; ξ̂�ðθm; zs1 ; zs2Þ�

¼ Σcrðzl; zs0Þ
1
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FIG. 23. Systematic test of cosmic shear signal, i.e. B-mode test for the DNNZ and the Mizuki for sample selections.

FIG. 24. Cosmic shear B mode test with the problematic region in GAMA09H field.
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Here the angular correlation functions CXY are defined in
Appendix A of Sugiyama et al. [70]. σ2ϵ=n̄s0 is the shape
noise term of the source sample in redshift bin z, and δKX;Y is
theKronecker delta.Rn and θm are them-th and n-th angular
bin of galaxy-galaxy lensing and cosmic shear respectively.
Jn is the n-th order Bessel function, and J0 and J4 are for ξþ
and ξ− respectively. αmag;l is the magnification bias param-
eter of lens sample zl. The last two terms are the contribution
of the magnification bias effect. In this paper, we have a
single source sample, i.e. zs0 ¼ zs1 ¼ zs2 ≡ zs, and hence the

contribution from magnification bias effect to be added on
the covariance estimated from mock measurements in
Secs. VA and VI A is

δCov½ΔΣðRn;zl;zsÞ;ξ�ðθm;zs;zsÞ�

¼ 2Σcrðzl;zsÞ
1

Ωs

Z
ldl
2π

J2

�
l
Rn

χl

�
J0=4ðlθmÞ2ðαl−1Þ

×Cκlκsðl;zl;zsÞ
�
Cκsκsðl;zs;zsÞþ

σ2ϵ
n̄s

�
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