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Atom interferometers offer promising new avenues for detecting ultralight dark matter (ULDM). The
exceptional sensitivity of atom interferometers to fluctuations in the local gravitational potential exposes
them to sources of noise from human (anthropogenic) and animal (synanthropic) activity, which may
obscure signals from ULDM. We characterize potential anthropogenic and synanthropic noise sources
and examine their influence on a year-long measurement campaign by AION-10, an upcoming atom
interferometer experiment that will be located at the University of Oxford. We propose a data cleaning
framework that identifies and then masks anthropogenic and synanthropic noise. With this framework, we
demonstrate that even in noisy conditions, the sensitivity to ULDM can be restored to within between 10%
and 40% of an atom shot noise-limited experiment, depending on the specific composition of the
anthropogenic and synanthropic noise. This work provides an important step towards creating robust noise
reduction analysis strategies in the pursuit of ULDM detection with atom interferometers.
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I. INTRODUCTION

Developments in quantum sensing technologies are
enabling experiments of unprecedented precision with
applications in fundamental physics [1]. Prominent among
these novel sensors are atom interferometers, which have
already provided precision measurements of fundamental
constants [2–4], tested foundational aspects of quantum
mechanics [5–7] and general relativity [8–11], constrained
models of dark energy [12–15] and “fifth” forces [16,17],
and have been proposed as sensors to search for dark matter
(DM) [18–24] and gravitational waves [25–31].
Light-pulse atom interferometers exploit the wave nature

of atoms to split clouds of cold atoms into a superposition
of two quantum states that propagate along different
paths. Laser pulses manipulate the atoms before they
coherently recombine and are imaged to measure the phase
and contrast acquired by the different arms. For a more
in-depth discussion of the physical principles, see, for
example, Refs. [32–34]. The phase measured by atom
interferometers is sensitive to changes in timings, atomic
structure, and local accelerations making them excellent
detectors for DM and gravitational waves. Several

terrestrial atom interferometer experiments, including
AION [35], ELGAR [36], MAGIS-100 [37], MIGA [38],
and ZAIGA [39], intend to probe unexplored parameter
space associated with these phenomena. More ambitious
projects, such as AEDGE [40] and STE-QUEST [41], aim
to take this technology to space for even more sensitive
measurements [42].
The exquisite sensitivity of atom interferometers to

changes in the local gravitational potential is well known
[43,44]. For instance, lead bricks placed next to atom
interferometers have been shown to induce a phase shift on
the order of a radian in the interference fringes [45,46],
atom interferometer experiments have been used to mea-
sure Newton’s gravitational constant GN [47,48], and in the
emerging field of quantum cartography, atom interferom-
eters have been used to detect underground cavities and
pipes due to the changes in local gravity gradients [49].
While this sensitivity to the gravitational potential has

a myriad of advantages, it could also lead to unwanted
signals when searching for DM or gravitational wave
signatures. This is akin to the challenge faced by laser
interferometer experiments searching for gravitational
waves, where signals from nearby massive objects have
been modeled to quantify their contribution to the back-
ground noise, see, e.g., Refs. [50,51]. However, unlike laser
interferometers, atom interferometers are most sensitive to
signals in the so-called mid-band frequency range between
0.1 and 10 Hz. Previous studies have investigated the
impact of ground and atmospheric density fluctuations on
atom interferometers in the midband [23,52–55]. However,
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the impact of anthropogenic (human sourced) and synan-
thropic (animal sourced) noise in the midband has yet to be
explored.
This paper investigates the impact of anthropogenic

and synanthropic noise on the upcoming AION-10 atom
interferometer experiment [35]. AION-10 will have a
baseline of approximately 10 m and operate in a gradi-
ometer configuration, which means that two identical atom
interferometers are run simultaneously, launching from the
bottom and middle of the baseline. Both atom interferom-
eters will operate using the same laser source to suppress
laser phase noise and vibration [45,56,57]. Single-photon
interactions will excite or deexcite the atoms on the
5s2 1S0 ↔ 5s5p 3P0 optical clock transition (698 nm line)
in strontium-87 [58,59]. The photon interaction splits the
atom into a superposition ofmomentum states, which creates
the two arms of the atom interferometer. Large momentum
transfer (LMT) techniques apply laser-pulses throughout
the sequence to improve the sensitivity by increasing the
separation of the interferometer arms [57,60–63].
Figure 1 shows a schematic of the stairwell of the

Beecroft Building at the University of Oxford’s Department
of Physics where AION-10 will be hosted. As this is an
active university building, many sources of anthropogenic
and synanthropic noise could potentially surround the
tower. This includes traceable sources, such as people
passing by the tower on the stairs or in the foyer of the
building, a passenger lift moving vertically nearby, or

vehicles passing on the road outside. In addition, there
may be sources that are more difficult to trace, such as from
random animal transients (RATs), exemplified in Fig. 1 by
small rodents moving near the base of the tower. All of these
moving masses will cause changes in the local gravitational
potential and could lead to unwanted backgrounds.
Searches for ultralight dark matter (ULDM) with

AION-10 will necessitate months or even years of data
taking. Previous ULDM sensitivity projections with
atom interferometers have neglected the influence of
anthropogenic or synanthropic noise. Hence, the primary
objective of this work is to characterize potential anthropo-
genic and synanthropic noise sources in the context of
AION-10.
The rest of the paper is structured as follows: Sec. II

gives a brief review of periodic ULDM signals in atom
interferometers and describes the analysis formalism in the
frequency-domain for an experiment that has only atom
shot noise as a background. Section III characterizes the
phase contribution from anthropogenic and synanthropic
noise sources surrounding AION-10, and describes our
simulation of a year-long measurement campaign by the
AION-10 experiment. In Sec. IV, we outline a data-
cleaning and mitigation strategy, and present the associ-
ated frequency analysis in the presence of anthropogenic
and synanthropic noise sources. Finally, in Sec. V,
we provide a summary of our findings and discuss future
directions.

Side-on view Top-down view

FIG. 1. Side-on (left panel) and top-down (right panel) schematic of the Beecroft Building stairwell hosting the AION-10 tower, which
is highlighted in blue. Highlighted in red are people moving on the stairs and in the foyer, a nearby passenger lift, traffic on the road
outside, and nearby rodents, all of which could induce a time-dependent phase shift through their gravitational interaction with the atom
clouds in the atom interferometers.
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II. ULTRALIGHT DARK
MATTER SIGNALS

For masses below ∼1 eV, a bosonic ULDM field within
our galaxy can be modeled as a set of classical waves [64].
The coherent oscillation of these ULDM waves can give
rise to a variety of time-dependent signals that can be
probed with atom interferometers [22,35,37]. This includes
the possibility of time-dependent accelerations between
atoms in theories of vector and potentially tensor candi-
dates [18,65], the time-dependent precession of nuclear
spins in the case of pseudoscalars [66], or time-dependent
oscillations of fundamental “constants” in the case of scalar
ULDM candidates [19–21]. These signals are in general
characterized by a frequency set by the ULDM mass, an
amplitude dependent on the local ULDM density and the
ULDM mass, and a coherence time that depends on the
ULDM mass and the ULDM virial velocity in our galaxy.
In this work, we take as our benchmark model a scalar

ULDM candidate, φðt;xÞ, but our analysis in Secs. III
and IV can in principle be straightforwardly extended to
other ULDM candidates that induce a phase with a regular
periodic pattern. We denote the scalar ULDM mass
by mφ, and we assume that its characteristic speed is
jvj ∼Oð10−3Þ.1 We also assume the scalar ULDM accounts
for all of the local dark matter density, so we set ρφ ¼
0.3 GeV=cm3 [67]. Following Refs. [68,69], we assume
linear interactions between φðt;xÞ and the Standard
Model fields,

L⊃φðt;xÞ
ffiffiffiffiffiffiffiffiffiffiffiffi
4πGN

p �
de
4e2

FμνFμν−dme
meψ̄eψe

�
; ð1Þ

where e is the electric charge [α ¼ e2=ð4πÞ is the fine-
structure constant], Fμν is the Maxwell field strength tensor,
me is the electron mass, ψe is the electron spinor field, and
de and dme

are coupling constants parametrizing the ULDM
interaction with photons and electrons, respectively.2

The linear interactions introduce time-dependent correc-
tions to the electromagnetic fine-structure constant and the
electron mass [73]:

αðt; xÞ ≈ α
h
1þ de

ffiffiffiffiffiffiffiffiffiffiffiffi
4πGN

p
φðt; xÞ

i
; ð2Þ

meðt; xÞ ¼ me

h
1þ dme

ffiffiffiffiffiffiffiffiffiffiffiffi
4πGN

p
φðt; xÞ

i
: ð3Þ

Upon modeling the scalar ULDM field as a classical
oscillating field,

φðt; xÞ ≈
ffiffiffiffiffiffiffiffi
2ρφ

p
mφ

cosðωφt − kφ · xþ θÞ; ð4Þ

where ωφ ≈mφð1þ jvj2=2Þ, kφ ¼ mφv and θ is a random
phase, we see that to leading order in jvj, the angular
frequency of the time-dependent correction to α and me is
set bymφ. Since kφ · Δx ≪ 1 for all values ofmφ accessible
to terrestrial atom interferometers, where Δx is the distance
scale over which the atoms propagate, we can safely ignore
the kφ · x term and focus solely on the time-dependence of
the ULDM field.
Strictly speaking, the amplitude for the oscillating field in

Eq. (4) only holds in the regime where the total integration
time is longer than the coherence time [74]. Otherwise, the
amplitude has a stochastic nature that can be modeled with
a Rayleigh parameter (see e.g., Refs. [75–77]). However,
the inclusion of a Rayleigh parameter does not impact the
mitigation strategies discussed in this work so for simplicity,
we use Eq. (4) throughout.
Time-dependent variations in the electron mass or fine

structure constant lead to time-dependent transition ener-
gies in atoms. For optical electronic transitions of the type
that will be used in AION-10, the time-dependent variation
induced by scalar ULDM is

ωAðtÞ ≃ ωA þ ΔωA cosðωφtþ θÞ; ð5Þ

ΔωA ¼ ωA

ffiffiffiffiffiffiffiffiffiffiffiffi
4πGN

p
½dme

þ ð2þ ξAÞde�
ffiffiffiffiffiffiffiffi
2ρφ

p
mφ

; ð6Þ

where ωA is the transition frequency in the absence of
φðt;xÞ, and ξA ≃ 0.06 for the strontium-87 clock transi-
tion [78].
The time-dependent nature of the electronic transition

induces a phase in an atom interferometer. For the scalar
ULDM search in AION-10, we assume the “broadband”
LMT sequence discussed in Refs. [20,21], which consists
of an initial π=2 pulse, (4n − 3) π pulses from alternating
directions and a final π=2 pulse, where n is the number of
LMT kicks.3 For the gradiometer configuration, the gradi-
ometer phase, i.e. the phase difference between the upper
and lower atom interferometers, induced by scalar ULDM
for this sequence is

Δϕl ¼ 8
ΔωA

ωφ

Δr
L

sin

�
ωφnL

2

�

× sin

�
ωφðT − ðn − 1ÞLÞ

2

�
sin

�
ωφT

2

�

× cos
�
ωφ

�
2T þ L

2
þ lΔt

�
þ θ

�
; ð7Þ1Here, we follow the convention in the dark matter literature

and use natural units with ℏ ¼ c ¼ 1. However, at other points,
we will include explicit factors of ℏ.

2Quadratic interactions are also viable (see e.g., Refs. [70–72])
but will not be considered in this work.

3A π=2 [π] pulse is a pulse of resonant radiation that has a
duration of π=ð2ΩÞ [π=Ω], where Ω is the Rabi frequency.
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where Δr is the spatial distance between the two atom
interferometers, L is the total baseline, 2T is the time
between the initial and final π=2 pulses (T is the “inter-
rogation time”), Δt is the temporal separation between
successive measurements, and l is an integer that labels the
measurements [21,23]. For N measurements, l ¼ 0 cor-
responds to the first measurement and l ¼ N − 1 to the
last. The amplitude ofΔϕl is largest whenmφ≃ ð1.5s=TÞ×
1015 eV, or in terms of frequency, when fφ ¼ mφ=ð2πÞ≃
ð0.4s=TÞ Hz. Given T ∼Oð1Þ s, AION-10 is most sensi-
tive to scalar ULDM with mφ ∼ 10−16–10−14 eV, or equiv-
alently, the frequency range fφ ∼ 0.1–10 Hz [35].

A. Frequency-domain analysis
with atom shot noise

The pink points in the upper left panel of Fig. 2 show the
simulated periodic ULDM phase difference for an ULDM
field with properties dme

¼ 1, de ¼ 0, mφ ≃ 4 × 10−16 eV
(fφ ¼ 0.1HZ), and θ¼ π=2. We use the experimental para-
meters corresponding to the AION-10 (goal) scenario [35]:
a baseline L ¼ 10 m, a separation Δr ¼ 5 m, and
n ¼ 1000. Assuming that the atom clouds are launched
with a speed of vl ¼ 3.86 ms−1, we find T ¼ 0.73 s, and
we assume Δt ¼ 2 s.
The goal of AION-10 is to reach a phase noise δϕ that is

dominated by the standard quantum limit, set by atom shot
noise (ASN). The ASN scales as ðNatomÞ−1=2, where Natom
is the number of atoms per shot. The purple points in the
lower left panel of Fig. 2 show simulated phase differences
assuming only ASN with the AION-10 (goal) phase noise
of δϕ ¼ 10−4 rad=

ffiffiffiffiffiffi
Hz

p
[35].

Comparing the upper and lower panels on the left of
Fig. 2 highlights the challenge of searching for a ULDM
signal in the time domain with ASN-limited measurements.
The magnitude of the ULDM phase difference is substan-
tially smaller than from ASN, even for dme

¼ 1, which is
orders of magnitude larger than current constraints on this
parameter [79].
Instead, the frequency domain provides a better way to

search for the periodic ULDM signal amid the ASN. For
an uniformly sampling experiment, the classical periodo-
gram [80] is a good estimator of the power spectral density
(PSD), which provides information on the spectral content
of the phase time series. For a total integration time
T int ¼ NΔt, the classical periodogram is

Sk ¼
Δt
N

����
XN−1

l¼0

Δϕl exp

�
−
2πilk
N

�����
2

; ð8Þ

where k ¼ 0;…; ðN − 1Þ labels the discrete frequencies,
fk ¼ k=T int, with a frequency resolution Δf ¼ ðT intÞ−1.
The maximum nonaliased frequency is given by the
Nyquist frequency fNy ¼ ð2ΔtÞ−1. ULDM signals at
frequencies higher than fNy are still measurable through
aliasing [81]. Following common usage, we will use the
terms periodogram and PSD interchangeably to refer to Sk.
The right panel of Fig. 2 shows the square root of the

PSD for ULDM (pink “spike”) and for ASN (purple curve).
The pink spike occurs at mφ, the frequency of the phase
difference given in Eq. (7), and the spike’s amplitude scales
with dme

or de, and with the integration time [21]. The
stochastic nature of the ASN is reflected in the purple
curve, which varies stochastically with frequency. Since the

FIG. 2. Left: Phase difference between the upper and lower atom interferometers from an oscillating ULDM field (upper panel) with
mφ ≃ 4 × 10−16 eV (fφ ¼ 0.1 HZ) and dme

¼ 1, and from ASN (lower panel) assuming a phase noise δϕ ¼ 10−4 rad=
ffiffiffiffiffiffi
Hz

p
. The points

represent 50 simulated measurements, assuming Δt ¼ 2 s. The solid gray line in the upper panel highlights the periodic nature of the
differential phase induced by ULDM, compared to the stochastic phase induced by ASN in the lower panel. Right: square root of the
PSD,

ffiffiffiffiffi
Sk

p
, for the ULDM phase signal (pink spike), and the ASN (purple curve) assuming T int ¼ 1=3 yr. The parameters for the ULDM

signal and ASN are the same as in the left panels. The yellow line shows the root mean square for ASN, which is constant in frequency
space, as expected for white noise.
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frequency resolution Δf ∼ 10−7 Hz, when plotted on this
scale it appears as a band, so we have also plotted in yellow
the root mean square for an ensemble of ASN-only
experimental realizations. As expected for white noise,
this is constant in frequency space.
Previous ULDM sensitivity projections for atom inter-

ferometers have utilized this frequency-domain framework
with the assumption that experimental noise is dominated
by ASN (e.g., Refs. [20,22,35,37]).4 While the phase
response from rotational effects, magnetic fields, black-
body radiation, and from laser phase noise have previously
been considered and been shown to be subdominant to
ASN [37], the impact of time-dependent anthropogenic and
synanthropic noise on this formalism has yet to be inves-
tigated. We will address this in the remainder of this paper.

III. ANTHROPOGENIC AND
SYNANTHROPIC SIGNALS

In this section, we describe how we calculate the phase
response from anthropogenic and synanthropic sources.
For each noise source, we evaluate the gradiometer phase;
that is, the difference in the phases measured by each atom
interferometer:

Δϕl ¼ ϕðuÞ
l − ϕðlÞ

l ; ð9Þ

where the indices u, l indicate the upper and lower atom
interferometer, respectively.
We begin by describing the semiclassical formalism

used to calculate the phase for each atom interferometer,
where for a quadratic Hamiltonian, Ehrenfest’s theorem
reduces to Hamilton’s equations, so the atoms follow their
classical trajectories [82]. The classical trajectory in the
broadband LMT sequence can be modeled as a Mach-
Zehnder sequence in which each pulse transfers a momen-
tum�nℏk, where k is the wave vector of the laser, to either
the upper or lower arm of the atom interferometer. We
assume the atoms launch radially upwards from a spheri-
cally symmetric Earth (which defines the z direction) and
solve the Euler-Lagrange equations in a gravitational field
with acceleration g and a quadratic term accounting for
the Earth’s gravity gradient γzz. We ignore effects from
Coriolis forces as we assume they are corrected with a
rotation compensation system, (see, e.g., Ref. [37]). We
then treat the influence of the gravitational potential of
people, objects, or RATs nearby, as perturbations on the
classical trajectories of the atoms.
The Lagrangian characterizing the atoms in the presence

of Earth’s gravitational field and a perturbing gravitational
potential Vðz; tÞ is therefore

L ¼ mA

�
1

2
ż2 − gzþ 1

2
γzzz2 − Vðz; tÞ

�
; ð10Þ

where mA is the mass of the atom. In general, three
contributions to the phase arise: the propagation phase
accrued between laser pulses; the laser phase imprinted on
the atoms by the laser pulses; and a separation phase when
the arms of the interferometer do not overlap at the end
of the sequence [83]. It is straightforward to calculate the
contributions to the phase in the absence of Vðz; tÞ (see,
e.g., Refs. [84–86]). The additional phase from the per-
turbing gravitational potential is found from

δϕðu;lÞ
l ¼ mA

ℏ

Z
lΔtþ2T

lΔt
dt
h
Vðzðu;lÞ2 ; tÞ − V

�
zðu;lÞ1 ; t

	i
; ð11Þ

where the indices 1,2 denote the classical paths traveled by
the atoms in each arm of the interferometer in the absence
of Vðz; tÞ.
We parametrize the gravitational potential as

Vðz; tÞ ¼ −
GNMffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DðtÞ2 þ ðzðtÞ − hðtÞÞ2
p ; ð12Þ

where M is the mass of the person, object, or RAT, DðtÞ
and hðtÞ are the horizontal and vertical distances from
the atoms, and zðtÞ is the vertical height of the atoms
during the sequence. All vertical distances are defined
relative to the atom launch position in the lower atom
interferometer.
The semiclassical formalism that we have used is exact

for a quadratic potential. Potentials that are not quadratic,
which includes the gravitational potential, will give non-
classical corrections. The size of the correction can be
estimated by considering the leading correction to ∂thp̂i,
which is 1

2
ð∂3rVðrÞÞΔx2, where hp̂i is the momentum

operator expectation value and Δx2 is the variance of
atom wave-packet size [82,86–88]. For typical AION-10
parameters, we find the leading nonclassical correction
is ∼10−16gðM=80 kgÞð2 m=rÞ4ðΔx2=1 mm2Þ. Given that
10 m atom interferometers operate at a sensitivity ∼10−12g
(see, e.g., Ref. [89]), the semiclassical formalism is
sufficiently accurate for the gravitational potentials that
we consider.

A. Characterizing background-induced phases

Having defined the semiclassical formalism, we are now
in a position to determine the phase response from
anthropogenic and synanthropic sources that could impact
AION-10. Figure 3 shows the simulated phase response
from a single incidence of five possible noise sources: a
passenger lift, a person climbing stairs next to the tower, a
person walking across the foyer next to the top of the tower,
a car traveling past on a nearby road, and a small animal

4These projections utilize Bartlett’s method when the integra-
tion time is greater than the ULDM coherence time, which
reduces the ULDM PSD to a spike (single frequency bin). We
will also follow this approach.
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moving close to the base of the tower.5 The upper part of
each panel shows the time dependence of the gradiometer
phase, while the lower part shows the most relevant time-
dependent distance parameter that enters Eq. (12).

The first two examples consider scenarios where the
dominant effect occurs from vertical movement parallel to
the tower. The upper panel models a passenger lift that
starts from rest at the base of the AION-10 tower, moves up
past the top of tower at a constant speed of v ¼ 2.5 ms−1,
and then stops. The behavior of the phase mirrors this by
initially recording a constant value, changing as the lift
moves, before finally plateauing to a constant value. We
model the lift with a constant mass and assume that there is
no counterweight mechanism. The second panel models
the response from a person walking at constant speed
v ¼ 1 ms−1 to the base of the tower, then up the stairs next
to the tower at constant speed v ¼ 0.5 ms−1, before finally
walking away. The phase is initially small, changes
significantly as the person climbs the stairs, and tends to
zero after the person walks away. Were the lift to move in
the opposite direction, or a person to walk down the stairs,
the phase curve would be reversed.
Next, we consider two scenarios where the dominant

effect occurs predominantly from horizontal movement
relative to the tower: a person walking at constant speed
v ¼ 1 ms−1 along the foyer adjacent to the stairwell
that hosts AION-10; and a car traveling at constant speed
v ¼ 10 ms−1 on a straight road. The shape of the phase
response is similar in both cases, although there is a relative
sign change and the shape is narrower for the car as it
moves faster.
Finally, the simulated phase response from five small

animals (RATs) moving quasirandomly under the base of
the AION-10 tower is shown in the bottom panel of Fig. 3.
The phase response of the small animal induces
Oð50Þ μrad “ripples” in the time series, which are signifi-
cantly smaller than the phase from the other sources.
However, the total induced response is similar in magnitude
to atom shot noise [Oð250Þ μrad cf. Fig. 2]. As such, we
include RATs in our analysis to represent a class of noise
sources that give a contribution somewhat similar to atom
shot noise, and which may be difficult to mitigate against in
analysis strategies.
It is relatively straightforward to gain intuition for the

results in Fig. 3 by considering a limiting case of the
phase response calculation where analytic results can be
obtained. To that end, for this discussion we will ignore
the effect of the Earth’s gravity gradient on the classical
trajectory of the atoms since it results in more complicated
expressions with little gain in intuition. First, by consid-
ering Eqs. (11) and (12), it is trivial to observe that for
an object of constant mass M, Vðz; tÞ ∝ M so δϕðu;lÞ

l ∝ M
and hence Δϕl ∝ M, i.e. the phase response is simply
linear in M.
Next, consider a stationary object of mass M in the

regime where D; h ≫ zðtÞ. Expanding the potential,
the first non-zero contribution to Δϕl arises from
Vðz; tÞ ¼ − 1

2
GNMz2ðD2 − 2h2Þ=ðD2 þ h2Þ5=2, and gives

a phase
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5×RATs M = 0.25kg
h = –15 m

FIG. 3. Upper part of each panel shows the simulated time-
dependent phases induced by the gravitational potential of
anthropogenic and synanthropic noise sources. From top to
bottom, we consider a passenger lift (elevator), a person moving
on stairs and in the foyer, a car, and five RATs. The time
dependence of the distance parameters are plotted in the lower
part of each panel. The position of the two atom interferometer
launch points are shown as dashed lines at h ¼ 0 m and h ¼ 5 m.
The largest differential phase is induced by the person on the
stairs, due to their proximity to the AION-10 tower.

5The gravity gradient gives a constant contribution Δϕl ¼
nkγzzδrT2, which we do not include when plotting Δϕl, so as to
clarify the impact of the noise sources. Laser-pulse sequences can
be engineered to minimize the gravity gradient [90,91], but we do
not investigate these schemes in this work.
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Δϕl ≃ −nkT2GNMΔr
D2 − 2h2

ðD2 þ h2Þ5=2 : ð13Þ

In the limit D ≫ h, we see that the gradiometer phase is
negative and scales with an inverse cube law with distance
from the atom interferometers. This power-law scaling with
distance relative to the linear scaling with mass is the reason
that a single person walking on the stairs next to the tower
induces a much larger phase than the more massive
passenger lift that is further away. We also see from
Eq. (13) that we get a sign change when D≲ h, which
is the behavior we see in Fig. 3 for the person (foyer)
relative to the car: both have the same value of h but the
minimumD value is 5m for the person (foyer) and 20 m for
the car. For the relatively small values of D and h used in
Fig. 3, next-order corrections to Δϕl modify the relation
such that the sign changes at D ∼ h rather than D ¼ ffiffiffi

2
p

h.

B. Simulated daytime
and nighttime time series

Over an extended period of data taking, many anthropo-
genic and synanthropic sources will contribute to the total
phase readout. Figure 4 shows a simulation of extended
data-taking periods: the left panels show the time series
from a busy period during the day, while the right panels
show the time series from a quiet period at night when the
occupation levels in the building are significantly lower.
The upper panels show a five hour time series, while the
lower panels enlarges the first 20 minutes.
We make the following assumptions for the daytime

simulation. First, we assume the lift moves randomly
between seven floors within the building at a rate of 20
movements per hour between 9–10am and 12.30–2pm, five

movements per hour between 10–12.30pm, and we assume
the mass varies randomly between 1000 and 2000 kg to
account for a different number of people during each
movement. Second, we assume that five people per hour
use the stairs next to the tower and that each person has a
mass ranging from 50 to 100 kg. Third, we model
100 people per hour walking across the foyer or on floors
above the tower between 9–10am and 12.30–2pm, and 25
people per hour between 10–12.30pm. Finally, we assume
60 vehicles pass per hour, with a mass randomly selected
between 1000 and 5000 kg.
For the nighttime simulation, our assumptions are similar

but the rates are reduced. First, the lift moves once per hour
at a random time throughout the night. Second, owing to
the large induced phase from the people on the stairs, we
assume that the stairs next to the tower are closed at night.
Thirdly, we model up to ten people in the foyer and up to
ten cars passing throughout the night. In both the daytime
and nighttime simulations, we include the contribution
from atom shot noise, RATs and ULDM, but their con-
tribution is not visible on the scale in Fig. 4.
In all panels in Fig. 4, we see that the time series is

characterized by large transients on short timescales,
Oð1Þ min, that often resemble spikes or oscillations,
together with longer periods (minutes or even hours) where
the time series is relatively flat. The spiked features can be
understood with reference to Fig. 3: the change in one
plateau to another results from a movement of the lift; the
transient down and up behavior follows from a person on
the stairs; and the Gaussian shapes are people on the foyer
or vehicles passing by. Unsurprisingly, the daytime simu-
lated time series has significantly more variation compared
to the nighttime simulation.

FIG. 4. Simulated differential phase induced by a ULDM signal, atom shot noise, and anthropogenic and synanthropic noise sources.
The left and right panels show a simulated time series during the daytime and nighttime, respectively. The lower panels focus on the first
20 minutes of the time series. The phase is dominated by the anthropogenic noise sources.
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IV. ANALYSIS STRATEGY AND
SENSITIVITY PROJECTIONS

Removing noise from time series data is a problem
encountered in many fields (see, e.g., Refs. [92–98]). While
a menagerie of techniques are known, we utilize an
approach that is aligned with our intended outcome: to
achieve sensitivity to ULDM that approaches an atom shot
noise-limited experiment. Our discussion in this section has
two goals. As we are working with simulated data, which
contains a representative rather than fully comprehensive
set of possible noise sources, our first goal is to provide a
high-level discussion of the data cleaning strategy. Our
expectation is that the methods will be extended upon
application to real data but the principles will remain. Our
second goal is to address the potential impact of anthropo-
genic and synanthropic noise sources on ULDM sensitivity
projections.
To proceed, we exploit information about the ULDM

signal and noise sources. First, we have shown in Sec. III
that anthropogenic or synanthropic noise sources induce
time-dependent contributions to the differential phase
on Oð1Þ min timescales, separated by longer periods of
stability.
Second, any noise-reduction procedure must ensure that

distortions to the periodic structure in the ULDM signal are
minimized. This is because the amplitude of the ULDM
signal in the time domain is much smaller than atom shot
noise (cf. Fig. 2), so our analysis relies on recovering the
periodic signal through a frequency domain analysis.
Thirdly, the sensitivity to the coupling constants para-

metrizing the ULDM interactions with photons or electrons
scales with the total integration time as ðT intÞ−1=4 when the
integration time is greater than the ULDM coherence time,
or ðT intÞ−1=2 in the opposite regime [21]. This means that
removing parts of the time series and thereby reducing T int
results in a relatively small loss in sensitivity. In addition,
an even more drastic choice of restricting to nighttime
running (i.e., to 8 hours instead of 24 hours), when the time
series is significantly cleaner, reduces sensitivity to most of
the mid-band frequency range by only 30%, rather than a
factor of 3.6

All of these considerations motivate nighttime running
combined with the application of masks to remove the
anthropogenic- or synanthropic-induced transients from the
time series. An immediate implication of usingmasks is that
we have to analyze a time series with gaps. Equivalently,
this can be viewed as a nonuniformly sampled time series.
Analysis of “gapped” or nonuniformly sampled time series
is common in astronomy, since ground-based observations
occur at night and clouds or weather can prevent observa-
tions for short periods. Therefore, rather than using the

classical periodogram, we instead use an estimator of the
PSD that is commonly used in the astrophysics community
and which is designed for nonuniformly sample data: the
Lomb-Scargle periodogram [99,100].
In the rest of this section, we describe our data cleaning

strategy, review properties of the Lomb-Scargle periodo-
gram, and examine the PSD derived from time series
encompassing both anthropogenic and synanthropic noise
sources, both with and without applying the data cleaning
techniques. Finally, we present the impact of anthropogenic
and synanthropic noise sources on ULDM sensitivity
projections after the data cleaning strategies have been
employed.

A. Cleaning the time series

Our data cleaning approach is summarized in Fig. 5.
We start with the raw time series shown in the upper left
panel of Fig. 5, which has been created to have multiple
transients spread throughout the time period. The first
stage is to identify and remove transients from the time
series. Several approaches have been developed to identify
transients, including techniques that use the derivative,
moving average techniques, median filtering, change point
detection and machine learning algorithms (see, e.g.,
Refs. [101,102]). Moving averages are generally more
effective at detecting short-term, localized transients of the
type that appear in our raw time series [103]. Therefore,
we adopt a moving average of the standard deviation
algorithm, which, for simplicity, we refer to as the rolling
standard deviation.
We define the rolling standard deviation for the lth

phase in the series as

σΔϕl
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N − 1

XlþðN−1Þ=2

i¼l−ðN−1Þ=2
ðΔϕi − ΔϕlÞ2

vuut ; ð14Þ

where N is an odd integer that defines the window size and
Δϕl is the rolling mean, defined as

Δϕl ¼ 1

N

XlþðN−1Þ=2

i¼l−ðN−1Þ=2
Δϕi: ð15Þ

The choice of the window size is important. While a larger
N can provide more stability in the rolling standard
deviation, a value that is too large may miss localized
transients. We found that a step size of N ¼ 101 strikes a
good balance between these two considerations.
The upper right panel of Fig. 5 shows the rolling standard

deviation for the raw time series shown in the upper left
panel. Transients are identified when they cross a transient
threshold, shown by the solid pink line. Our threshold is
set as the mean-plus-five standard deviations of an ASN-
limited experiment. Transients caused by anthropogenic

6We have not considered the impact of anthropogenically
induced seismic noise but minimizing this source also motivates
running at night.
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noise are orders of magnitude above the threshold so are
easily identified. In contrast, transients caused by synan-
thropic noise appear just above threshold. Events that
surpass the rolling standard deviation are masked. For
the time series in Fig. 5, the masked regions are represented
by hatched patterns in the lower panels, where diagonal
hatching represents anthropogenic noise and dotted hatch-
ing represents synanthropic noise.
The final stage involves detrending the masked time

series to eliminate any long-term drifts and establish a
common baseline. We achieve this by fitting a linear
regression model to each region of the time series between
the masks. Subtracting the linear fit from each region
effectively detrends the time series. This detrending
approach works well with our simulated data. However,
it may require modifications when applied to real data,
where quadratic trends or other longer-term drift effects
could be more pronounced and require special consider-
ation. The cleaned time series looks similar to the ASN-
only time series shown in Fig. 2, but with gaps at the
regions where the masks have been applied.

B. Lomb-Scargle periodogram

We employ the Lomb-Scargle periodogram to analyze
the spectral features of the cleaned time series. The Lomb-
Scargle periodogram is usually defined as

SLSk ¼ 1

2

ðPlΔϕl cos ð2πfk½tl − τ�ÞÞ2P
lcos

2ð2πfk½tl − τ�Þ

þ 1

2

ðPlΔϕl sinð2πfk½tl − τ�ÞÞ2P
lsin

2ð2πfk½tl − τ�Þ ; ð16Þ

where l, as before, is an integer running over the values
from 0 to N − 1, tl denotes the time of the lth measure-
ment, fk denotes discrete frequencies, and τ is given for
each frequency fk by

τ ¼ 1

4πfk
tan−1

�P
l sinð4πfktlÞP
l cosð4πfktlÞ

�
: ð17Þ

See Ref. [104] for a more comprehensive discussion.
As defined here,SLSk has units of rad2, which is different to

our definition of the classical periodogram, Sk, which has
units rad2=Hz. The Lomb-Scargle periodogram allows for
differing values of Δt throughout the time series, so
dropping the Δt prefactor that was included in Eq. (8)
avoids ambiguity. In our simulation, however, we assume a
structured observation regime in which we fix Δt ¼ 2 s for
all observations. Therefore, tomake a closer connectionwith
the earlier results, we show PSDLS ≡ ΔtSLSk in our figures.
In practical terms, we calculate SLSk using the ASTROPY

package [105], with the “psd” normalization and “fast”
method, which utilizes the fast Fourier transform. This

FIG. 5. Our data cleaning approach to eliminate transient noise in a simulated time series. The upper left panel shows the raw time
series containing transients in the phase induced by anthropogenic noise and (invisible on this scale) changes induced by synanthropic
noise. Transients are identified by calculating σΔϕ, the rolling standard deviation (upper right). Events that surpass the transient detection
threshold, indicated by the magenta line, are masked, as indicated in the lower panels: diagonal lined hatching represents masking
applied to anthropogenic noise while the dotted hatching represents masked synanthropic noise. The bottom left panel shows the result
of detrending the masked time series. The cleaned time series is now distributed around a common baseline and is ready for analysis with
the Lomb-Scargle periodogram.
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formalism fits a sinusoid to the data at each frequency with
a higher power in the periodogram being associated with a
better fit. It uses the floating-mean model to fit for the mean
of data and uses only one Fourier term in the fit. We set
“samples per peak ¼ 1” such that fk ¼ k=T int, which
implies that our frequency grid and Nyquist frequency
are the same for both the Lomb-Scargle and classical
periodograms.

C. Frequency-domain analysis with
anthropogenic and synanthropic noise

The two panels in Fig. 6 show the square root of
the Lomb-Scargle PSD for a simulated time series with
a ULDM field with parameters mφ ≃ 4 × 10−16 eV
(fφ ¼ 0.1 Hz) and dme

¼ 1, ASN with phase noise δϕ ¼
10−4 rad=

ffiffiffiffiffiffi
Hz

p
and anthropogenic noise (upper panel), and

with both anthropogenic and synanthropic noise (lower
panel). The simulated time series assumes that data taking
occurs during an eight-hour period at nighttime each day
over the course of one year, for a total (raw) integration time
of 1=3 yr.
The assumptions made in generating the nighttime

anthropogenic noise are discussed in Sec. III B. The
synanthropic noise in the time series that enters the lower
panel of Fig. 6 is generated with the following assumptions:
we simulate five RATs with a mass 0.25 kg running on
pseudorandom paths underneath the AION-10 detector.
Each RAT on average runs on a pseudorandom path 300
times per night. The paths are randomly generated on a
10 m × 10 m horizontal grid that is 15 m below the atom
launch position in the lower atom interferometer.
In both panels, the pink curve shows the Lomb-Scargle

PSD obtained from the raw time series without any
cleaning strategies applied (when plotted on this scale, it
appears as a large band). The green line shows the root
mean square. By comparing the upper and lower panels, we
see that the pink and green lines are similar, showing that,
as we would expect for both scenarios, the uncleaned PSD
is dominated by anthropogenic noise. We also observe that
the mean and standard deviation of the uncleaned PSD is at
least two orders of magnitude larger than the ASN-only
example shown in Fig. 2. The result is that the ULDM spike
with the stated parameters cannot be observed with the
uncleaned PSD.
We next consider the purple curves in both panels of

Fig. 6, which are the Lomb-Scargle PSDs obtained after the
application of our data cleaning approach. The yellow lines
show the root mean square. In the upper panel, we observe
a cleaned PSD that closely resembles the ASN-only case:
the mean and standard deviation are both 10−4 rad=

ffiffiffiffiffiffi
Hz

p
and are independent of frequency for the frequency range
plotted. This indicates that the data cleaning method has
successfully identified and removed anthropogenic noise.
As a result, atom shot-noise limited sensitivity is achieved,
albeit with a reduction in the integration time owing to the

presence of masks. The masks have reduced the number of
points in the raw time series and therefore the effective
integration time by 16.3%. Furthermore, the ULDM spike
is clearly identified in the cleaned PSD at 0.1 Hz, which
indicates minimal distortion to the ULDM signal. The
amplitude of the ULDM spike in the upper panel is
2.07×10−2 rad=

ffiffiffiffiffiffi
Hz

p
, compared to 2.27 × 10−2 rad=

ffiffiffiffiffiffi
Hz

p
in Fig. 2. Since Sk ∝ T int [21], the reduction in power in the
ULDM spike follows as a result of masking part of the raw
time series.
In the lower panel, where we account for synanthropic

noise alongside anthropogenic noise, the cleaned PSD
exhibits a close resemblance to the ASN-only case for
frequencies above approximately 0.04 Hz. However, at
lower frequencies, the PSD rises due to the presence of

FIG. 6. Upper panel: the square root of the Lomb-Scargle PSD
for a time series that includes contributions from a ULDM field,
ASN, and anthropogenic noise associated with nighttime run-
ning. Lower panel: the PSD is extended to include the contri-
bution from synanthropic noise in addition to the aforementioned
components. The pink line shows the PSD of the raw time series
without any cleaning strategies applied, assuming nighttime
running for 365 days. The purple line shows the PSD of the
time series after the implementation of our cleaning strategy. The
yellow (green) lines show the root mean square with (without)
cleaning. The cleaned PSDs closely resemble the ASN-only case
indicating that the data cleaning method has successfully iden-
tified and removed anthropogenic and synanthropic transients.
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synanthropic noise. Additionally, the inclusion of synan-
thropic noise leads to more of the time series being masked,
resulting in a further reduction of the ULDM spike
amplitude to 1.67 × 10−2 rad=

ffiffiffiffiffiffi
Hz

p
, as 45.7% of the points

are masked in this instance.

D. Impact on ULDM sensitivity projections

Figure 7 shows three sensitivity projections in terms of
the ULDM-electron coupling as a function of the ULDM
frequency and mass. We use the signal-to-noise ratio (SNR)
as an estimator of the signal strength and show projections
with SNR ¼ 1 [21]. For all three projections, we assume
that data is collected during an eight-hour window at
nighttime for 365 days. The green line shows the sensitivity
that would be achieved from the raw time series containing
ASN with phase noise δϕ ¼ 10−4 rad=

ffiffiffiffiffiffi
Hz

p
together with

anthropogenic and synanthropic noise in the absence of any
cleaning strategies. In contrast, the purple and pink lines
demonstrate the sensitivity after masking the transients and
detrending the time series. The purple line assumes the
presence of anthropogenic noise, while the pink line
assumes that synanthropic noise is also present.
There are a number of features to note in Fig. 7. First, the

impact of the cleaning strategy on the sensitivity projec-
tions is dramatic. Without cleaning, the sensitivity projec-
tion on dme

is larger by approximately two-to-three orders
of magnitude. However, with a cleaning strategy in place,

the impact of anthropogenic and synanthropic noise can be
substantially mitigated.
Second, the presence of synanthropic noise leads to a

slight reduction in overall sensitivity compared to the
anthropogenic-only case. As discussed in Sec. IV C, the
additional masks applied in the case of synanthropic noise
result in a slightly smaller ULDM spike amplitude. In
the regime where the integration time is smaller than the
ULDM coherence time, approximately 0.5 HZ for the
chosen parameters, the sensitivity scales with ðT intÞ−1=2.
Consequently, masking about 45% of the time series
instead of 16% reduces the sensitivity by a factor of 1.2,
which is consistent with the behavior observed between
approximately 0.04 and 0.5 HZ. In contrast, above 0.5 Hz,
the integration time exceeds the ULDM coherence time,
causing the sensitivity to scale with ðT intÞ−1=4. As a result,
the sensitivity is only reduced by a factor of 1.1, which
again corresponds with the observed behavior in Fig. 7.
Thirdly, we observe a reduction in the sensitivity

projection below approximately 0.04 Hz when synan-
thropic noise is included, relative to the anthropogenic-
only case. This is simply a manifestation of the rise in the
noise PSD below 0.04 Hz that we saw in the lower panel of
Fig. 6. The low-frequency rise in the noise PSD is also
responsible for the appearance of Gaussian-like bumps in
the pink line at multiples of 2fNy ¼ 0.5 HZ. Owing to
aliasing, the noise PSD below fNy is folded (or reflected)
around fNy. Consequently, the rise at low frequencies
reappears just below 2fNy, and this pattern repeats at
higher frequencies. A similar behavior is also observed
in the uncleaned line. However, in the uncleaned case, the
rise at low frequencies is much more pronounced, leading
to more prominent bumps at multiples of 2fNy. In contrast,
bumps at 2fNy are absent in the anthropogenic-only case
(and also in shot-noise limited projections) since the noise
remains flat at low frequencies. As a result, when folded,
the noise PSD remains flat, implying the absence of any
bump features in addition to the expected loss in sensitivity
due to the trigonometric functions in Eq. (7).
In Fig. 8, we present a comparison of the SNR ¼ 1

sensitivity projections relative to an ASN-limited experi-
ment that collects data during an eight-hour window at
nighttime for 365 days. The purple line, which represents
the anthropogenic only scenario after masking transients
and detrending the time series, shows that data cleaning has
restored the sensitivity to within 10% or better of an ASN-
limited experiment. The transition at approximately 0.5 HZ
occurs because of the different scaling of the sensitivity
with T int, depending on whether the integration time is
greater or smaller than the ULDM coherence time.
The inclusion of synanthropic noise, as shown by the

pink line in Fig. 8, leads to a further reduction in sensitivity
since more of the time series is masked. In this scenario, the
sensitivity is within 40% of an ASN-limited experiment
over much of the parameter space. Exceptions occur at low
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FIG. 7. SNR ¼ 1 sensitivity projections on the ULDM-electron
coupling from simulated data assuming an eight-hour measure-
ment window at nighttime over 365 days. The green line shows
the sensitivity projection from a time series with contributions
from anthropogenic and synanthropic noise, along with phase
noise from ASN, without any time-series-cleaning strategies
applied. The projections after implementing our cleaning strategy
are shown in purple and pink. The purple line includes con-
tributions from anthropogenic noise and phase noise from ASN,
while the pink line also includes synanthropic noise.
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frequency and at multiples of 2fNy due to the phenomenon
of folding.
Finally, the sensitivity projection obtained using the

uncleaned time series, indicated by the green line in
Fig. 8, is substantially weaker. This highlights the impor-
tance of noise reduction methods to recover sensitivity to
ultralight dark matter candidates.

V. SUMMARY AND OUTLOOK

Forthcoming terrestrial atom interferometer experiments
will offer a new probe of dark matter interactions with
normal matter. Among these experiments is AION-10,
which will be hosted in the Beecroft Building at the
University of Oxford’s Department of Physics. AION-10
will operate amongst a background of anthropogenic
(human sourced) and synanthropic (animal sourced)
sources (cf. Fig. 1). These sources could induce time-
dependent phase shifts that have the potential to hinder
searches for the periodic signature produced by ultralight
dark matter.
In this work, we have characterized potential anthropo-

genic and synanthropic noise sources in the context of
AION-10. Among these sources, we found that massive
bodies moving close to AION-10, such as people walking
on stairs near the AION-10 supporting tower, can lead to
the most significant transients in the phase shift time series
(cf. Fig. 3). A passenger lift within the building or vehicles

passing on a nearby road would also produce significant
transient effects. While it may be straightforward to imple-
ment a detection system to trace the movement of people
or vehicles close to the building, directly monitoring the
movement of rodents or other small animals may prove to
be more challenging. To that end, we also characterized
the impact of synanthropic sources, which we referred to as
RATs to highlight their potentially untraceable nature.
Searching for ultralight dark matter with AION-10 will

necessitate several months of continuous data taking to
enable detection of a dark matter signal with a frequency-
domain analysis. We therefore simulated extended runs of
the experiment for periods during the day and night
(cf. Fig. 4). While nighttime running significantly reduced
the number of transient events relative to daytime running,
additional cleaning of the time series was still required to
optimize sensitivity to ultralight dark matter.
For that reason, we presented a high-level discussion

of a data cleaning strategy to mitigate anthropogenic
and synanthropic noise sources (cf. Fig. 5). Our strategy
involved identifying and masking transient effects, fol-
lowed by detrending to eliminate any long-term drifts and
to establish a common baseline. While we anticipate that
the specific implementation of our cleaning strategy may
require modification when applied to real data rather than
simulated data, the basic underlying principles should
remain the same.
We then performed a frequency-domain analysis on the

cleaned time series with the Lomb-Scargle periodogram,
which provides an estimator of the power spectral density
for nonuniformly sampled time series. The cleaned power
spectral densities closely resembled the atom shot noise-
only case (cf. Figs. 2 and 6), with only a small increase at
low frequency (≲0.04 Hz) in the scenario where both
anthropogenic and synanthropic noise was present. This
indicated that the data cleaning method successfully
identified and removed anthropogenic- and synanthropic-
induced transients.
Last, we assessed the impact of anthropogenic and

synanthropic noise sources on ULDM sensitivity projec-
tions (cf. Fig. 7). In the absence of any data cleaning, the
sensitivity deteriorates by two-to-three orders of magnitude
compared to an atom shot noise-limited experiment.
However, through the application of masking transients
and detrending the time series, we successfully restored
the sensitivity to within 10% (or 40%) of an atom shot
noise-limited experiment in the scenario where anthropo-
genic (or anthropogenic and synanthropic) noise is present
(cf. Fig. 8).
While our findings indicate that masking segments of

the time series results in a relatively modest reduction in
AION-10’s sensitivity to ultralight dark matter, this
approach does come with certain drawbacks. Notably,
AION-10 is anticipated to operate concurrently with
other atom interferometer experiments, like MAGIS-100.
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FIG. 8. Relative comparison of SNR ¼ 1 sensitivity projections
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The utilization of time series masks could potentially
complicate the process of networking these experiments
effectively.
To address these limitations, more sophisticated alter-

natives may be explored, including the application of
machine learning techniques. Such techniques could poten-
tially offer enhanced methods of cleaning the time series
without relying on masks. For instance, a repository of
anthropogenic and synanthropic noise templates could be
created based on the simulations we have developed in the
paper. Through further feature engineering, these templates
could be further refined to train a neural network to
accurately extract the noise signal from the time series.
This would preserve the underlying atom shot noise and
ultralight dark matter components intact without losing

integration time. However, these additional investigations
fall beyond the scope of our current study and warrant
future research endeavors.
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