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#### Abstract

A minimal extension of the Standard Model (SM) featuring two scalar leptoquarks, an $\mathrm{SU}(2)$ doublet with hypercharge $1 / 6$ and a singlet with hypercharge $1 / 3$, is proposed as an economical benchmark model for studies of an interplay between flavor physics and properties of the neutrino sector. The presence of such type of leptoquarks radiatively generates neutrino masses and offers a simultaneous explanation for the current $B$-physics anomalies involving $b \rightarrow c \ell \nu_{\ell}$ decays. The model can also accommodate both the muon magnetic moment and the recently reported $W$-mass anomalies, while complying with the most stringent lepton flavor-violating observables.
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## I. INTRODUCTION

The Standard Model (SM) of particle physics is our current guide towards a consistent description of the subatomic phenomena, able to withstand a series of most stringent tests [1-7]. However, the SM does not resemble a fundamentally complete theory. It cannot explain various observations such as neutrino masses, dark matter relic density or the baryon asymmetry of the Universe. Apart from these limitations, recent anomalies have emerged in significance as of late. Specifically, the anomalous magnetic moment of the muon [8,9] and hints for lepton flavor universality (LFU) violation in $B$-meson decays, such as $R_{D^{(*)}}$ [10-15], defined as

$$
\begin{equation*}
R_{D^{(*)}} \equiv \frac{\operatorname{Br}\left(\bar{B} \rightarrow D^{(*)} \tau \bar{\nu}_{\tau}\right)}{\operatorname{Br}\left(\bar{B} \rightarrow D^{(*)} l \bar{\nu}_{l}\right)}, \quad \text { with } \quad l=\mu, e \tag{1}
\end{equation*}
$$

as well as tensions regarding decays of the $B_{0} / B_{s}$ mesons into a pair of muons, showcasing a $2.3 \sigma$ deviation from the SM prediction [16]. Some previous results on $R_{K^{(*)}}$ [17-20]
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indicated a tension, but recently [21] it was shown to be consistent with the SM. There is also the recently reported CDF-II precision measurement of the $W$ mass indicating a $7.0 \sigma$ deviation from the SM prediction [22], whose new physics (NP) effects can be parametrized in a modification to the oblique $T$ parameter [23]. Attempts to address these anomalies have been extensively reported in the literature (see, e.g., [24-38]) but are often treated in isolation rather than being simultaneously resolved in the same model. In a recent article [39], the $B$-physics anomalies and the anomalous magnetic moment of the muon were shown to be simultaneously accommodated in an economical framework solely featuring a leptoquark (LQ) and a charged scalar singlet. An explanation for neutrino properties is also well known to be a tantalizing possibility in LQ models as was discussed in [40-64]. Particularly relevant are [43-49] where a minimal two-LQ scenario featuring a weak singlet $S \sim(\overline{\mathbf{3}}, \mathbf{1})_{1 / 3}$ and a doublet $R \sim(\mathbf{3}, \mathbf{2})_{1 / 6}$, offers the simplest known framework for radiative neutrino mass generation. However, a complete analysis of such an economical setting in the light of current flavor anomalies is lacking.

Furthermore, while minimal models often imply that fits to experimental data can become rather challenging, they also represent an opportunity for concrete and falsifiable predictions. In this paper, we then propose an inclusive study where $B$-physics, the muon $a_{\mu} \equiv \frac{1}{2}(g-2)_{\mu}$ and the CDF-II $W$-mass anomalies are simultaneously explained alongside neutrino masses and mixing while keeping lepton flavor-violating (LFV) observables under control. We further inspire our model on the flavored grand unified framework first introduced by some of the authors in $[65,66]$ in order to motivate the presence of a baryon
number parity defined as $\mathbb{P}_{\mathrm{B}}=(-1)^{3 \mathrm{~B}+2 S}$, with $B$ being the baryon number and $S$ the spin. Such a parity forbids diquark-type interactions for the $S$ LQ otherwise responsible for fast proton decay.

In this model, the $R_{D, D^{*}}$ observables are explained via the tree-level exchange of the $S$ LQ as in Figs. 2(a) and 2(b). Noteworthy, the mixing between the $S$ and $R$ doublet induces radiative generation of neutrino masses at one-loop level, while a splitting between the two components of the $R$ doublet can modify the $W$ mass.

In what follows, we present the model and demonstrate how the fields contribute to each of the relevant observables and the main experimental constraints that affect the allowed parameter space. We then discuss the regions of parameter space where all anomalies and constraints are realized within experimental bounds. Finally, we summarize our results.

## II. THE MINIMAL LQ MODEL

The interactions of the singlet and doublet LQs with the SM fermion sector invariant both under the gauge symmetry and the $\mathbb{P}_{\mathrm{B}}$ parity are described by the following terms:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{Y}}=\Theta_{i j} \bar{Q}_{j}^{c} L_{i} S+\Omega_{i j} \bar{L}_{i} d_{j} R^{\dagger}+\Upsilon_{i j} \bar{u}_{j}^{c} e_{i} S+\text { H.c. } \tag{2}
\end{equation*}
$$

As usual, $Q$ and $L$ are the left-handed quark and lepton $\mathrm{SU}(2)$ doublets, respectively, whereas $d$ and $e$ are the righthanded down-quark and charged-lepton $\mathrm{SU}(2)$ singlets. All Yukawa couplings, $\Theta, \Omega$, and $\Upsilon$, are complex $3 \times 3$ matrices. Here, $\mathrm{SU}(2)$ contractions are also left implicit. For example, $\bar{Q}^{c} L \equiv \epsilon_{\alpha \beta} \bar{Q}^{c, \alpha} L^{\beta}$, with $\epsilon_{\alpha \beta}$ being the LeviCivita symbol in two dimensions and $c$ indicating charge conjugation.

The relevant part of the scalar potential reads as

$$
\begin{align*}
V \supset & -\mu^{2}|H|^{2}+\mu_{S}^{2}|S|^{2}+\mu_{R}^{2}|R|^{2}+\lambda\left(H^{\dagger} H\right)^{2} \\
& +g_{H R}\left(H^{\dagger} H\right)\left(R^{\dagger} R\right)+g_{H R}^{\prime}\left(H^{\dagger} R\right)\left(R^{\dagger} H\right) \\
& +g_{H S}\left(H^{\dagger} H\right)\left(S^{\dagger} S\right)+\left(a_{1} R S H^{\dagger}+\text { H.c. }\right) \tag{3}
\end{align*}
$$

Once the Higgs doublet gains a vacuum expectation value (VEV), which in the unitary gauge corresponds to $\langle H\rangle=$ $[0(v+h) / \sqrt{2}]^{T}$ and $v \approx 246 \mathrm{GeV}$, the mass for the Higgs field remains identical to that of the Standard model (SM), $m_{h}^{2}=2 \lambda v^{2}$. One of the components of the $R$ doublet mixes with the $S$ field (corresponding to the LQs with an electrical charge of $1 / 3 e$ ) via the $a_{1}$ interaction term in Eq. (3), resulting in the squared mass matrix

$$
M_{L Q^{1 / 3}}^{2}=\left[\begin{array}{cc}
\mu_{S}^{2}+\frac{g_{H S} v^{2}}{2} & \frac{v a_{1}}{\sqrt{2}}  \tag{4}\\
\frac{v a_{1}}{\sqrt{2}} & \mu_{R}^{2}+\frac{G v^{2}}{2}
\end{array}\right],
$$

where $G=\left(g_{H R}+g_{H R}^{\prime}\right)$ and we assume that $a_{1}$ is a real parameter. The eigenvalues of the mass matrix read

$$
\begin{align*}
m_{S_{1}^{1 / 3}}^{2}= & \frac{1}{4}\left(2 \mu_{R}^{2}+2 \mu_{S}^{2}+v^{2}\left(G+g_{H S}\right)\right. \\
& \left.-\sqrt{\left(2 \mu_{R}^{2}-2 \mu_{S}^{2}+\left(G-g_{H S}\right) v^{2}\right)^{2}+8 a_{1}^{2} v^{2}}\right) \\
m_{S_{2}^{1 / 3}}^{2}= & \frac{1}{4}\left(2 \mu_{R}^{2}+2 \mu_{S}^{2}+v^{2}\left(G+g_{H S}\right)\right. \\
& \left.+\sqrt{\left(2 \mu_{R}^{2}-2 \mu_{S}^{2}+\left(G-g_{H S}\right) v^{2}\right)^{2}+8 a_{1}^{2} v^{2}}\right) \tag{5}
\end{align*}
$$

where we adopt the notation for the mass eigenstates of $S_{1}^{1 / 3}$ and $S_{2}^{1 / 3}$. Do note that one can diagonalize the matrix in Eq. (4) via a biunitary transformation as

$$
\begin{equation*}
M_{L Q^{1 / 3}}^{\mathrm{diag}}=Z^{H} M_{L Q^{1 / 3}}^{2} Z^{H, \dagger} \tag{6}
\end{equation*}
$$

where $Z^{H}$ is an unitary matrix and $M_{L Q^{1 / 3}}^{\mathrm{diag}}$ is the LQ mass matrix in the diagonal form. Since this is a $2 \times 2$ matrix, the mixing can be parametrized by a single angle, which in terms of the mass eigenstates it is given by

$$
\begin{equation*}
\sin (2 \theta)=\frac{\sqrt{2} v a_{1}}{m_{S_{1}^{1 / 3}}^{2}-m_{S_{2}^{1 / 3}}^{2}} \tag{7}
\end{equation*}
$$

where $\theta$ is a mixing angle. This relation necessarily implies the condition $-1 \leq\left(\sqrt{2} v a_{1} /\left(m_{S_{1}}^{2}-m_{S_{2}}^{2}\right)\right) \leq 1$. The remainder LQ does not mix with the others and its tree-level mass reads as

$$
\begin{equation*}
m_{S^{2 / 3}}^{2}=\mu_{R}^{2}+\frac{g_{H R} v^{2}}{2} \tag{8}
\end{equation*}
$$

where we adopt the nomenclature for the $2 / 3 e$ one as $S^{2 / 3}$. The relations in (5) can be inverted such that the physical masses of the LQ can be given as input in the numerical scan. Solving with the system of equations with respect to $\mu_{R}^{2}$ and $\mu_{S}^{2}$, one obtains

$$
\begin{align*}
\mu_{S}^{2}= & \frac{1}{2}\left(m_{S_{1}^{1 / 3}}^{2}+m_{S_{2}^{1 / 3}}^{2}-g_{H S} v^{2}\right. \\
& \left.+\sqrt{\left(m_{S_{1}^{1 / 3}}^{2}-m_{S_{2}^{1 / 3}}^{2}\right)^{2}-2 a_{1}^{2} v^{2}}\right) \\
\mu_{R}^{2}= & \frac{1}{2}\left(m_{S_{1}^{1 / 3}}^{2}+m_{S_{2}^{1 / 3}}^{2}-\left(g_{H R}+g_{H R}^{\prime}\right) v^{2}\right. \\
& \left.-\sqrt{\left(m_{S_{1}^{1 / 3}}^{2}-m_{S_{2}^{1 / 3}}^{2}\right)^{2}-2 a_{1}^{2} v^{2}}\right) . \tag{9}
\end{align*}
$$

Note that the mass of the $(2 / 3) e \mathrm{LQ}$ is not given as input and is determined from $g_{H R}$ and the calculated value of $\mu_{R}^{2}$. As one can note from both equations (4) and (5), in the limit of small mixing $\left(a_{1} \rightarrow 0\right)$ the $2 / 3 e \mathrm{LQ}$ is approximately degenerate with the heaviest $1 / 3 e \mathrm{LQ}$, i.e., $S_{2}^{1 / 3}$, with $m_{S_{2}^{1 / 3}}$ and $m_{S^{2 / 3}}$ differing only by a factor of $g_{H R}^{\prime}$. This means that the majority of cases feature a $2 / 3 e$ state with mass close to one of the two LQ masses used as input. On the other
hand, if the mixing is large, then we should obtain a sizeable mass splitting, but not significant enough to deviate from $m_{S_{1}^{1 / 3}}$. Therefore, $a_{1}$ and $g_{H R}^{\prime}$ are responsible for generating a mass splitting between the two components of the $R$ doublet, providing a contribution to the CDF-II $W$-mass discrepancy.

A similar analysis can be conducted in both the quark and lepton sectors. For simplicity of the numerical analysis, one assumes a flavor-diagonal basis for the up-type quarks such that the Cabibbo-Kobayashi-Maskawa (CKM) mixing resides entirely within the down-quark sector. Additionally, we assume that the charged lepton mass matrix to be diagonal. With this in kind, we can express the fermion Yukawa matrices as
$\boldsymbol{Y}_{\boldsymbol{d}}=\frac{\sqrt{2}}{v} \boldsymbol{V}^{\dagger} \boldsymbol{M}_{\boldsymbol{d}}^{\mathrm{diag}}, \quad \boldsymbol{Y}_{\boldsymbol{u}}=\frac{\sqrt{2}}{v} \boldsymbol{M}_{\boldsymbol{u}}^{\mathrm{diag}}, \quad \boldsymbol{Y}_{\boldsymbol{e}}=\frac{\sqrt{2}}{v} \boldsymbol{M}_{\boldsymbol{e}}^{\mathrm{diag}}$,
where $\boldsymbol{V}$ is the CKM mixing matrix and $\boldsymbol{M}_{f}^{\text {diag }}$ are the diagonal mass matrices for $f=u, d, l$ fermions.

The mixing parameter $a_{1}$ is also responsible for enabling radiative generation of neutrino masses at one-loop level via the diagram

which for simplicity one assumes a flavor-diagonal basis for the up-type quarks such that the CKM mixing resides entirely within the down-quark sector. Therefore, one can express the components of the neutrino masses as

$$
\begin{align*}
\left(M_{\nu}\right)_{i j}= & \frac{3}{16 \pi^{2}\left(m_{S_{2}^{1 / 3}}^{2}-m_{S_{1}^{1 / 3}}^{2}\right)} \frac{v a_{1}}{\sqrt{2}} \ln \left(\frac{m_{S_{2}^{1 / 3}}^{2}}{m_{S_{1}^{1 / 3}}^{2}}\right) \\
& \times \sum_{m, a}\left(m_{d}\right)_{a} V_{a m}\left(\Theta_{i m} \Omega_{j a}+\Theta_{j m} \Omega_{i a}\right) \tag{12}
\end{align*}
$$

where $V_{a b}$ denote the CKM matrix elements and $\left(m_{d}\right)_{a}$ are the down-type quark masses. In the limit of vanishing LQ mixing, i.e., $a_{1} \rightarrow 0$, the loop contribution goes to zero. Indeed, mixing between the doublet and singlet LQs is a necessary aspect for a viable phenomenology. As in the previous cases, it can be inverted such that the neutrino mass differences as well as the mixing angles can be given as input. In this case, however, we do not obtain a closedform formula for the inversion in terms of the physical input parameters and instead we numerically invert Eq. (12).

## III. SETTING UP THE PROBLEM: ANOMALIES

In this study, besides considering the properties of the neutrino sector, we focus our attention on the three main observables: (i) the anomalous magnetic moment of the muon, (ii) the flavor universality ratio $R_{D, D^{*}}$, as well as (iii) the $W$-mass anomaly. We do note that, for the later, no independent experimental verification of this anomaly has been made, hence, a healthy dose of scepticism is advised. On the same note, the muon anomaly is also not consensual if lattice results from the BMW Collaboration [67] are taken at face value, which have now been independently verified by different lattice groups $[68,69]$.

## A. Anomalous magnetic moment of the muon

The anomalous magnetic moment of leptons represents a deviation from the classical $g=2$ prediction of Dirac's theory, sourced by loop corrections to the electromagnetic vertex. Within the SM, these corrections can be reliably computed in QED and in weak processes involving massive vector and Higgs bosons. However, QCD corrections are typically the largest source of uncertainties, coming from the hadronic vacuum polarization (HVP) and hadronic light-by-light loop-induced diagrams, since a first principles' calculation is arduous and requires sophisticated computational techniques. Combining the latter contributions leads to the SM prediction [70-90]. The precision measurement of $a_{\ell} \equiv(g-2)_{\ell} / 2$ is the goal of several experimental efforts, and not only for the electron $(\ell=e)$ but also for other particles such as the muon $(\ell=\mu)$. The latter has gained a particular interest due to a combined result from the Brookhaven National Laboratory (BNL) [91] and the Fermi National Laboratory (FNAL) [8,9], showing a $5.0 \sigma$ deviation from the SM prediction as

$$
\left\{\begin{array}{l}
a_{\mu}^{\mathrm{FNAL}}=(116592055 \pm 24) \times 10^{-11}  \tag{13}\\
a_{\mu}^{\mathrm{BNL}}=(116592089 \pm 63) \times 10^{-11} \\
a_{\mu}^{2023}=(116592059 \pm 22) \times 10^{-11}
\end{array} \quad a_{\mu}^{\mathrm{SM}}=(116591810 \pm 43) \times 10^{-11},\right.
$$

with $a_{\mu}^{2023}$ representing the world average as of 2023 . Here we note that the SM theoretical result $a_{\mu}^{\mathrm{SM}}$ is primarily driven by the R-ratio approach, which relies on data-driven methods [90]. The results obtained in this approach are not in agreement with those obtained by the lattice QCD community [67-69]. Given that the most recent FNAL result reaches a discrepancy


FIG. 1. One-loop Feynman diagrams that contribute to the anomalous magnetic moment of the muon, involving the new LQs. In diagrams (a),(b), and (c), we show contributions from $1 / 3 e \mathrm{LQs}$, while diagram (d) represents the contribution from the $2 / 3 e \mathrm{LQ}$. Four additional diagrams with the photon attached to the quark propagators are also considered.
between the SM prediction in [90] and the experimental value at the $5 \sigma$ level, the importance of clarifying the correct SM theoretical calculation becomes rather significant for the community.

The usage of scalar LQs to address the anomalous magnetic moment of the muon is not a novel idea (for earlier studies see, for example, [45,53,92-94]). As was discussed in previous works, the dominant contributions to $a_{\mu}$ arise from chirality flipping of the internal fermionic propagators. The latter in turn leads to a correction that scales as $a_{\mu} \propto m_{q_{i}} / m_{\mu}$, where $m_{q_{i}}$ and $m_{\mu}$ denote the SM quarks and muon masses, respectively. This makes the top contribution the most important. At one-loop level, the relevant contributions in our model are shown in Fig. 1, where it must be noted that the photon can also be attached to the quark propagators.

With this in mind, we write each individual contribution to the anomalous magnetic moment as follows [45]:

$$
\begin{align*}
\Delta a_{\mu}^{S_{1}^{1 / 3}=} & -\frac{3 m_{\mu} \cos ^{2} \theta}{36 \pi^{2} m_{S_{1}^{1 / 3}}^{2}}\left[2 m_{t} \operatorname{Re}\left\{\Theta_{\mu t} \Upsilon_{\mu t}\right\} \mathcal{A}\left(\frac{m_{t}^{2}}{m_{S_{1}^{1 / 3}}^{2}}\right)\right. \\
& \left.-m_{\mu}\left(\left|\Theta_{\mu t}\right|^{2}+\left|\Upsilon_{\mu t}\right|^{2}\right) \mathcal{B}\left(\frac{m_{t}^{2}}{m_{S_{1}^{1 / 3}}^{2}}\right)\right] \\
\Delta a_{\mu}^{S_{2}^{1 / 3}=} & -\frac{3 m_{\mu} \sin ^{2} \theta}{36 \pi^{2} m_{S_{2}^{1 / 3}}^{2}}\left[2 m_{t} \operatorname{Re}\left\{\Theta_{\mu t} \Upsilon_{\mu t}\right\} \mathcal{A}\left(\frac{m_{t}^{2}}{m_{S_{2}^{1 / 3}}^{2}}\right)\right. \\
& \left.-m_{\mu}\left(\left|\Theta_{\mu t}\right|^{2}+\left|\Upsilon_{\mu t}\right|^{2}\right) \mathcal{B}\left(\frac{m_{t}^{2}}{m_{S_{2}^{1 / 3}}^{2}}\right)\right], \\
\Delta a_{\mu}^{S_{S}^{2 / 3}=}= & \frac{3 m_{\mu}^{2}\left|\Omega_{d \mu}\right|^{2}}{36 \pi^{2} m_{S^{2 / 3}}^{2}} \mathcal{C}\left(\frac{m_{d}^{2}}{m_{S^{2 / 3}}^{2}}\right), \tag{14}
\end{align*}
$$

where $d=d, s, b$, and $m_{t}$ is the top-quark mass. Here, the loop functions are defined as

$$
\begin{align*}
\mathcal{A}(x) & =\frac{7-8 x+x^{2}+2(2+x) \ln x}{(1-x)^{3}} \\
\mathcal{B}(x) & =\frac{1+4 x-5 x^{2}+2 x(2+x) \ln x}{(1-x)^{4}} \\
\mathcal{C}(x) & =\frac{x\left(5-4 x-x^{2}+(2+4 x) \ln x\right)}{(1-x)^{4}} \tag{15}
\end{align*}
$$

Note that the contributions from the $1 / 3 e$ LQs play the dominant role, as they contain contributions enhanced by $m_{t} / m_{\mu}$ as can be seen from (14). Additionally, in the scenarios where the mixing is small $\left(a_{1} \rightarrow 0\right)$, then only the first eigenstate contributes, since the contribution of the second one scales with $\sin ^{2} \theta$. Note that the presence of diagrams such as the ones in Fig. 1 implies that LFV graphs also exist (and amount to replacing the external muons with any other combination of charged leptons), leading to transitions such as e.g., $\mu \rightarrow e \gamma$ or $\tau \rightarrow \mu \gamma$. Therefore, sizeable chirality flipping contributions proportional to e.g., $\Theta_{e t} \Upsilon_{\mu t}$ or $\Theta_{\tau t} \Upsilon_{e t}$ can efficiently generate large corrections to tightly constrained LFV observables and must be taken into account when finding viable parameterspace domains.

## B. $\boldsymbol{R}_{\boldsymbol{D}, \boldsymbol{D}^{*}}$-flavor anomaly

In recent years, an intriguing set of anomalies has emerged, showing deviations from LFU predicted by the SM. The experiments conducted at $B A B A R[10,11]$, Belle [12-14], and LHCb [15] concerned tree-level decays of $B$ mesons to final states with a $\tau$ lepton, specifically,


FIG. 2. On (a), we show an additional contribution from the LQ to the transition $B \rightarrow K^{+} \bar{\nu} \nu$, while in (b) we present the model's impact on the $B \rightarrow D^{(*)} \tau \bar{\nu}_{\tau}$ decay.

$$
\begin{equation*}
R_{D^{(*)}} \equiv \frac{\operatorname{BR}\left(B \rightarrow D^{(*)} \tau \bar{\nu}_{\tau}\right)}{\operatorname{BR}\left(B \rightarrow D^{(*)} l \bar{\nu}_{l}\right)}, \quad \text { with } \quad l=\mu, e \tag{16}
\end{equation*}
$$

with $D^{(*)}$ being an (excited state of) $D$ meson and BR-the branching ratio. This ratio exceeds the SM predictions consistently across different experiments. The way the SM deems these processes to happen is via a $W^{-}$-boson exchange. The following are the averages of these results as well as the SM prediction [95],

$$
\begin{align*}
R_{D} & =0.339 \pm 0.026(\text { stat }) \pm 0.014(\text { syst }) \\
R_{D, \text { SM }} & =0.298 \pm 0.004  \tag{17}\\
R_{D^{*}} & =0.295 \pm 0.010(\text { stat }) \pm 0.010(\text { syst }) \\
R_{D^{*}, \mathrm{SM}} & =0.254 \pm 0.005 \tag{18}
\end{align*}
$$

measured with a dilepton invariant mass squared between $0<q^{2}<10 \mathrm{GeV}^{2}$, showing a discrepancy of $1.4 \sigma$ and $2.8 \sigma$, respectively, when compared to the values predicted by the SM. Here, the SM/BSM prediction is taken from flavio package [96], which is based on [97,98]. Taking into account the correlated nature of these observables, the difference between the experiment and the SM amounts to $3.3 \sigma$.

Within the context of the LQ model, this tension can be alleviated through a tree-level exchange of the two $1 / 3 e$ LQs, as shown in Fig. 2. Similarly to $a_{\mu}$, how much each of them contributes to this observable depends on the size of $a_{1}$. Here, we note that the $S^{2 / 3}$ does not contribute to this observable. The same Yukawa matrices $\Theta$ and $\Upsilon$ that played a role in $a_{\mu}$ are also present here, albeit through distinct matrix elements. As noted in [99], $R_{D}$ and $R_{D^{*}}$ are impacted by different operators, namely, the $R_{D}$ transition is dominated by scalar operator $\left(\bar{c} b_{\mathrm{L}}\right)\left(\bar{\tau}_{\mathrm{R}} \nu_{\tau}\right)$, which in turns implies that this observable is enhanced by real couplings, while the $R_{D^{*}}$ transition is primarily driven by the pseudoscalar operator $\left(\bar{c} \gamma_{5} b_{\mathrm{L}}\right)\left(\bar{\tau}_{\mathrm{R}} \nu_{\tau}\right)$ which prefers imaginary couplings. Hence, a complex parametrization of both
$\Theta$ and $\Upsilon$ allows for an easier fit of both observables. Simultaneously, the $R_{K, K^{*}}^{\nu \nu}$ observable, which is defined as the ratio between the model prediction for $\operatorname{BR}\left(B^{+(0)} \rightarrow\right.$ $\left.K^{*+(0)} \nu \nu\right)$ and the corresponding SM prediction, is also induced at tree-level via the virtual exchange of the same LQs, through the $\Theta$ Yukawa couplings. In turn, maximizing $R_{D^{*}}$ can also result in larger contributions to $R_{K, K^{*}}^{\nu \nu}$, in particular, if $\Theta$ contains additional sizeable entries. Notice that a recent measurement by the Belle II Collaboration [100] points towards a deviation of the $B^{+(0)} \rightarrow K^{*+(0)} \nu \nu$ branching ratio, whose value is measured to be higher than that of the SM prediction. Indeed, the preference for a larger $R_{D}$ favours an enhancement of $\operatorname{BR}\left(B^{+(0)} \rightarrow K^{*+(0)} \nu \nu\right)$ in our model due to the presence of a shared coupling as can be seen in Fig. 2. This suggests good prospects for accommodating the new result. However, our numerical analysis was performed before the recent announcement and therefore one has considered a $R_{K, K^{*}}^{\nu}$ to be SM-like, leaving a dedicated analysis for future work.

## C. CDF W-mass anomaly

A recent measurement by the CDF collaboration seemed to indicate that a substantial tension between the experimental value of the $W$ mass, and the corresponding SM prediction [22], amounting to a $7 \sigma$ deviation, well above the threshold for discovery. However, no independent measurement with such level of precision has so far been made, while the other existing measurements [101-103] point towards a consistent description of the SM. Either way, combining the CDF result with the earlier measurements leads to a tension of $3.7 \sigma$ [104], which is still below the discovery threshold.

Corrections to the $W$-mass can be parametrized through deviations of the EW precision observables $S, T$, and $U$ [23], particularly, the $T$ parameter. While only the $T$ parameter is needed to analyze the $W$-mass deviations, the other parameters are also impacted and are taken into account in the numerical analysis, especially since they are strongly correlated with each other. Alterations to the $T$
parameter can be expressed in terms of corrections to the self-energy of the $W$ boson as

such that the $T$ parameter scales as [105]

$$
\begin{equation*}
T \sim \frac{1}{\alpha M_{W}^{2}} \ln \left(\frac{m_{S^{2 / 3}}}{m_{S_{a}^{1 / 3}}}\right)\left(\frac{m_{S^{2 / 3}}}{m_{S_{a}^{1 / 3}}}-1\right)^{-1} \tag{20}
\end{equation*}
$$

where $\alpha \sim 1 / 137$ is the fine-structure constant. Hence, for nonzero $T$ required by the CDF experiment, we must have that $m_{S^{2 / 3}} \neq m_{S_{a}^{1 / 3}}$. Following the discussion above, the degeneracy between the doublet components can be lifted either by having a nonzero mixing $a_{1}$ (which is always true, since a nonzero value is needed for a viable neutrino description), or a nonzero value for the quartic coupling $g_{H R}^{\prime}$.

## D. Constraints on the parameter space

Besides the observables so far discussed, there is a plethora of other constraints that must be taken into account. Here, we shall discuss only the stringiest ones, while the full list used in our numerical calculations is shown in Table III. Notice that we have not assumed any flavor ansatz (see e.g., [39]), which implies that $\Theta, \Omega$, and $\Upsilon$ are taken to be generic $3 \times 3$ complex matrices. While assuming texture zeros would simplify our analysis, these would be artificial as no symmetry in the Lagrangian is present to protect them from being radiatively generated. Indeed, $\Theta$ and $\Omega$ need to have a generic structure if one wishes to explain neutrino physics. ${ }^{1}$

Besides constraints from LFV such as $\mu \rightarrow e \gamma$, which are generated through topologies identical to those of Fig. 1, there are also constraints coming from LFV decays of the $Z^{0}$ boson such as e.g., $Z^{0} \rightarrow \mu \tau$, where our model's main contributions are displayed in Fig. 4. Not only that, we also need to worry about the flavor-conserving cases as those are very well-measured at LEP [106] and tightly constrain LQ couplings. For this, we have considered the full oneloop expressions as determined by P. Arnan et al. [107]. Higgs LFV decays are also relevant and are considered in

[^1]the analysis. The diagrams are identical to those shown in Fig. 4 by replacing $Z^{0}$ with the Higgs boson.

Due to the complex parametrization of the Yukawa couplings, strong constraints also come from $C P$-sensitive observables as well as from quark flavor-violating (QFV) decays. In the former, the electric dipole moments (EDMs) of the charged leptons represent a strong constraint on the allowed sizes of the imaginary parts of the Yukawas couplings. Contributions to these observables come at one-loop level via identical diagrams to the ones shown in Fig. 1, with the only difference being that the EDMs are proportional to the imaginary part of Yukawa couplings, and not to the real part as in the anomalous magnetic moment. On the other hand, QFV decays strongly constrain the allowed couplings, in particular, for the $\Omega$ and $\Theta$ matrices. The main constraints come from the meson mixing observables $\left(\Delta M_{d}, \Delta M_{s}, \epsilon_{k}, \epsilon^{\prime} / \epsilon\right.$, and $\left.\phi_{s}\right)$, which are sensitive to the additional sources of $C P$ violation coming from the Yukawa couplings. These observables are impacted through one-loop box diagrams involving the exchange of virtual LQ states, with some examples seen in Fig. 3. Besides this, fully leptonic rare Kaon decays such as e.g., $K_{L}^{0} \rightarrow \mu^{+} \mu^{-}$or semileptonic ones such as $K^{+} \rightarrow$ $\pi^{0} \mu^{+} \nu$ are particularly important. These decays can be written as functions of the Wilson coefficients for the semileptonic operators $\left(\bar{L}_{\mu} L\right)\left(\bar{Q}_{\mathrm{L}} \gamma^{\mu} Q_{L}\right)$ (for the full list of relevant operators, see Table 1 of [108]), which are generated already at tree level in our LQ model, via the last diagram shown in Fig. 3. Atomic parity constraints [109,110] are also included in the numerical analysis.

There are additional constraints coming from $B$-physics. Namely, we consider the current limits on $\operatorname{BR}\left(B_{s} / B_{0} \rightarrow\right.$ $\mu^{+} \mu^{-}$) as well as the LFU observable $R_{K, K^{*}}$. The $b \rightarrow s \ell l$ observables are impacted via both tree-level and box diagrams involving the virtual exchange of the $S$ LQ as shown in Fig. 5. These can be parametrized in terms of the Wilson operators $O_{9}^{\ell} \propto C_{9}^{b s \ell \ell}\left(\bar{s} \gamma^{\mu} P_{\mathrm{L}} b\right)\left(\bar{\ell} \gamma_{\mu} \ell\right)$ and $O_{10}^{\ell} \propto$ $C_{10}^{b s \ell \ell}\left(\bar{s} \gamma^{\mu} P_{\mathrm{L}} b\right)\left(\bar{\ell} \gamma_{\mu} \gamma^{5} \ell\right)$ for Figs. 5(b) and 5(c) and $O_{9}^{\prime \ell} \propto$ $C_{9}^{\prime b s \ell \ell}\left(\bar{s} \gamma^{\mu} P_{\mathrm{R}} b\right)\left(\bar{\ell} \gamma_{\mu} \ell\right)$ and $O_{10}^{\prime \ell} \propto C_{10}^{\prime b s \ell \ell}\left(\bar{s} \gamma^{\mu} P_{\mathrm{R}} b\right)\left(\bar{\ell} \gamma_{\mu} \gamma^{5} \ell\right)$ for Figs. 5(a), 5(d), and 5(e). As usual, the $C$ factors are the Wilson coefficients and $\ell=e, \mu$.


FIG. 3. Dominant one-loop box contributions to CP-sensitive meson mixing constraints, (a) and (b), and the dominant tree-level graph that contributes to the kaon decays (c).


FIG. 4. Some of the one-loop contributions mediated by the model's LQs to the flavor-conserving and nonconserving decays $Z^{0} \rightarrow \ell \ell^{\prime}$. There exist additional wave contributions to the one-loop amplitude (see e.g., [107]) as well as similar diagrams to those shown Fig. 1, which are not shown here but are taken into account in the numerical calculations.


FIG. 5. Box (b), (c), (d) and (e) and tree-level (a) diagrams responsible for generating the LQ contributions to $R_{K, K^{*}}$ and $B_{s} / B_{0} \rightarrow$ $\mu^{+} \mu^{-}$processes.

To finalize, since no positive results have been reported at colliders, direct searches for LQs also pose limits on their allowed masses. Constraints coming from pair production channels at the ATLAS and CMS experiments [111-114] provide a lower bound, approximately, between 1 TeV and 1.5 TeV , considered in this work.

## IV. NUMERICAL METHODOLOGY

We perform a parameter space scan considering a plethora of different observables as listed in Appendix. The experimental limits were taken from the latest PDG review [115]. For an extensive analysis featuring a large number of observables we have implemented the model in SARAH [116], where interaction vertices and one-loop contributions relevant for such observables were determined. Outputs were then generated for numerical evaluation in SPheno [117], where the particle spectrum and the
necessary Wilson coefficients to be used in flavio [96] were calculated. SPheno calculates the Wilson coefficients in the WET basis, where the LFV coefficients are evaluated at the $Z^{0}$ mass scale $(\mu=91 \mathrm{GeV})$ and the QFV coefficients are evaluated at the top mass scale ( $\mu=160 \mathrm{GeV}$ ). Renormalization group running between these scales and those of the low-energy observables is done flavio through a interface with the wilson [118] package. With this in consideration, we have constructed a $\chi^{2}$ function, defined as [16]

$$
\begin{equation*}
\chi^{2}=\left(\mathcal{O}_{\text {exp }}-\mathcal{O}_{\mathrm{th}}\right)^{\mathrm{T}}\left(\boldsymbol{\Sigma}_{\mathrm{th}}+\boldsymbol{\Sigma}_{\text {exp }}\right)^{-1}\left(\mathcal{O}_{\text {exp }}-\mathcal{O}_{\mathrm{th}}\right) \tag{21}
\end{equation*}
$$

using the observables indicated in Appendix. Notice that the method used to calculate each of the observales considered in this work is indicated in the first column of Tables IV and V. In Eq. (21) $\mathcal{O}_{\text {exp }}$ and $\mathcal{O}_{\text {th }}$ represent

TABLE I. Ranges used for the free parameters during the numerical scan. The values for the masses of the SM fields and corresponding mixings were varied within the allowed experimental ranges.

| $m_{S_{1}^{1 / 3}}, m_{S_{2}^{1 / 3}}(\mathrm{TeV})$ | $g_{H S}, g_{H R}, g_{H R}^{\prime}$ | $\|\Upsilon\|,\|\Theta\|,\|\Omega\|$ | $a_{1}(\mathrm{GeV})$ |
| :--- | :---: | :---: | :---: |
| $[1.5,10]$ | $\left[10^{-8}, 4 \pi\right]$ | $\left[10^{-8}, \sqrt{4 \pi}\right]$ | $\left[10^{-8}, 100\right]$ |

vectors of experimental values and the model prediction, respectively, while $\boldsymbol{\Sigma}_{\text {exp }}$ is the experimental covariance and $\boldsymbol{\Sigma}_{\mathrm{th}}$ is the theoretical one. Both covariance matrices can be computed using well-known formulas

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\mathrm{th}}=\sigma_{\mathrm{th}} \rho_{\mathrm{th}} \sigma_{\mathrm{th}}, \quad \text { and } \quad \boldsymbol{\Sigma}_{\exp }=\sigma_{\exp } \rho_{\mathrm{exp}} \sigma_{\mathrm{exp}} \tag{22}
\end{equation*}
$$

where $\sigma_{\text {th }}\left(\sigma_{\text {exp }}\right)$ are diagonal matrices whose entries are the $1 \sigma$ theoretical (experimental) errors and $\rho_{\text {th }}\left(\rho_{\exp }\right)$ are the theoretical (experimental) correlation matrices. For the experimental inputs, the experimental uncertainties can be easily extracted from literature, while for the experimental correlations, we extract those that are available and neglect if those do not exist. The various uncertainties and correlations were taken from the references inside Table III.

For the theoretical inputs, the errors can be computed inside flavio [96], with the function flavio.np_uncertainty for each of the observables of interested. This also takes into account potential hadronic uncertainties that exist for observables sensitive to these. As for the theoretical correlations, those can be computed from our entire dataset using standard methods available in statistics libraries. In our case, we have use Pearson's algorithm through the pandas package [119]. Since the LQ mass scale is well-above the scale of observables that we analyze,

TABLE II. $\chi^{2} /$ d.o.f. for the obtained best-fit points (first column) and for the SM limit (second column) with d.o.f. $=45$. The LQ masses (in TeV) are indicated in the third column.

|  | $\chi^{2} /$ d.o.f. | $\chi^{2, \text { SM }} /$ d.o.f. | $\left(m_{S_{1}^{1 / 3}}, m_{S_{2}^{1 / 3}}, m_{S^{2 / 3}}\right) \mathrm{TeV}$ |
| :--- | :---: | :---: | :---: |
| Scenario a) | 1.16 | 1.26 | $(1.53,7.02,7.00)$ |
| Scenario b) | 1.17 | 1.66 | $(1.58,4.50,4.52)$ |
| Scenario c) | 1.37 | 2.46 | $(1.63,3.30,3.35)$ |

one needs to run the various couplings to the appropriate scales, which is done with the wilson [118] package.

With this in mind, a numerical scan over all relevant parameters of the model is then conducted. In particular, we perform an inclusive logarithmic scan over the various parameters within the ranges shown in Table I.

Once valid solutions are found within the first initial random scan, we then use these points as seeds for finding new solutions in subsequent runs, by perturbing around the valid couplings/masses in order to find new consistent points. Do note that not all $\Theta$ and $\Omega$ Yukawas are free parameters, with some being calculated through the inversion procedure of the neutrino mass matrix. In this regard, within the GitHub page (https://github.com/ Mrazi09/LQ-flavour-project) one can find auxiliary jupyter notebooks, which demonstrate how to numerically implement the inversion procedure for the neutrinos/ quark/charged leptons and LQs (named Neutrino_ inversion.ipynb) as well as how to utilize the data to extract the relevant neutrino observables (named Read_neutrino.ipynb).

We have performed parameter-space scans considering three cases: a) $a_{\mu}$ and $m_{W}$ both consistent with the SM, b) only $m_{W}$ consistent with the SM and c) neither of them


FIG. 6. Preferred sizes for each of the LQ Yukawas couplings: (a) $\Omega$, (b) $\Theta$, and (c) $\Upsilon$. The radius of the circumference represents the size of the absolute value of the coupling while the color gradation describes how frequent such a magnitude appears in the scan, i.e., darker shades indicate more preferred sizes, according the probability $\mathcal{P}(X)=\frac{N(X)}{N_{\text {tot }}}$ with $N(X)$ the number of points with order $X$ in our data.


FIG. 7. Scatter plots of selected observables analyzed in this work. In (a) we plot the $R_{D^{*}}$ as a function of $R_{D}$ with $R_{K}^{\nu \nu}$ in the color scale. In (b), the branching ratios of $B_{0} \rightarrow \mu^{-} \mu^{+}$and $B_{s} \rightarrow \mu^{-} \mu^{+}$, with $R_{K}[1.1 ; 6.0]$ in the color scale. In (c) we plot $R_{K^{*}}$ vs $R_{K}$ with $\operatorname{BR}\left(B_{s} \rightarrow \mu \mu\right)$ in the color scale. In (d) the product of the real and imaginary parts of $\Upsilon_{\mu t} \Theta_{\mu t}$ are shown with $a_{\mu}$ in the color gradation while in (e) the $T$ parameter as function of the logarithm of the mass difference between the masses of $S_{1}^{1 / 3}$ and $S^{2 / 3}$ is presented, where the color scale represents the LQ mixing angle and in (f) we show $\mathrm{BR}\left(\mathrm{Z}^{0} \rightarrow \mu \tau\right)$ versus $R_{K}^{\nu \nu}$ with $\log _{10} \mathrm{BR}(\tau \rightarrow \mu \mu \mu)$ in the color axis. Areas of phenomenological interest lie inside the contours. For the $T$ parameter, we show the areas of interest for both NP and SM-like cases. The relevant range for $a_{\mu}$ lies within $(251 \pm 59) \times 10^{-11}$, while $\operatorname{BR}\left(\mathrm{Z}^{0} \rightarrow \mu \tau\right)<1.2 \times 10^{-5}, R_{K}^{\nu \nu}<4.35$ and $\operatorname{BR}(\tau \rightarrow \mu \mu \mu)<2.1 \times 10^{-8}$. The best-fit points are marked with a blue square (scenario a), a cyan circle (scenario (b) and a red diamond (scenario c).
consistent with the SM prediction. In all three scenarios we do take into account the LFU deviation in $R_{D, D^{*}}$ as well as keeping the remaining constraints (for a complete list, see Appendix) under control. The generic parametrization of our couplings also implies that kaon decays [120] and
atomic parity-violating constraints [109,110] are relevant for our parameter scan. We use as input parameters the quark and charged lepton masses as well as the CKM and Pontecorvo-Maki-Nakagawa-Sakata mixing matrices, which we allow to vary within their two sigma uncertainty.

Regarding neutrino masses, we focus on a normal ordering scenario with three massive states.

## V. NUMERICAL RESULTS

Employing our $\chi^{2}$ analysis, the results we obtain are summarized in Table II where we show the $\chi^{2}$ and the LQ masses for each scenario. We note that in all three cases the model predictions offer a better fit than that of the SM limit. A numerical scan in the couplings and masses of the LQs is conducted and the main results are highlighted in Figs. 6 and 7. In Fig. 6 we show the preferred sizes that were found to simultaneously address the studied anomalies and are consistent with neutrino physics and flavor constraints. While the darker shades offer a conclusive estimate the lighter ones allow for some dispersion. This information in combination with the best-fit points can be relevant in proposing searches for LQs at colliders. In particular, taking $\Theta_{\mu t} \sim \mathcal{O}(1)$, the $\mu^{+} \mu^{-} \rightarrow t \bar{t} t$-channel $S^{1 / 3} \mathrm{LQ}$ exchange can be seen as a smoking-gun benchmark scenario of the considered model and a physics case for the future muon collider. For the case of the $S^{2 / 3} \mathrm{LQ}$, its couplings to $d$-quark can be as large as $\Omega_{e d} \sim \Omega_{\tau d} \sim$ $\mathcal{O}\left(10^{-1}\right)$, which might be sufficiently large to be tested at the LHC in the $t$-channel LQ exchange for $e e, \tau \tau$ and $e \tau$ pair production [121,122]. Furthermore, such LQ can be searched for at future hadronic machines such as the HELHC or the FCC. In particular, for the best-fit point (A3), the future 50 TeV FCC-eh collider offers an opportunity for the $s$-channel process $e d \rightarrow S^{2 / 3} \rightarrow t \mu$.

In Fig. 7 we demonstrate that for all displayed observables the data can be well-accommodated. In particular, we show the three best-fit points marked as colored polygons, with the blue, cyan, and red denoting scenarios a), b), and c) respectively. In panel (a) one sees that both $R_{D, D^{*}}$ and $R_{K}^{\nu \nu}$ can be reconciled simultaneously, which is also displayed in panel (f). In (c), a linear correlation between $R_{K, K^{*}}$ observables is found, in consistency with previous literature [16,123]. Furthermore, $B_{s, 0} \rightarrow \mu \mu$ is well-fitted with a strong correlation with $R_{K, K^{*}}$, as expected. In panel (d), we note that the combination of $\Upsilon_{\mu t}$ and $\Theta_{\mu t}$ is the dominant source for the contribution for $a_{\mu}$ since these couplings induce chirality flipping of the top quark in the internal propagator. In panel (e) we show how the $\hat{T}$ parameter depends on the mass difference between the LQs that originate from the doublet. In color we show the LQ mixing. We note that for most of the generated points, $S_{1}^{1 / 3}$ is essentially the $S$ singlet, as indicated by the yellow and green regions.

## VI. CONCLUSIONS

In this paper, we have studied the most economical extension of the SM with two scalar LQs, representing the minimal scenario capable of addressing all measured flavor anomalies as well as explaining neutrino masses and their mixing structure. Additionally, the model can accommodate the measured value of the muon anomalous magnetic moment as well as opening the door for alleviating the CDF-II W mass anomaly, if both observables are confirmed to be inconsistent with the SM predictions. For the best-fit points the lightest LQ can have a mass around 1.6 TeV , which should be accessible at the high-luminosity phase of the LHC. In this regard, our numerical results have highlighted the preferred sizes for the LQ-Yukawa couplings which will be relevant in pinpointing the direction for future searches.
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## APPENDIX: NUMERICAL BENCHMARKS FOR BEST-FIT POINTS

If we take that both the $W$ mass and the anomalous magnetic moment of the muon are SM-like [Scenario a)] then the best-fit point found in the scan is

$$
\begin{align*}
& \Upsilon=\left(\begin{array}{ccc}
-7.273 \times 10^{-7}+4.372 \times 10^{-7} i & 0.001174-0.000872 i & -2.575 \times 10^{-8}-7.646 \times 10^{-8} i \\
1.862 \times 10^{-6}+1.4 \times 10^{-7} i & -8.78 \times 10^{-8}+6.04 \times 10^{-8} i & -0.00299-0.01222 i \\
-7.74 \times 10^{-8}-2.695 \times 10^{-7} i & -0.467+2.298 i & 0.0007761+0.0002683 i
\end{array}\right), \\
& \Omega=\left(\begin{array}{ccc}
0.00483+0.09936 i & -0.01122+0.01725 i & 7.48 \times 10^{-6}-1.338 \times 10^{-5} i \\
2.238 \times 10^{-6}+5.57 \times 10^{-7} i & 6.502 \times 10^{-7}-6.579 \times 10^{-7} i & 6.548 \times 10^{-7}-1.702 \times 10^{-7} i \\
-0.2284+0.1277 i & -0.000803-0.001714 i & -1.698 \times 10^{-6}-7.62 \times 10^{-7} i
\end{array}\right), \\
& \Theta=\left(\begin{array}{ccc}
0.004857-0.000927 i & 5.827 \times 10^{-8}+1.049 \times 10^{-8} i & -1.82 \times 10^{-8}+3.979 \times 10^{-7} i \\
-0.0001236+0.0002241 i & 1.601 \times 10^{-8}-4.832 \times 10^{-8} i & 0.6154+0.1603 i \\
0.01319-0.01262 i & 0.001651-0.004844 i & 0.174+1.843 i
\end{array}\right), \tag{A1}
\end{align*}
$$

with the mixing parameter $a_{1}=36.72 \mathrm{GeV}$. This point correspond to the blue diamond in the scatter plots of the main text. On the other hand, if we assume the $W$-boson mass to take the SM value, but the muon $a_{\mu}$ anomaly requires a NP explanation [Scenario b)] the following best-fit point is obtained

$$
\begin{align*}
& \Upsilon=\left(\begin{array}{ccc}
-2.319 \times 10^{-7}+6.392 \times 10^{-7} i & 6.77 \times 10^{-7}+5.516 \times 10^{-6} i & -9.08 \times 10^{-9}-6.355 \times 10^{-8} i \\
0.000526-0.002488 i & -6.06 \times 10^{-8}+1.78 \times 10^{-7} i & -0.01325-0.00789 i \\
-6.79 \times 10^{-8}-2.811 \times 10^{-7} i & -0.315+2.623 i & 0.001025+0.000288 i
\end{array}\right), \\
& \Omega=\left(\begin{array}{ccc}
0.0447+0.1871 i & -0.001551-0.002839 i & -2.442 \times 10^{-6}+2.446 \times 10^{-6} i \\
5.394 \times 10^{-6}+3.39 \times 10^{-7} i & 4.237 \times 10^{-6}-5.81 \times 10^{-7} i & 1.882 \times 10^{-6}-1.63 \times 10^{-7} i \\
0.006595+0.006782 i & -0.00344-0.01522 i & -3.41 \times 10^{-6}+3.156 \times 10^{-6} i
\end{array}\right), \\
& \Theta=\left(\begin{array}{ccc}
0.000683-0.002639 i & 1.075 \times 10^{-7}-1.834 \times 10^{-7} i & 1.048 \times 10^{-6}+8.8 \times 10^{-8} i \\
-6.09 \times 10^{-5}+0.0003344 i & -2.281 \times 10^{-8}+2.002 \times 10^{-8} i & 0.3998+0.0348 i \\
0.02393-0.00698 i & -0.0295-0.0612 i & 0.239+2.042 i
\end{array}\right), \tag{A2}
\end{align*}
$$

and $a_{1}=9.85 \mathrm{GeV}$. This point correspond to the cyan diamond in the scatter plots of the main text. Last but not least, if we assume that both the $W$ mass and $a_{\mu}$ require a NP explanation [scenario c )] then the best-fit point is

$$
\begin{align*}
& \Upsilon=\left(\begin{array}{ccc}
-5.9 \times 10^{-7}+8.26 \times 10^{-7} i & 4.842 \times 10^{-6}+4.7 \times 10^{-8} i & -1.352 \times 10^{-8}-3.261 \times 10^{-8} i \\
0.000319-0.002549 i & -3.34 \times 10^{-8}+1.449 \times 10^{-7} i & -0.00759-0.01239 i \\
-1.524 \times 10^{-7}-9.06 \times 10^{-8} i & -0.15+2.51 i & 0.0002995+0.0004214 i
\end{array}\right), \\
& \Omega=\left(\begin{array}{ccc}
0.0567+0.1529 i & -0.0032+0.000344 i & -5.832 \times 10^{-7}-6.36 \times 10^{-8} i \\
3.488 \times 10^{-6}+2.24 \times 10^{-7} i & 2.34 \times 10^{-6}-3.97 \times 10^{-7} i & 1.354 \times 10^{-6}-1.34 \times 10^{-7} i \\
-0.02495-0.00425 i & -0.00879-0.01723 i & 1.72 \times 10^{-6}+7.294 \times 10^{-6} i
\end{array}\right), \\
& \Theta=\left(\begin{array}{ccc}
0.00135-0.002976 i & 1.444 \times 10^{-7}-9.32 \times 10^{-8} i & 7.894 \times 10^{-7}+2.147 \times 10^{-7} i \\
-5.44 \times 10^{-5}+0.0002732 i & -1.592 \times 10^{-8}+1.964 \times 10^{-8} i & 0.5828+0.0578 i \\
0.02236+0.00576 i & -0.01707-0.02831 i & 0.408+2.085 i
\end{array}\right), \tag{A3}
\end{align*}
$$

with $a_{1}=6.69 \mathrm{GeV}$. This point correspond to the red diamond in the scatter plots of the main text. For each of these cases, the LQ masses are indicated in the main text. These benchmarks were determined by minimizing the $\chi^{2}$ function in Eq. (21), whose input observables are showcased in Table III. In Tables IV and V we indicate the predictions for the observables for each of the benchmark scenarios.

TABLE III. Set of observables used as input for the $\chi^{2}$ function, as well as the experimental measured value. The observables $F_{L}$, $A_{F B}, S_{i}, P_{i}$, and $P_{i}^{\prime}$ are relative to the $[0.10,0.98] \mathrm{GeV}^{2} q^{2}$ bins. Observables starting with " R " are defined as the ratio between the experimental value for the observable, taken from [115] and the SM prediction, determined in flavio. The total uncertainty is taken by error propagation, taking into account both the experimental and theoretical errors, with the latter determined also in flavio.

| Observable | Experimental measurement |
| :---: | :---: |
| $(g-2)_{\mu}$ | $(251 \pm 59) \times 10^{-11}[8,9]$ |
| $\hat{T}$ | $(0.88 \pm 0.14) \times 10^{-3}$ [23] |
| $R_{K}[1.1,6.0]$ | $0.949_{-0.041-0.022}^{+0.042+0.022}$ [21] |
| $R_{K^{*}}[1.1,6.0]$ | $1.027_{-0.068-0.026}^{+0.072+0.027}$ [21] |
| $R_{K}[0.1,1.1]$ | $0.994_{-0.082-0.027}^{+0.090+0.029}$ [21] |
| $R_{K^{*}}[0.1,1.1]$ | $0.927_{-0.087}^{+0.093+0.035}$ +0.036 [21] |
| $R_{D}$ | $0.340 \pm 0.027 \pm 0.013$ [124] |
| $R_{D^{*}}$ | $0.295 \pm 0.011 \pm 0.008$ [124] |
| $\mathrm{BR}(h \rightarrow e \mu)$ | $<6.1 \times 10^{-5}$ [95\% CL] [115] |
| $\mathrm{BR}(h \rightarrow e \tau)$ | $<4.7 \times 10^{-3}$ [95\% CL] [115] |
| $\mathrm{BR}(h \rightarrow \mu \tau)$ | $<2.5 \times 10^{-3}$ [95\% CL] [115] |
| $\mathrm{BR}(\mu \rightarrow e \gamma)$ | $<4.2 \times 10^{-13}$ [90\% CL] [115] |
| $\mathrm{BR}(\mu \rightarrow e e e)$ | $<1.0 \times 10^{-12}$ [90\% CL] [115] |
| $\operatorname{BR}(\tau \rightarrow e \gamma)$ | $<3.3 \times 10^{-8}$ [90\% CL] [115] |
| $\operatorname{BR}(\tau \rightarrow \mu \gamma)$ | $<4.4 \times 10^{-8}$ [90\% CL] [115] |
| $\mathrm{BR}(\tau \rightarrow e e e)$ | $<2.7 \times 10^{-8}$ [90\% CL] [115] |
| $\mathrm{BR}(\tau \rightarrow e \mu \mu)$ | $<2.7 \times 10^{-8}$ [90\% CL] [115] |
| $\mathrm{BR}(\tau \rightarrow \mu e e)$ | $<1.5 \times 10^{-8}$ [90\% CL] [115] |
| $\mathrm{BR}(\tau \rightarrow \mu \mu \mu)$ | $<2.1 \times 10^{-8}$ [90\% CL] [115] |
| $\mathrm{BR}(Z \rightarrow \mu e)$ | $<7.5 \times 10^{-7}$ [95\% CL] [115] |
| $\mathrm{BR}(Z \rightarrow \tau e)$ | $<9.8 \times 10^{-6}$ [95\% CL] [115] |
| $\operatorname{BR}(Z \rightarrow \mu \tau)$ | $<1.2 \times 10^{-5}$ [95\% CL] [115] |
| $\operatorname{BR}(\tau \rightarrow \pi e)$ | $<8.0 \times 10^{-8}$ [90\% CL] [115] |
| $\mathrm{BR}(\tau \rightarrow \pi \mu)$ | $<1.1 \times 10^{-7}$ [90\% CL] [115] |
| $\mathrm{BR}(\tau \rightarrow \phi e)$ | $<3.1 \times 10^{-8}$ [90\% CL] [115] |
| $\mathrm{BR}(\tau \rightarrow \phi \mu)$ | $<8.4 \times 10^{-8}$ [90\% CL] [115] |
| $\mathrm{BR}(\tau \rightarrow \rho e)$ | $<1.8 \times 10^{-8}$ [90\% CL] [115] |
| $\operatorname{BR}(\tau \rightarrow \rho \mu)$ | $<1.2 \times 10^{-8}$ [90\% CL] [115] |
| $d_{e}$ | $<1.1 \times 10^{-29} \mathrm{ecm}$ [90\% CL] [115] |
| $d_{\mu}$ | $<1.8 \times 10^{-19} \mathrm{ecm}$ [95\% CL] [115] |
| $d_{\tau}$ | $<(1.15 \pm 1.70) \times 10^{-17} \mathrm{ecm}[95 \% \mathrm{CL}]$ [125] |
| $\mathrm{BR}\left(B^{0} \rightarrow \mu \mu\right)$ | $(0.56 \pm 0.70) \times 10^{-10}[16]$ |
| $\mathrm{BR}\left(B_{s} \rightarrow \mu \mu\right)$ | $(2.93 \pm 0.35) \times 10^{-9}$ [16] |
| $\mathrm{R}\left(B \rightarrow \chi_{s} \gamma\right)$ | $1.009 \pm 0.075$ |
| $R_{K}^{\nu \nu}$ | < 4.65 [95\% CL] [126] |
| $R_{K^{*}}^{\nu \nu}$ | < 3.22 [95\% CL] [126] |
| $\left\|\operatorname{Re} \delta g_{R}^{e}\right\|$ | $\leq 2.9 \times 10^{-4}[40,106]$ |
| $\left\|\operatorname{Re} \delta g_{L}^{e}\right\|$ | $\leq 3.0 \times 10^{-4}[40,106]$ |
| $\left\|\operatorname{Re} \delta g_{R}^{\mu}\right\|$ | $\leq 1.3 \times 10^{-3}[40,106]$ |
| $\left\|\operatorname{Re} \delta g_{L}^{\mu}\right\|$ | $\leq 1.1 \times 10^{-3}[40,106]$ |
| $\left\|\operatorname{Re} \delta g_{R}^{\tau}\right\|$ | $\leq 6.2 \times 10^{-4}[40,106]$ |
| $\left\|\operatorname{Re} \delta g_{L}^{\tau}\right\|$ | $\leq 5.8 \times 10^{-4}[40,106]$ |
| $\mathrm{R}\left(\epsilon_{k}\right)$ | $1.234 \pm 0.144$ |
| $\mathrm{R}\left(\Delta M_{d}\right)$ | $0.838 \pm 0.109$ |
| $\mathrm{R}\left(\Delta M_{s}\right)$ | $0.935 \pm 0.054$ |
| $\mathrm{R}\left(\operatorname{Re}\left(\epsilon^{\prime} / \epsilon\right)\right)$ | $0.868 \pm 0.496$ |
| $Q_{W}\left(p^{+}\right)$ | $0.0719 \pm 0.045$ |
| $Q_{W}\left(\mathrm{Cs}^{133}\right)$ | $-72.82 \pm 0.42$ |

TABLE III. (Continued)

| Observable | Experimental measurement |
| :---: | :---: |
| $\phi_{s}$ | $-0.008 \pm 0.019$ [95] |
| $A_{C P}\left(B^{0} \rightarrow K^{* 0} \mu \mu\right)$ | $-0.035 \pm 0.024 \pm 0.003$ [127] |
| $A_{C P}\left(B^{+} \rightarrow K^{+} \mu \mu\right)$ | $0.012 \pm 0.017 \pm 0.001$ [127] |
| $A_{C P}\left(B \rightarrow \chi_{s+d} \gamma\right)$ | $0.032 \pm 0.034$ [95] |
| $F_{L}\left(B^{+} \rightarrow K \mu \mu\right)$ | $0.34 \pm 0.10 \pm 0.06$ [128] |
| $S_{3}\left(B^{+} \rightarrow K \mu \mu\right)$ | $0.14_{-0.14-0.02}^{+0.15+0.02}$ [128] |
| $S_{4}\left(B^{+} \rightarrow K \mu \mu\right)$ | $-0.04{ }_{-0.16-0.04}^{+0.17+0.04}$ [128] |
| $S_{5}\left(B^{+} \rightarrow K \mu \mu\right)$ | $0.24_{-0.15-0.04}^{+0.12+0.04}$ [128] |
| $A_{F B}\left(B^{+} \rightarrow\right.$ K $\left.\mu \mu\right)$ | $-0.05 \pm 0.12 \pm 0.03$ [128] |
| $S_{7}\left(B^{+} \rightarrow K \mu \mu\right)$ | $-0.01_{-0.17-0.01}^{+0.19+0.01}$ [128] |
| $S_{8}\left(B^{+} \rightarrow K \mu \mu\right)$ | $0.21_{-0.20-0.05}^{+0.22+0.05}$ [128] |
| $S_{9}\left(B^{+} \rightarrow K \mu \mu\right)$ | $0.28{ }_{-0.12-0.06}^{+0.25+0.06}$ [128] |
| $P_{1}\left(B^{+} \rightarrow K \mu \mu\right)$ | $0.44_{-0.40-0.11}^{+0.38+0.11}$ [128] |
| $\mathrm{P}_{2}\left(\mathrm{~B}^{+} \rightarrow K \mu \mu\right)$ | $-0.05 \pm 0.12 \pm 0.03$ [128] |
| $P_{3}\left(B^{+} \rightarrow K \mu \mu\right)$ | $-0.42_{-0.21-0.05}^{+0.20+0.05}$ [128] |
| $P_{4}^{\prime}\left(B^{+} \rightarrow K \mu \mu\right)$ | $-0.092_{-0.35-0.12}^{+0.36+0.12}$ [128] |
| $P_{5}^{\prime}\left(B^{+} \rightarrow K \mu \mu\right)$ | $0.51_{-0.28-0.12}^{+0.30+0.12}$ [128] |
| $P_{6}^{\prime}\left(B^{+} \rightarrow K \mu \mu\right)$ | $-0.02_{-0.34-0.06}^{+0.40+0.06}$ [128] |
| $P_{8}^{\prime}\left(B^{+} \rightarrow K \mu \mu\right)$ | $-0.45_{-0.39-0.09}^{+0.50+0.09}$ [128] |
| $F_{L}\left(B^{0} \rightarrow K \mu \mu\right)$ | $0.255 \pm 0.032 \pm 0.007$ [129] |
| $S_{3}\left(B^{0} \rightarrow K \mu \mu\right)$ | $0.034 \pm 0.044 \pm 0.003$ [129] |
| $S_{4}\left(B^{0} \rightarrow K \mu \mu\right)$ | $0.059 \pm 0.050 \pm 0.004$ [129] |
| $S_{5}\left(B^{0} \rightarrow K \mu \mu\right)$ | $0.227 \pm 0.041 \pm 0.008$ [129] |
| $A_{F B}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.004 \pm 0.040 \pm 0.004$ [129] |
| $S_{7}\left(B^{0} \rightarrow K \mu \mu\right)$ | $0.006 \pm 0.042 \pm 0.002$ [129] |
| $S_{8}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.003 \pm 0.051 \pm 0.001$ [129] |
| $S_{9}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.055 \pm 0.041 \pm 0.002$ [129] |
| $P_{1}\left(B^{0} \rightarrow K \mu \mu\right)$ | $0.090 \pm 0.119 \pm 0.009$ [129] |
| $P_{2}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.003 \pm 0.038 \pm 0.003$ [129] |
| $P_{3}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.073 \pm 0.057 \pm 0.003$ [129] |
| $P_{4}^{\prime}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.135 \pm 0.118 \pm 0.003$ [129] |
| $P_{5}^{\prime}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.521 \pm 0.095 \pm 0.024$ [129] |
| $P_{6}^{\prime}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.015 \pm 0.094 \pm 0.007$ [129] |
| $P_{8}^{\prime}\left(B^{0} \rightarrow K \mu \mu\right)$ | $-0.007 \pm 0.122 \pm 0.002$ [129] |
| $\mathrm{R}\left(K^{+} \rightarrow \pi^{0} \mu^{+} \nu\right)$ | $0.989 \pm 0.016$ |
| $\mathrm{R}\left(K^{+} \rightarrow \pi^{0} e^{+} \nu\right)$ | $0.988 \pm 0.014$ |
| $\mathrm{R}\left(K_{L}^{0} \rightarrow \pi^{+} \mu^{-} \nu\right)$ | $0.997 \pm 0.011$ |
| $\mathrm{R}\left(K_{L}^{0} \rightarrow \pi^{+} e^{-} \nu\right)$ | $0.991 \pm 0.029$ |
| $\mathrm{R}\left(K_{S}^{0} \rightarrow \pi^{ \pm} e^{\mp} \nu\right)$ | $0.982 \pm 0.015$ |
| $\mathrm{R}\left(K_{L}^{0} \rightarrow \mu^{+} \mu^{-}\right)$ | $0.918 \pm 0.158$ |
| $\mathrm{R}\left(K_{L}^{0} \rightarrow e^{+} e^{-}\right)$ | $1.000 \pm 0.598$ |
| $\mathrm{BR}\left(K_{L}^{0} \rightarrow e^{\mp} \mu^{ \pm}\right)$ | $<4.7 \times 10^{-12}$ [90\% CL] [115] |
| $\mathrm{BR}\left(K_{S}^{0} \rightarrow \mu^{+} \mu^{-}\right)$ | $<8.0 \times 10^{-10}$ [90\% CL] [115] |
| $\mathrm{BR}\left(K_{S}^{0} \rightarrow e^{+} e^{-}\right)$ | $<9.0 \times 10^{-12}$ [90\% CL] [115] |
| $\mathrm{R}\left(K^{+} \rightarrow \mu^{+} \nu\right)$ | $1.008 \pm 0.015$ |
| $\mathrm{R}\left(K^{+} \rightarrow e^{+} \nu\right)$ | $1.014 \pm 0.016$ |
| $\mathrm{R}\left(K^{+} \rightarrow \pi^{+} \nu \nu\right)$ | $1.840 \pm 1.202$ |
| $\mathrm{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \nu\right)$ | $<3.0 \times 10^{-9}$ [90\% CL] [115] |

TABLE IV. Theoretical predictions for the each of the benchmarks. In the first column we indicate how each observable is computed, with $f l a$ being flavio, sph being SPheno and ind indicates that is based in our own implementation.

| Observable | Theoretical prediction: (A1) | Theoretical prediction: (A2) | Theoretical prediction: (A3) |
| :---: | :---: | :---: | :---: |
| $a_{\mu}$ (sph) | $-5.891 \times 10^{-11}$ | $2.649 \times 10^{-9}$ | $1.879 \times 10^{-9}$ |
| $\hat{T}$ (sph) | 0.0002702 | 0.0001631 | 0.0009105 |
| $R_{K}[1.1,6.0]$ (fla) | 1.006 | 1.006 | 1.006 |
| $R_{K *}[1.1,6.0]$ (fla) | 1.000 | 1.001 | 1.001 |
| $R_{K}[0.1,1.1]$ (fla) | 0.9987 | 0.9984 | 0.999 |
| $R_{K *}[0.1,1.1]$ (fla) | 1.006 | 1.006 | 1.006 |
| $R_{D}$ (fla) | 0.3508 | 0.3434 | 0.334 |
| $R_{D^{*}}(\mathrm{fla}$ ) | 0.2776 | 0.2875 | 0.283 |
| $\mathrm{BR}(h \rightarrow e \mu)$ (sph) | $3.008 \times 10^{-18}$ | $9.692 \times 10^{-19}$ | $5.98 \times 10^{-19}$ |
| $\operatorname{BR}(h \rightarrow e \tau)(\mathrm{sph})$ | $2.435 \times 10^{-17}$ | $2.086 \times 10^{-17}$ | $5.931 \times 10^{-18}$ |
| $\operatorname{BR}(h \rightarrow \mu \tau)(\mathrm{sph})$ | $6.072 \times 10^{-7}$ | $1.039 \times 10^{-6}$ | $9.904 \times 10^{-7}$ |
| $\mathrm{BR}(\mu \rightarrow e \gamma)(\mathrm{fla})$ | $3.074 \times 10^{-16}$ | $2.916 \times 10^{-15}$ | $1.44 \times 10^{-15}$ |
| $\mathrm{BR}(\mu \rightarrow e e e)(\mathrm{fla})$ | $2.456 \times 10^{-18}$ | $1.953 \times 10^{-17}$ | $9.509 \times 10^{-18}$ |
| $\mathrm{BR}(\tau \rightarrow e \gamma)(\mathrm{fla})$ | $1.925 \times 10^{-17}$ | $1.17 \times 10^{-17}$ | $1.479 \times 10^{-17}$ |
| $\operatorname{BR}(\tau \rightarrow \mu \gamma)(\mathrm{fla})$ | $6.713 \times 10^{-9}$ | $3.294 \times 10^{-9}$ | $4.864 \times 10^{-9}$ |
| $\mathrm{BR}(\tau \rightarrow e e e)(\mathrm{sph})$ | $2.611 \times 10^{-14}$ | $5.161 \times 10^{-15}$ | $3.055 \times 10^{-15}$ |
| $\mathrm{BR}(\tau \rightarrow e \mu \mu)$ (sph) | $1.779 \times 10^{-14}$ | $3.516 \times 10^{-15}$ | $2.089 \times 10^{-15}$ |
| $\mathrm{BR}(\tau \rightarrow \mu e e)(\mathrm{sph})$ | $5.824 \times 10^{-27}$ | $3.924 \times 10^{-28}$ | $3.579 \times 10^{-28}$ |
| $\operatorname{BR}(Z \rightarrow \mu e)$ (sph) | $7.003 \times 10^{-21}$ | $9.718 \times 10^{-21}$ | $1.074 \times 10^{-20}$ |
| $\operatorname{BR}(Z \rightarrow \tau e)(\mathrm{sph})$ | $1.265 \times 10^{-15}$ | $2.605 \times 10^{-16}$ | $1.007 \times 10^{-16}$ |
| $\mathrm{BR}(Z \rightarrow \mu \tau)$ (sph) | $4.873 \times 10^{-8}$ | $2.244 \times 10^{-8}$ | $4.64 \times 10^{-8}$ |
| $\operatorname{BR}(\tau \rightarrow \pi e)(\mathrm{fla})$ | $3.94 \times 10^{-12}$ | $1.173 \times 10^{-13}$ | $1.631 \times 10^{-12}$ |
| $\operatorname{BR}(\tau \rightarrow \pi \mu)(\mathrm{fla})$ | $1.401 \times 10^{-22}$ | $7.932 \times 10^{-22}$ | $3.776 \times 10^{-22}$ |
| $\operatorname{BR}(\tau \rightarrow \phi e)(\mathrm{fla})$ | $1.349 \times 10^{-16}$ | $3.556 \times 10^{-16}$ | $1.534 \times 10^{-15}$ |
| $\operatorname{BR}(\tau \rightarrow \phi \mu)(\mathrm{fla})$ | $1.869 \times 10^{-12}$ | $9.174 \times 10^{-13}$ | $1.354 \times 10^{-12}$ |
| $\mathrm{BR}(\tau \rightarrow \rho e)(\mathrm{fla})$ | $8.828 \times 10^{-12}$ | $2.743 \times 10^{-13}$ | $4.809 \times 10^{-12}$ |
| $\operatorname{BR}(\tau \rightarrow \rho \mu)(\mathrm{fla})$ | $1.688 \times 10^{-11}$ | $8.282 \times 10^{-12}$ | $1.223 \times 10^{-11}$ |
| $d_{e}(\mathrm{sph})$ | $3.283 \times 10^{-33}$ | $2.75 \times 10^{-32}$ | $7.79 \times 10^{-33}$ |
| $d_{\mu}$ (sph) | $1.248 \times 10^{-22}$ | $5.388 \times 10^{-23}$ | $1.094 \times 10^{-22}$ |
| $d_{\tau}(\mathrm{sph})$ | $2.446 \times 10^{-23}$ | $1.638 \times 10^{-23}$ | $1.999 \times 10^{-24}$ |
| $\mathrm{BR}\left(B^{0} \rightarrow \mu \mu\right)(\mathrm{fla})$ | $1.139 \times 10^{-10}$ | $1.14 \times 10^{-10}$ | $1.148 \times 10^{-10}$ |
| $\mathrm{BR}\left(B_{s} \rightarrow \mu \mu\right)(\mathrm{fla})$ | $3.673 \times 10^{-9}$ | $3.685 \times 10^{-9}$ | $3.679 \times 10^{-9}$ |
| $\mathrm{R}\left(B \rightarrow \chi_{s} \gamma\right.$ ) (fla) | 1.000 | 1.000 | 1.000 |
| $R_{K}^{\nu L}(\mathrm{fla})$ | 1.793 | 1.227 | 1.476 |
| $R_{K^{*}}^{\nu \nu}(\mathrm{fla})$ | 1.793 | 1.227 | 1.476 |
| $\left\|\operatorname{Re} \delta g_{R}^{e}\right\|$ (ind) | $4.902 \times 10^{-8}$ | $-8.815 \times 10^{-8}$ | $7.09 \times 10^{-8}$ |
| $\left\|\operatorname{Re} \delta g_{L}^{e}\right\|$ (ind) | $6.788 \times 10^{-9}$ | $5.207 \times 10^{-8}$ | $6.277 \times 10^{-8}$ |
| $\left\|\operatorname{Re} \delta g_{R}^{\mu}\right\|$ (ind) | $3.891 \times 10^{-9}$ | $6.56 \times 10^{-7}$ | $1.456 \times 10^{-7}$ |
| $\left\|\operatorname{Re} \delta g_{L}^{\mu}\right\|$ (ind) | 0.002152 | 0.002661 | 0.002322 |
| $\left\|\operatorname{Re} \delta g_{R}^{\tau}\right\|$ (ind) | 0.0005011 | 0.0005977 | 0.0005954 |
| $\left\|\operatorname{Re} \delta g_{L}^{\tau}\right\|$ (ind) | $3.732 \times 10^{-8}$ | $1.049 \times 10^{-8}$ | $6.595 \times 10^{-9}$ |
| $\mathrm{R}\left(\epsilon_{k}\right)$ (fla) | 1.135 | 1.326 | 1.107 |
| $\mathrm{R}\left(\Delta M_{d}\right)$ (fla) | 0.9361 | 0.7878 | 1.08 |
| $\mathrm{R}\left(\Delta M_{s}\right)$ (fla) | 0.8263 | 1.01 | 0.9117 |
| $\mathrm{R}\left(\operatorname{Re}\left(\epsilon^{\prime} / \epsilon\right)\right)$ (fla) | 1.177 | 1.013 | 1.425 |
| $Q_{W}\left(p^{+}\right)$(ind) | 0.071 | 0.071 | 0.071 |
| $Q_{W}\left(\mathrm{Cs}^{133}\right)$ (ind) | -73.33 | -73.33 | -73.33 |

TABLE V. Theoretical predictions for the each of the benchmarks. In the first column we indicate how each observable is computed, with $f l a$ being flavio. The computation of $\phi_{s}$ observable is not available in the current version of flavio and needs to be added. The necessary functions for the implementation can be found in the GitHub page.

| Observable | Theoretical prediction: (A1) | Theoretical prediction: (A2) | Theoretical prediction: (A3) |
| :---: | :---: | :---: | :---: |
| $\phi_{s}$ (fla) | -0.0092 | -0.00296 | -0.0585 |
| $A_{C P}\left(B^{0} \rightarrow K^{* 0} \mu \mu\right)(\mathrm{fla})$ | 0.000167 | 0.000172 | 0.000187 |
| $A_{C P}\left(B^{+} \rightarrow K^{+} \mu \mu\right)(\mathrm{fla})$ | 0.001771 | 0.001774 | 0.001791 |
| $A_{C P}\left(B \rightarrow \chi_{s+d} \gamma\right.$ ) (fla) | $3.603 \times 10^{-7}$ | $7.202 \times 10^{-7}$ | $6.588 \times 10^{-8}$ |
| $F_{L}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.3041 | 0.304 | 0.3042 |
| $S_{3}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.01081 | 0.0108 | 0.01081 |
| $S_{4}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.08939 | 0.08907 | 0.08927 |
| $S_{5}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.2591 | 0.2597 | 0.2593 |
| $A_{F B}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.097 | -0.09717 | -0.09707 |
| $S_{7}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.0179 | -0.01793 | -0.01792 |
| $S_{8}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.01217 | -0.01215 | -0.01216 |
| $S_{9}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.0007138 | -0.0007131 | -0.0007135 |
| $P_{1}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.04543 | 0.04538 | 0.04541 |
| $P_{2}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.1359 | -0.1361 | -0.136 |
| $P_{3}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.0015 | 0.001498 | 0.001499 |
| $P_{4}^{\prime}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.235 | 0.2341 | 0.2346 |
| $P_{5}^{\prime}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.6811 | 0.6826 | 0.6816 |
| $P_{6}^{\prime}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.04706 | -0.04713 | -0.04709 |
| $P_{8}^{\prime}\left(B^{+} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.03198 | -0.03193 | -0.03196 |
| $F_{L}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.2972 | 0.2971 | 0.2973 |
| $S_{3}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.01083 | 0.01082 | 0.01082 |
| $S_{4}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.09582 | 0.09549 | 0.0957 |
| $S_{5}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.2605 | 0.2611 | 0.2608 |
| $A_{F B}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.09668 | -0.09686 | -0.09675 |
| $S_{7}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.02056 | -0.02059 | -0.02057 |
| $S_{8}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.002203 | -0.002182 | -0.002197 |
| $S_{9}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.0006991 | -0.0006985 | -0.0006988 |
| $P_{1}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.04449 | 0.04444 | 0.04447 |
| $P_{2}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.1324 | -0.1326 | -0.1325 |
| $P_{3}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.001436 | 0.001434 | 0.001436 |
| $P_{4}^{\prime}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.2519 | 0.2511 | 0.2516 |
| $P_{5}^{\prime}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | 0.685 | 0.6864 | 0.6855 |
| $P_{6}^{\prime}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.05405 | -0.05413 | -0.05408 |
| $P_{8}^{\prime}\left(B^{0} \rightarrow K \mu \mu\right)(\mathrm{fla})$ | -0.005791 | -0.005738 | -0.005776 |
| $C_{9}^{\text {bsum }}$ (fla) | 0.02261 | 0.0142 | 0.02012 |
| $C_{10}^{\text {bsum }}$ (fla) | 0.0009718 | -0.00568 | -0.002634 |
| $C_{9}^{\prime b s \mu \mu}$ (fla) | $1.007 \times 10^{-7}$ | $3.501 \times 10^{-8}$ | $6.651 \times 10^{-8}$ |
| $C_{10}^{\text {bsum }}$ (fla) | $-1.007 \times 10^{-7}$ | $-3.496 \times 10^{-8}$ | $-6.645 \times 10^{-8}$ |
| $C_{9}^{\text {bsee }}$ (fla) | $-1.714 \times 10^{-6}$ | $-1.652 \times 10^{-7}$ | $-5.143 \times 10^{-7}$ |
| $C_{10}^{\text {bsee }}$ (fla) | $1.561 \times 10^{-6}$ | $1.379 \times 10^{-7}$ | $4.929 \times 10^{-7}$ |
| $\mathrm{R}\left(K^{+} \rightarrow \pi^{0} \mu^{+} \nu\right)(\mathrm{fla})$ | 1.000 | 1.000 | 1.000 |
| $\mathrm{R}\left(K^{+} \rightarrow \pi^{0} e^{+} \nu\right)$ (fla) | 1.000 | 1.000 | 1.000 |
| $\mathrm{R}\left(K_{L}^{0} \rightarrow \pi^{+} \mu^{-} \nu\right)$ (fla) | 1.000 | 1.000 | 1.000 |
| $\mathrm{R}\left(K_{L}^{0} \rightarrow \pi^{+} e^{-} \nu\right)$ (fla) | 1.000 | 1.000 | 1.000 |
| $\mathrm{R}\left(K_{S}^{0} \rightarrow \pi^{ \pm} e^{\mp} \nu\right)$ (fla) | 1.000 | 1.000 | 1.000 |
| $\mathrm{R}\left(K_{L}^{0} \rightarrow \mu^{+} \mu^{-}\right)(\mathrm{fla})$ | 1.001 | 1.000 | 1.000 |

TABLE V. (Continued)

| Observable | Theoretical prediction: (A1) | Theoretical prediction: (A2) | Theoretical prediction: (A3) |
| :--- | :---: | :---: | :---: |
| $\mathrm{R}\left(K_{L}^{0} \rightarrow e^{+} e^{-}\right)(\mathrm{fla})$ | 0.9472 | 1.058 | 1.021 |
| $\mathrm{BR}\left(K_{L}^{0} \rightarrow e^{\mp} \mu^{ \pm}\right)(\mathrm{fla})$ | $4.822 \times 10^{-14}$ | $6.372 \times 10^{-16}$ | $3.13 \times 10^{-15}$ |
| $\mathrm{BR}\left(K_{S}^{0} \rightarrow \mu^{+} \mu^{-}\right)(\mathrm{fla})$ | $5.168 \times 10^{-12}$ | $5.172 \times 10^{-12}$ | $5.169 \times 10^{-12}$ |
| $\mathrm{BR}\left(K_{S}^{0} \rightarrow e^{+} e^{-}\right)(\mathrm{fla})$ | $1.684 \times 10^{-16}$ | $1.637 \times 10^{-16}$ | $1.762 \times 10^{-16}$ |
| $\mathrm{R}\left(K^{+} \rightarrow \mu^{+} \nu\right)(\mathrm{fla})$ | 1.000 | 1.000 | 1.000 |
| $\mathrm{R}\left(K^{+} \rightarrow e^{+} \nu\right)(\mathrm{fla})$ | 1.000 | 1.000 | 1.000 |
| $\mathrm{R}\left(K^{+} \rightarrow \pi^{+} \nu \nu\right)(\mathrm{fla})$ | 1.261 | 0.8588 | 1.939 |
| $\operatorname{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \nu\right)(\mathrm{fla})$ | $2.573 \times 10^{-10}$ | $4.059 \times 10^{-11}$ | $2.184 \times 10^{-10}$ |
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