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#### Abstract

We present the QCD corrections of order $\alpha_{s}^{3}$ to the decay rate of $b \rightarrow u \ell \bar{\nu}_{\ell}$, with $\ell=e$, $\mu$, originating from diagrams with closed fermion loops and neglecting the mass of the up quark. Our calculation relies on integration-by-parts reduction of Feynman integrals with one propagator raised to a symbolic power in KIRA and the numerical evaluation of master integrals with AMFlow. This allows us to obtain results for the fermionic contributions to the total semileptonic rate with an accuracy of more than 30 digits.
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## I. INTRODUCTION

The inclusive $B$-meson decay $B \rightarrow X_{u} \ell \bar{\nu}_{\ell}$, with $\ell=e, \mu$, has a pivotal role in the extraction of the Cabbibo-Kobayashi-Maskawa matrix element $\left|V_{u b}\right|$ and in global fits of the unitarity triangle within the Standard Model [1,2].

Because of experimental cuts applied to semileptonic $b \rightarrow u$ decay to suppress the $b \rightarrow c$ contamination, the theoretical description of the differential rate for inclusive $B \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ is based on a nonlocal operator product expansion (OPE) [3-5]. Perturbative coefficients in the OPE are convoluted with nonperturbative shape functions. Their exact form cannot be calculated from first principles so different parametrizations exist [6-10] which lead to $\left|V_{u b}\right|$ determinations with uncertainties of about $4 \%$ [11].

In this paper we consider the total $B \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decay rate which is cleaner from the theoretical point of view because it does not involve shape functions. The total rate is described by the heavy quark expansion [12-14], a local OPE in inverse powers of the bottom quark mass, which has been successfully applied to semileptonic $b \rightarrow c$ decays and the extraction of $\left|V_{c b}\right|[15,16]$.

The Belle II Collaboration [17] has recently presented a preliminary measurement of the ratio $\Gamma\left(B \rightarrow X_{u} \ell \bar{\nu}_{\ell}\right) /$ $\Gamma\left(B \rightarrow X_{c} \ell \bar{\nu}_{\ell}\right)$ from which it is possible to extract $\left|V_{u b} / V_{c b}\right|$ given a prediction for the phase-space ratio [18-20]
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$$
\begin{equation*}
C=\left|\frac{V_{u b}}{V_{c b}}\right|^{2} \frac{\Gamma\left(B \rightarrow X_{c} \ell \bar{\nu}_{\ell}\right)}{\Gamma\left(B \rightarrow X_{u} \ell \bar{\nu}_{\ell}\right)}, \tag{1}
\end{equation*}
$$

which is also employed to normalize the branching ratio of radiative decays $\left(B \rightarrow X_{s} \gamma\right)$ and rare semileptonic decays ( $B \rightarrow X_{s} \ell^{+} \ell^{-}$). The ratio $C$ is determined using the heavy quark expansion together with measurements of the $B \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decay spectra. The current estimate $C=0.568 \pm 0.007 \pm 0.010$ [21] has a $2.1 \%$ uncertainty that will be comparable with the future experimental error on $B \rightarrow X_{s} \gamma$, of about $2.6 \%$, which is achievable with the full Belle II dataset [22]. Also for the theoretical prediction of the $B \rightarrow X_{s} \ell^{+} \ell^{-}$branching fraction, the ratio $C$ is a significant source of uncertainty [23-25].

In the free quark approximation the total rate of $b \rightarrow$ $u \ell \bar{\nu}_{\ell}$ has been calculated up to $O\left(\alpha_{s}^{2}\right)$ in Refs. [26-28]. The third order correction has been estimated in Refs. [29,30] (see also Ref. [31]) by performing an asymptotic expansion for $\delta=1-m_{c} / m_{b} \rightarrow 0$, i.e. in the limit $m_{b} \simeq m_{c}$. The series in $\delta$ exhibits a fast convergence and allows us to obtain an accurate result for $b \rightarrow c$ decay at the physical value of the charm mass. Moreover, the expansion shows a good convergence even for $\delta \rightarrow 1$, corresponding to a massless final-state quark. This allows us to make an estimate of the charmless decay $b \rightarrow u$, however, with a $10 \%$ uncertainty on the $\alpha_{s}^{3}$ correction due to the extrapolation to massless quark. This prediction has been recently confirmed by an independent calculation performed in the leading-color approximation [32] with an uncertainty of about $5 \%$ in the on-shell scheme, a factor of 2 improvement compared to Ref. [29]. This translates into a systematic $0.5 \%$ uncertainty on the total semileptonic rate.

In the present paper, we take a first step towards the improvement of the prediction for the total rate of $b \rightarrow u \ell \bar{\nu}_{\ell}$. We present the calculation of the fermionic contributions at order $\alpha_{s}^{3}$, i.e., the subset of five-loop diagrams containing closed fermion loops. The evaluation
of the remaining part, the bosonic corrections, is underway and it will be presented in a future publication. In Sec. II we describe the methods used for the calculation of five-loop diagrams, in particular, how we perform the integration-byparts (IBP) reduction and the numerical evaluation of the master integrals. We present our results in Sec. III together with a comparison with previous calculations. We conclude in Sec. IV.

## II. METHODS

We calculate higher order QCD corrections to the decay rate by employing the optical theorem and considering the imaginary part of self-energy diagrams like those shown in Fig. 1. At order $\alpha_{s}^{3}$ we compute diagrams up to five loops. The Feynman diagrams contain a neutrino, a charged lepton, and an up quark as internal particles, which are all considered massless. Only the bottom quark is taken as massive and we normalize its mass to unity for simplicity. The Feynman integrals depend only on the dimensional regularization parameter $d=4-2 \epsilon$. The weak decay mediated by the $W$ boson is treated with an effective four-fermion interaction, shown with black dots in Fig. 1.

In this paper we concentrate on the subset of gaugeinvariant diagrams that contain at least one closed fermion loop, where the internal quark can be massless, $u, d, s, c$, or massive, the bottom quark [see for instance Figs. 1(a) and 1(b)]. We ignore the finite charm-mass effects.

For the computation of the bottom self-energy diagrams we use QGRAF [33] to generate the amplitude. We use the program TAPIR [34] for identification, manipulation, and minimization of Feynman integral families. With EXP [35,36] we generate a FORM [37-39] code to perform the Dirac and color algebra. We perform our calculation in Feynman gauge. We express the complete amplitude,


FIG. 1. Five-loop diagrams contributing to the $\alpha_{s}^{3}$ correction to $b \rightarrow u \ell \bar{\nu}_{\ell}$. Sample of fermionic (a), (b) and bosonic (c), (d) contributions. Lepton and neutrino are shown with dashed lines; black and red solid lines represent the bottom and up quark. The effective vertex is shown by a dot.
fermionic, and bosonic contributions, as a linear combination of Feynman integrals belonging to 1, 21, and 107 integral families at three, four, and five loops, respectively.

We utilize IBP identities [40,41] and deploy Laporta's algorithm [42] to express all integrals appearing in the amplitude through a smaller set of integrals (for public tools see Refs. [43-47]). The reduction of the five-loop integrals constitutes the major bottleneck. The integral families at five loops contain up to 12 propagators and 8 irreducible numerators. Given that the amplitude needs an integral reduction in the top sector with up to 5 scalar products, this would generate a rich combinatorics when seeding the IBP vectors for the construction of IBP equations, leading to a huge RAM consumption of several TBs.

In order to perform the IBP reduction, we find it beneficial to integrate out the lepton-neutrino loop, which corresponds to a massless propagatorlike one-loop integral of the form

$$
\begin{align*}
& \int d^{d} p \frac{p^{\mu_{1}} \ldots p^{\mu_{N}}}{\left(-p^{2}\right)\left[-(p-q)^{2}\right]} \\
& =\frac{i \pi^{2-\epsilon}}{\left(-q^{2}\right)^{\epsilon}} \sum_{i=0}^{[N / 2]} f(\epsilon, i, N)\left(\frac{q^{2}}{2}\right)^{i}\left\{[g]^{i}[q]^{N-2 i}\right\}^{\mu_{1} \ldots \mu_{N}} \tag{2}
\end{align*}
$$

where the function $f(\epsilon, i, N)$ is a product of Euler's gamma functions (see, e.g., [48]) and the symbol $\left\{[g]^{i}[q]^{N-2 i}\right\}^{\mu_{1} \ldots \mu_{N}}$ stands for the tensor composed of $i$ metric tensors and $N-2 i$ vectors $q$, which is totally symmetric in its indices. We rewrite the original five-loop topologies into four-loop ones that have a reduced number of propagator power indices, 14 instead of 20 , where one propagator is now raised to a symbolic power $a_{0}$.

We work with the IBP reduction program KIRA $[49,50]$ together with the finite field reconstruction library FireFly [51,52]. In particular, KIRA supports reductions with symbolic powers. First, we perform a reduction of seed integrals with at most two dots and one scalar product. After identifying the nontrivial sectors in each family, we study which sectors contain integrals with a physical cut and therefore an imaginary part [see for instance Fig. 2(a)]. Sectors whose integrals are only real valued [see the example in Fig. 2(b)] are neglected during the IBP reduction. We observe that for some families with several massive propagators, such sector selection allows us to eliminate up to $70 \%$ of the nontrivial sectors.

After this step, we proceed with the IBP reduction of the complete set of integrals appearing in the amplitude. We replace the symbolic power $a_{0}$ with $(4-d) / 2=\epsilon$ in the IBP equations in order to have only one reduction variable instead of two. Moreover, we take the IBP vectors and eliminate redundant shift operators; in particular, we eliminate most of the operators which would shift the symbolic power. When seeding the IBP identities, it is


FIG. 2. Example of five-loop Feynman integrals. Black and dashed lines represent massive and massless propagators, respectively. Integral (a) has an imaginary part and we retain its sector during IBP reduction. Integral (b) has no physical cut so integrals belonging to the same sector can be discarded.
sufficient to have only zero or negative shifts of the symbolic power to reduce all necessary integrals.

The list of trivial sectors and symmetries derived for the five-loop topologies are translated to the four-loop ones. The four-loop master integrals are chosen such that no shift of the symbolic propagator power is allowed. The translation of four-loop master integrals back to five-loop master integrals is then trivial using Eq. (2) in the reverse direction.

For the fermionic contributions, the amplitude is reduced to 1369 master integrals with KIRA, which have, in the worst case, one scalar product belonging to 48 different integral families. The complete amplitude is reduced to 8845 master integrals which have up to two scalar products belonging to 107 integral families. Our setup is crosschecked with FIRE for ten integral families, where we perform the reduction over a prime field and a fixed value of $d$ with FIRE6 [45].

To calculate the master integrals, we leverage the method of solving differential equations numerically (see, e.g., Refs. [53-57]). In this paper, we follow the strategy outlined in [58] and the auxiliary mass flow method, $[54,59]$ which is implemented in the AMFlow package [60,61]. For similar approaches see also Refs. [62-71]. We calculate the fiveloop master integrals numerically requiring 40 digits of precision using subroutines provided in AMFlow. We do not minimize the number of master integrals across different integral families because it is not crucial for the reduction of the overall runtime for the whole calculation.

The auxiliary mass flow method requires us to construct systems of differential equations with respect to the auxiliary mass $\eta$ which is introduced into certain propagators. We implement in the framework of AMFlow our own interface to KIRA in order to perform the IBP reduction with the mapping from five-loop to four-loop topologies as described above. However, at this stage of the calculation
one needs to consider all nontrivial sectors, not only those which generate an imaginary part. The IBP reductions to master integrals are more involved compared to the amplitude reduction since the additional scale $\eta$ increases the number of master integrals.

## III. RESULTS AND DISCUSSION

After the evaluation of the master integrals, we insert their results into the amplitude and perform the wave function and bottom mass renormalization in the on-shell scheme [72-75], while we use $\overline{\mathrm{MS}}$ for the strong coupling constant. The total rate for $b \rightarrow u$ decay can be written as
$\Gamma\left(B \rightarrow X_{u} \ell \bar{\nu}_{\ell}\right)=\Gamma_{0}\left[1+C_{F} \sum_{n \geq 1}\left(\frac{\alpha_{s}}{\pi}\right)^{n} X_{n}\right]+O\left(\frac{\Lambda_{\mathrm{QCD}}^{2}}{m_{b}^{2}}\right)$,
where $\quad \Gamma_{0}=G_{F}^{2} m_{b}^{5}\left|V_{u b}\right|^{2} A_{\text {ew }} /\left(192 \pi^{3}\right), \quad C_{F}=4 / 3$, and $\alpha_{s} \equiv \alpha_{s}^{(5)}\left(\mu_{s}\right)$ is the coupling constant at the renormalization scale $\mu_{s} . A_{\text {ew }}=1.014$ is the leading electroweak correction, [76] and $m_{b}$ is the on-shell mass of the bottom quark. The coefficient $X_{3}$ at order $\alpha_{s}^{3}$ can be divided into 10 color structures:

$$
\begin{align*}
X_{3}= & N_{L}^{2} T_{F}^{2} X_{N_{L}^{2}}+N_{H}^{2} T_{F}^{2} X_{N_{H}^{2}}+N_{H} N_{L} T_{F}^{2} X_{N_{H} N_{L}} \\
& +N_{L} T_{F}\left(C_{F} X_{N_{L} C_{F}}+C_{A} X_{N_{L} C_{A}}\right) \\
& +N_{H} T_{F}\left(C_{F} X_{N_{H} C_{F}}+C_{A} X_{N_{H} C_{A}}\right) \\
& +C_{F}^{2} X_{C_{F}^{2}}+C_{F} C_{A} X_{C_{F} C_{A}}+C_{A}^{2} X_{C_{A}^{2}}, \tag{4}
\end{align*}
$$

with $C_{F}=\left(N_{c}^{2}-1\right) /\left(2 N_{c}\right), C_{A}=N_{c}$, and $T_{F}=1 / 2$ for an $S U\left(N_{c}\right)$ gauge group. Here $N_{L}=4$ is the number of massless quarks and $N_{H}=1$ labels the $b$-quark loop. The first seven color structures are the fermionic contributions while the last three stem from diagrams where only gluons are exchanged.

We estimate the precision of our result from the numerical pole cancellations of the renormalized decay rate. We have analytic expressions for the bare amplitude up to order $\alpha_{s}$, while at $O\left(\alpha_{s}^{2}\right)$ the amplitude is obtained via numerical evaluation of the master integrals with 80 digits of precision. We observe that in $X_{3}$ the $\epsilon^{-3}, \epsilon^{-2}$, and $\epsilon^{-1}$ poles cancel with more than 37,35 , and 33 digits, respectively. Extrapolating those numbers to the finite terms, we expect that our results are correct up to 30 digits.

We present in Table I compact results for the first seven color factors at the renormalization scale $\mu_{s}=m_{b}$, reporting in the second column the first five significant digits. In the third column, we compare our results with Ref. [29] where we use the asymptotic expansion up to $\delta^{12}$ for the central value and estimate the uncertainty from the difference between the $\delta^{11}$ and $\delta^{12}$ expansion, multiplied by a security factor of five. We observe overall a good agreement within the uncertainties, except for the color structure $X_{N_{L} C_{F}}$ where

TABLE I. The first five digits of the color structure coefficients of $X_{3}$ in Eq. (4) at a renormalization scale $\mu_{s}=m_{b}$. The third and fourth column report the value from Ref. [29] and the relative difference, respectively.

|  | This work | Ref. [29] | Difference [\%] |
| :--- | :---: | :---: | :---: |
| $T_{F}^{2} N_{L}^{2}$ | -6.9195 | $-6.34(42)$ | 8.3 |
| $T_{F}^{2} N_{H}^{2}$ | $-1.8768 \times 10^{-2}$ | $-1.97(42) \times 10^{-2}$ | 5.0 |
| $T_{F}^{2} N_{H} N_{L}$ | $-1.2881 \times 10^{-2}$ | $-1.1(1.1) \times 10^{-2}$ | 12 |
| $C_{F} T_{F} N_{L}$ | -7.1876 | $-5.65(55)$ | 22 |
| $C_{A} T_{F} N_{L}$ | 42.717 | $39.7(2.1)$ | 7 |
| $C_{F} T_{F} N_{H}$ | 2.1098 | $2.056(64)$ | 2.5 |
| $C_{A} T_{F} N_{H}$ | -0.45059 | $-0.449(18)$ | 0.4 |

the deviation is larger than the uncertainty based on the asymptotic series convergence.

As a cross-check, we compare our finding with Ref. [32] which presents analytic expressions for the leading-color contributions to $X_{3}$. After taking the large- $N_{c}$ limit, our results proportional to $N_{L}^{2}$ and $N_{L}$ agree with Eq. (13) of Ref. [32] with more than 30 digits.

We also update the prediction for the third order correction in the on-shell scheme:

$$
\begin{align*}
\Gamma\left(B \rightarrow X_{u} \ell \bar{\nu}_{\ell}\right)= & \Gamma_{0}\left[1-2.413 \frac{\alpha_{s}}{\pi}-21.3\left(\frac{\alpha_{s}}{\pi}\right)^{2}\right. \\
& \left.-267.8(2.7)\left(\frac{\alpha_{s}}{\pi}\right)^{3}\right] \tag{5}
\end{align*}
$$

where $X_{3}=-200.9 \pm 2.0$. The value at $O\left(\alpha_{s}^{3}\right)$ is obtained by summing our fermionic contributions and the analytic expression for the bosonic contribution in the large- $N_{c}$ limit from Ref. [32]. Moreover, we add the subleading color terms which result from the calculation in Ref. [29]. The quoted uncertainty arises from the massless extrapolation
and it is estimated as in Table I. The uncertainty is reduced by a factor of 4 compared to Ref. [32] and a factor of 10 with respect to Ref. [29].

## IV. CONCLUSIONS

We presented the fermionic contributions to the decay rate of $b \rightarrow u \ell \bar{\nu}_{\ell}$ at order $\alpha_{s}^{3}$. Our calculation is based on IBP reductions of Feynman integrals with a symbolic propagator power and numerical evaluation of master integrals via the auxiliary mass flow method. We estimate that our results have an accuracy of at least 30 digits.

The calculation of the missing three color structures coming from the bosonic contributions is ongoing. The method described in this paper can also be applied to the calculation of the finite charm-mass effects, although requiring additional computer resources due to the new scale $m_{c} / m_{b}$ appearing in the Feynman integrals.

The decay rate $\Gamma\left(B \rightarrow X_{u} \ell \bar{\nu}_{\ell}\right)$ is an important ingredient in the normalization of radiative and rare semileptonic decays of $B$ meson and can be employed to reduce the current theoretical uncertainty on the phase-space ratio $C$.

Note added. After the acceptance of our manuscript, the authors of Ref. [77] made available their unpublished results for the coefficients of $N_{L}$ and $N_{L}^{2}$ in Eq. (4), which agree well with our results in the Table I.

## ACKNOWLEDGMENTS

We thank Joshua Davies and Xiao Liu for valuable advice in the usage of FORM and AMFlow, respectively. The work of M. F. is supported by the European Union's Horizon 2020 research and innovation program under the Marie-Skłodowska-Curie Grant Agreement No. 101065445PHOBIDE.
[1] M. Bona et al. (UTfit Collaboration), J. High Energy Phys. 10 (2006) 081.
[2] M. Bona et al. (UTfit Collaboration), Rend. Lincei Sci. Fis. Nat. 34, 37 (2023).
[3] M. Neubert, Phys. Rev. D 49, 3392 (1994).
[4] M. Neubert, Phys. Rev. D 49, 4623 (1994).
[5] I. I. Y. Bigi, M. A. Shifman, N. G. Uraltsev, and A. I. Vainshtein, Int. J. Mod. Phys. A 09, 2467 (1994).
[6] B. O. Lange, M. Neubert, and G. Paz, Phys. Rev. D 72, 073006 (2005).
[7] J. R. Andersen and E. Gardi, J. High Energy Phys. 01 (2006) 097.
[8] U. Aglietti, F. Di Lodovico, G. Ferrera, and G. Ricciardi, Eur. Phys. J. C 59, 831 (2009).
[9] P. Gambino, P. Giordano, G. Ossola, and N. Uraltsev, J. High Energy Phys. 10 (2007) 058.
[10] F. U. Bernlochner, H. Lacker, Z. Ligeti, I. W. Stewart, F. J. Tackmann, and K. Tackmann (SIMBA Collaboration), Phys. Rev. Lett. 127, 102001 (2021).
[11] Y. S. Amhis et al. (Heavy Flavor Averaging Group, HFLAV Collaboration), Phys. Rev. D 107, 052008 (2023).
[12] A. V. Manohar and M. B. Wise, Phys. Rev. D 49, 1310 (1994).
[13] I. I. Y. Bigi, M. A. Shifman, N. G. Uraltsev, and A. I. Vainshtein, Phys. Rev. Lett. 71, 496 (1993).
[14] B. Blok, L. Koyrakh, M. Shifman, and A. I. Vainshtein, Phys. Rev. D 49, 3356 (1994).
[15] M. Bordone, B. Capdevila, and P. Gambino, Phys. Lett. B 822, 136679 (2021).
[16] F. Bernlochner, M. Fael, K. Olschewsky, E. Persson, R. van Tonder, K. K. Vos, and M. Welsch, J. High Energy Phys. 10 (2022) 068.
[17] L. Cao, New results on $\left|V_{u b}\right|$ using inclusive and exclusive B decays from the Belle experiment (2023), EPS-HEP2023, https://indico.desy.de/event/34916/contributions/146860/.
[18] P. Gambino and M. Misiak, Nucl. Phys. B611, 338 (2001).
[19] C. Bobeth, P. Gambino, M. Gorbahn, and U. Haisch, J. High Energy Phys. 04 (2004) 071.
[20] P. Gambino and P. Giordano, Phys. Lett. B 669, 69 (2008).
[21] A. Alberti, P. Gambino, K. J. Healey, and S. Nandi, Phys. Rev. Lett. 114, 061802 (2015).
[22] W. Altmannshofer et al. (Belle-II Collaboration), Prog. Theor. Exp. Phys. 2019, 123C01 (2019); 2020, 029201(E) (2020).
[23] T. Huber, E. Lunghi, M. Misiak, and D. Wyler, Nucl. Phys. B740, 105 (2006).
[24] T. Huber, T. Hurth, J. Jenkins, E. Lunghi, Q. Qin, and K. K. Vos, J. High Energy Phys. 10 (2019) 228.
[25] T. Huber, T. Hurth, J. Jenkins, E. Lunghi, Q. Qin, and K. K. Vos, J. High Energy Phys. 10 (2020) 088.
[26] T. van Ritbergen, Phys. Lett. B 454, 353 (1999).
[27] A. Pak and A. Czarnecki, Phys. Rev. Lett. 100, 241807 (2008).
[28] A. Pak and A. Czarnecki, Phys. Rev. D 78, 114015 (2008).
[29] M. Fael, K. Schönwald, and M. Steinhauser, Phys. Rev. D 104, 016003 (2021).
[30] M. Fael, K. Schönwald, and M. Steinhauser, J. High Energy Phys. 08 (2022) 039.
[31] M. Czakon, A. Czarnecki, and M. Dowling, Phys. Rev. D 103, L111301 (2021).
[32] L.-B. Chen, H. T. Li, Z. Li, J. Wang, Y. Wang, and Q.-f. Wu, arXiv:2309.00762.
[33] P. Nogueira, J. Comput. Phys. 105, 279 (1993).
[34] M. Gerlach, F. Herren, and M. Lang, Comput. Phys. Commun. 282, 108544 (2023).
[35] R. Harlander, T. Seidensticker, and M. Steinhauser, Phys. Lett. B 426, 125 (1998).
[36] T. Seidensticker, in 6th International Workshop on New Computing Techniques in Physics Research: Software Engineering, Artificial Intelligence Neural Nets, Genetic Algorithms, Symbolic Algebra, Automatic Calculation (1999), arXiv:hep-ph/9905298.
[37] J. A. M. Vermaseren, arXiv:math-ph/0010025.
[38] J. Kuipers, T. Ueda, J. A. M. Vermaseren, and J. Vollinga, Comput. Phys. Commun. 184, 1453 (2013).
[39] B. Ruijl, T. Ueda, and J. Vermaseren, arXiv:1707.06453.
[40] K. Chetyrkin and F. Tkachov, Nucl. Phys. B192, 159 (1981).
[41] F. V. Tkachov, Phys. Lett. 100B, 65 (1981).
[42] S. Laporta, Int. J. Mod. Phys. A 15, 5087 (2000).
[43] R. N. Lee, J. Phys. Conf. Ser. 523, 012059 (2014).
[44] A. von Manteuffel and C. Studerus, arXiv:1201.4330.
[45] A. V. Smirnov and F. S. Chuharev, Comput. Phys. Commun. 247, 106877 (2020).
[46] P. Maierhöfer, J. Usovitsch, and P. Uwer, Comput. Phys. Commun. 230, 99 (2018).
[47] T. Peraro, J. High Energy Phys. 07 (2019) 031.
[48] V. A. Smirnov, Analytic Tools for Feynman Integrals (Springer-Verlag Berlin, Heidelberg, 2012), Vol. 250, https://doi.org/10.1007/978-3-642-34886-0.
[49] P. Maierhöfer, J. Usovitsch, and P. Uwer, Comput. Phys. Commun. 230, 99 (2018).
[50] J. Klappert, F. Lange, P. Maierhöfer, and J. Usovitsch, Comput. Phys. Commun. 266, 108024 (2021).
[51] J. Klappert and F. Lange, Comput. Phys. Commun. 247, 106951 (2020).
[52] J. Klappert, S. Y. Klein, and F. Lange, Comput. Phys. Commun. 264, 107968 (2021).
[53] S. Pozzorini and E. Remiddi, Comput. Phys. Commun. 175, 381 (2006).
[54] X. Liu, Y.-Q. Ma, and C.-Y. Wang, Phys. Lett. B 779, 353 (2018).
[55] R. N. Lee, A. V. Smirnov, and V. A. Smirnov, J. High Energy Phys. 03 (2018) 008.
[56] M. K. Mandal and X. Zhao, J. High Energy Phys. 03 (2019) 190.
[57] M. L. Czakon and M. Niggetiedt, J. High Energy Phys. 05 (2020) 149.
[58] F. Moriello, J. High Energy Phys. 01 (2020) 150.
[59] X. Liu and Y.-Q. Ma, Phys. Rev. D 105, L051503 (2022).
[60] X. Liu and Y.-Q. Ma, Comput. Phys. Commun. 283, 108565 (2023).
[61] Z.-F. Liu and Y.-Q. Ma, Phys. Rev. Lett. 129, 222001 (2022).
[62] T. Armadillo, R. Bonciani, S. Devoto, N. Rana, and A. Vicini, Comput. Phys. Commun. 282, 108545 (2023).
[63] M. Hidding, Comput. Phys. Commun. 269, 108125 (2021).
[64] I. Dubovyk, A. Freitas, J. Gluza, K. Grzanka, M. Hidding, and J. Usovitsch, Phys. Rev. D 106, L111301 (2022).
[65] M. Hidding and J. Usovitsch, Phys. Rev. D 108, 036024 (2023).
[66] M. Fael, F. Lange, K. Schönwald, and M. Steinhauser, J. High Energy Phys. 09 (2021) 152.
[67] M. Fael, F. Lange, K. Schönwald, and M. Steinhauser, Phys. Rev. Lett. 128, 172003 (2022).
[68] M. Fael, F. Lange, K. Schönwald, and M. Steinhauser, Phys. Rev. D 106, 034029 (2022).
[69] M. Fael, F. Lange, K. Schönwald, and M. Steinhauser, Phys. Rev. D 107, 094017 (2023).
[70] J. Blümlein, A. De Freitas, P. Marquard, N. Rana, and C. Schneider, Phys. Rev. D 108, 094003 (2023).
[71] J. Blümlein, P. Marquard, N. Rana, and C. Schneider, Nucl. Phys. B949, 114751 (2019).
[72] K. Melnikov and T. van Ritbergen, Nucl. Phys. B591, 515 (2000).
[73] K. G. Chetyrkin, Nucl. Phys. B710, 499 (2005).
[74] P. Marquard, A. V. Smirnov, V. A. Smirnov, M. Steinhauser, and D. Wellmann, Phys. Rev. D 94, 074025 (2016).
[75] P. Marquard, A. V. Smirnov, V. A. Smirnov, and M. Steinhauser, Phys. Rev. D 97, 054032 (2018).
[76] A. Sirlin, Nucl. Phys. B196, 83 (1982).
[77] L. Chen, X. Chen, X. Guan, and Y.-Q. Ma, arXiv:2309 . 01937.


[^0]:    *matteo.fael@cern.ch
    †johann.usovitsch@cern.ch

