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Neutron production in antineutrino interactions can lead to bias in energy reconstruction in neutrino
oscillation experiments, but these interactions have rarely been studied. MINERvA previously studied
neutron production at an average antineutrino energy of ∼3 GeV in 2016 and found deficiencies in leading
models. In this paper, the MINERvA 6 GeV average antineutrino energy dataset is shown to have similar
disagreements. A measurement of the cross section for an antineutrino to produce two or more neutrons and
have low visible energy is presented as an experiment-independent way to explore neutron production
modeling. This cross section disagrees with several leading models’ predictions. Neutron modeling
techniques from nuclear physics are used to quantify neutron detection uncertainties on this result.

DOI: 10.1103/PhysRevD.108.112010

I. INTRODUCTION

Accuratelymodeling neutron production by antineutrinos
is critical to predicting energy reconstruction bias in current
and future accelerator-based neutrino oscillation experi-
ments. Water Cherenkov-based experiments like T2K [1]
andHyperK [2] rely on charged current quasielastic (CCQE)
kinematics to reconstruct antineutrino energy. However, an
antineutrino interaction on a correlated nucleon pair, a
process knownas a two-particle two-hole (2p2h) interaction,
can easily be confused with a CCQE interaction and bias
antineutrino energy reconstruction [3]. Experiments that use
calorimetric energy reconstruction like NOvA [4] and
DUNE [5] must account for as much of the energy produced
in antineutrino interactions as possible to minimize bias in
their energy measurements. Previous studies [6–8] have
shown that leaving neutrons out of calorimetric energy
reconstruction biases measurements of key oscillation
parameters.
Current accelerator-based neutrino oscillation experi-

ments correct for these effects using (anti)neutrino
interaction generators [9–11]. However, the MINERvA
experiment has published evidence of discrepancies in the
details of neutron simulations from GENIE [12], one of the
most commonly used generators, that have yet to be
explained. The few neutron-related measurements that have
been made with GeV-scale antineutrinos so far [13,14] have
not published cross sections, so it is not straightforward to
use these results to tune neutron modeling in oscillation
experiments. The ANNIE experiment [15] is designed to
measure the differential cross section as a function of
neutron multiplicity and plans to make this measurement
for antineutrino interactions on water.
This paper presents the cross section for two or more

neutrons to be produced in a ν̄μ charged current interaction
on polystyrene (CH) with visible hadronic energy (an
estimator for a model quantity called Eavailable defined at

the end of the next section) less than 100 MeV and
differential in muon transverse momentum, pTμ. The cross
section measured should be useful for constraining neutron
production models for NOvA oscillation results and
comparison to anticipated cross section measurements in
T2K’s new scintillator-based SuperFGD detector [8]. This
MINERvA sample is predicted to be particularly rich in
2p2h interactions as illustrated in Fig. 1. It can potentially
be used to constrain final-state interaction (FSI) modes that
turn CCQE and resonance interactions into neutron-rich
final states.

II. THE MINERvA EXPERIMENT

The MINERvA detector consists of a fine-grained
hydrocarbon scintillator-based tracker deployed upstream
of the MINOS near detector [16]. It was exposed to
antineutrinos from the NuMI beam [17] at Fermilab with
an average energy of 6 GeV. The MINERvA tracker is
segmented into planes of 17 mm thick scintillator strips
with three complementary orientations. It produces detailed
images of charged particles produced by (anti)neutrino
interactions, and information provided by the MINOS
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FIG. 1. Multineutron antineutrino interactions with Eavailable
less than 100MeV predicted by the main MINERvAMonte Carlo
model, MnvTunev1, stacked by the interaction mode GENIE used
to produce them. 2p2h and QE processes dominate across the full
pTμ range studied.
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near detector gives precise reconstruction of the muon-
energy and muon-charge sign. Energy near the muon track,
including muon-induced delta rays or bremsstrahlung
photons, is also categorized as leptonic activity, but it is
not used when estimating muon momentum. All other
energy is assumed to be hadronic.
MINERvA detects neutrons when they scatter inelasti-

cally. Most neutron scattering interactions are visible in
MINERvA data through either MeV-scale recoil protons or
deexcitation photons from excited carbon nuclei. Neutron
reconstruction in MINERvA starts by searching for charge
deposits that are isolated from the antineutrino interaction
location, hereafter called the event vertex. A key challenge
for this algorithm is to avoid untracked activity from
charged particles near the event vertex or the end of a
particle’s path through the detector. Charge deposits close
to the muon-hadron system are recursively excluded from
the search for neutron activity. First, all charge deposits that
are part of the muon track are labeled as charged particle
activity and excluded from the search for neutron activity.
Charge deposits that are likely to be cross-talk activity
through adjacency to other electronics channels with
high charge deposits or below a 1 MeV electronics noise
threshold (low activity) are also excluded. Next, any charge
deposit within three strips of an excluded charge deposit is
added to the list of excluded clusters. This procedure
repeats until no new charge deposits are excluded.
Figure 2 illustrates the typical end result of this procedure
with charged hadron candidates. Apparent charged hadron
activity near the interaction vertex (purple) is left out of the
search for neutron activity. Neutron candidates directly
transverse to and just behind the antineutrino interaction
vertex are retained which improves neutron detection
efficiency for the lowest-energy neutrons over Ref. [12].
When there is little charged hadron energy and neutrons
are produced in the angular distribution predicted by
MINREvA’s antineutrino interaction simulation, this
allows neutrons around 10–50 MeV to be identified with
nearly 50% efficiency as shown in Fig. 3.
Distinct neutron candidates are formed from the remain-

ing hadronlike charge deposits using a similar algorithm to
that used in Ref. [18]. First, a neutron candidate seed in two
dimensions was formed from the most energetic grouping
of charge deposits in each scintillator strip orientation
(view). Next, seeds that overlapped other seeds within
the same view in transverse position were merged if they
were close enough in longitudinal position. Any lone
charge deposits were promoted to two-dimensional seeds
at this point. Then, seeds were merged across views if they
overlapped in longitudinal position and transverse position.
Seeds with charge deposits from two or more views became
three-dimensional neutron candidates. Remaining single-
view seeds became two-dimensional neutron candidates.
Unlike Ref. [18], both types of neutron candidates were
used in this analysis. Any neutron candidates with less than

1.5 MeV deposited were not used for this result.
Combining spatially adjacent charge deposits and allowing
two-dimensional neutron candidates in this way gives a
more accurate count of the number of neutrons produced in
the final state than the techniques used in either Ref. [18]
or [12]. A single neutron could still scatter multiple times in

FIG. 2. Illustration of energy deposits excluded from neutron
reconstruction in a simulated MINERvA antineutrino interaction.
Only one of three views is shown. Each triangle is a single
scintillator strip with energy above threshold that can be thought
of as a pixel in MINERvA. The beam travels roughly along the
horizontal axis. Black strips were originally part of the vertex
interaction system. Purple strips were recursively added to the
vertex region. Dark blue strips ultimately became neutron
candidates.
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FIG. 3. Efficiency to detect one or more neutron candidates
from a final-state neutron produced by an antineurtrino inter-
action in MINERvA’s tracker as a function of neutron kinetic
energy. Antineutrino interactions had to be inside an 850 mm
apothem hexagon at the center of MINERvA’s tracker. The
simulated angular distribution of neutrons produced was driven
by MnvTunev1 which is based on GENIE 2.12.6. The pink error
band includes systematic and statistical uncertainties. Notice that
neutrons below 10 MeV of kinetic energy are not included.
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MINERvA producing multiple neutron candidates. This
reconstruction algorithm makes no attempt to group scat-
ters from the same neutron.
Reconstructed Eavailable is defined as all nonmuon energy

that is not tagged as neutron activity. It is designed to
estimate energy transfer to the hadronic systemwith reduced
dependence on energy deposited by neutrons which are hard
to reconstruct. Becausemost selected events have significant
energy leaving the detector via neutrons, Eavailable is only a
rough proxy for energy transfer in this analysis. Available
energy used in this signal definition includes the total energy
of neutral pions, all kaons, electrons, and photons and only
the kinetic energy of protons and charged pions. This has
been found to better represent the total kinetic energy that
was converted to charged hadron activity.

III. SIMULATION

The ν̄μ energy distribution (flux) at MINERvA was
simulated using PPFX [19] and GEANT4 First, proton
interactions on the NuMI beam’s graphite target were
simulated using GEANT4’s FTFP_BERT physics list [20].
Next, PPFX reweighted the predictions for hadrons
leaving the target to match cross sections from MIPP [21],
NA49 [22], and some other smaller datasets. Then, a
GEANT4-based package was used to simulate these hadrons
traveling through the beamline’s focusing magnets and
decaying into antineutrinos.
Antineutrino interactions in the MINERvA detector were

simulated using GENIE 2.12.6 [9,23]. 2p2h interactions were
simulated using the Valencia model [24–26]. Quasielastic
interactions were modeled using Llewellyn Smith’s formal-
ism with an axial mass of MQE

A ¼ 0.99 GeV=c2 [27]. The
Rein-Seghal model was used to simulate resonance pro-
duction with an axial mass of MRES

A ¼ 1.12 GeV=c2 [28].
The nuclear medium was modeled as a relativistic Fermi
gas with a Bodek-Ritchie tail at high momentum [29].
Deep inelastic scattering was simulated using the Bodek-
Yang model [30] with hadronization handled by the
Andreopoulos-Gallagher-Kehayias-Yang (AGKY) hadroni-
zation model [31]. AGKY used KNO scaling [32]
below invariant mass of W ¼ 2.3 GeV and interpolated
to PYTHIA 6.4 atW > 3.0 GeV [33]. Final-state interactions
(FSI) were simulated using GENIE 2.12.6’s hA simulation
which is an effective single-step algorithm [34,35].
The central value (CV) simulation is reweighted to

MnvTunev1, an empirical tune to MINERvA low-
energy (LE) low-recoil neutrino scattering data [36].
This tune is believed to be an appropriate starting point
for MINERvA antineutrino data because it correctly
predicted the LE antineutrino version [37] of the calori-
metric neutrino samples [36] used to make the tune.
Notably, MnvTunev1 greatly enhances the rate of 2p2h
interactions in the region between the peak rate of CCQE
interactions and the peak rate of delta resonance

production. The CCQE process is modified using the long
range correlations screening technique known as the
random phase approximation, RPA, using a reweight that
reproduces the predictions of the Valencia group [38,39].
Nonresonant pion production was reweighted to match
constraints from re-analyzed bubble chamber data [40].
The magnitude of the 3-momentum transfer range of the
Valencia model was extended to 2.0 GeV=c as described
in Ref. [41].
The extracted cross section will be compared to

several other leading models in the field. NUISANCE [42]
was used to generate predictions for the low Eavailable
multineutron cross section using various configurations
of GENIE v3 [43,44]. The GENIE 2.12.6 simulation was
reweighted to approximate the SuSA v2 2p2h model
without changing the CCQE model [45,46] as described
in Ref. [41]. The Valencia model compared to the data is
the same 2p2h model used in GENIE 2.12.6 without the
MnvTunev1 reweights.
Particle transport was simulated using GEANT4.9.3 p02.

The neutron inelastic cross section was reweighted to more
recent neutron interaction data as described in Ref. [12].

IV. NEUTRON COUNTING
IN 6 GeV MINERvA DATA

MINERvA first measured the rate of neutron-induced
activity in the LE data in Ref. [12]. This first era of
MINERvA data used an (anti)neutrino beam with average
(anti)neutrino energy of 3 GeV. Figure 5 of Ref. [12]
showed that the LE-era simulation predicted a rate of
neutron candidates that is significantly different from that
which was observed in data. Modifications to GENIE and
GEANT were compared to the data, but neither modified
simulation explained the data in all regions of phase space
studied. This result reproduces that study using medium
energy-era (ME) data, which used a neutrino beam with
average energy of 6 GeV at higher intensity. The ME data
has a much smaller statistical uncertainty, and it extends
across a broader phase space in neutrino kinematics.
Figure 4 shows the number of neutron candidates present

in two regions of momentum transfer in the same format as
Ref. [12]. Reconstructed q3 was calculated by using a
spline to estimate total hadronic energy, treating this as
energy transfer, and subtracting it from Q2 as in Ref. [12].
Figure 4 shows 0.75 neutron candidates per antineutrino
interaction in the lowest-candidate energy-deposit bin
which is higher than the 0.3 candidates per interaction in
Ref. [12]. This is a consequence of the more efficient
neutron tagging algorithm developed for this result. Most
of the extra neutron candidates are located close enough to
the interaction vertex that the algorithm in Ref. [12] would
have excluded them. A similar number of candidates per
event can be obtained in ME-era data by using the LE-era
algorithm.
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The lower panel of Fig. 4 highlights the difference
between ME-era neutron tagging data and simulation.
The Monte Carlo over-predicts the rate of neutron candi-
dates with less than 10 MeV energy deposited. This
overprediction does not extend to higher-energy deposits.
Alternative models for antineutrino neutron production and
neutron transport were tested as was done in Ref. [12].
The GEANT modification drops 35% of neutron candidates
with energy deposit less than 10 MeV. This modification
models a generic change that could be ascribed to
GEANT’s deexcitation model for example and could include
shortcomings in neutron modelling like the neutron inelas-
tic cross section mismodeling discussed in Ref. [47]. The
GENIE modification drops half of all candidates that are
produced by final-state (FS) neutrons with less than
50 MeV of kinetic energy. This generic change might
mimic a major shortcoming of the FSI model or a change in
the strength of the 2p2h process. MINERvA observes the
same discrepancy in modeling the lowest-energy deposit
neutron candidates across both this ME-era result and the
LE-era result in Ref. [12].

V. CROSS SECTION EXTRACTION

A single-differential cross section was extracted as a
function of muon transverse momentum, pTμ, for a ν̄μ to
produce two or more neutrons when Eavailable is less than
100 MeV in a charged-current interaction. Each neutron in
the signal definition was required to have at least 10 MeV
of kinetic energy because MINERvA loses most of
its sensitivity to neutrons below this threshold. Limiting
Eavailable to less than 100 MeV preferentially selects
2p2h interactions and gets rid of interactions with neutral
pions and high-energy final-state charged hadrons that
tend to produce additional neutronlike activity. Muon
pT is interesting because it provides insight into four-

momentum transfer similar to Q2 in this kinematic region
without introducing additional dependence on neutron
modeling [48]. It is also easier for models to predict than
hadronic energy estimators for MINERvA [49], especially
when multiple neutrons are produced. Searching for events
with at least two neutrons enhances the proportion of
2p2h interactions selected because the presence of the
second neutron greatly reduces the contribution from
CCQE interactions. Allowing more than two neutrons
reduces the dependence of the cross section on neutron
production and interaction modeling.
Equation (1) shows the components used to extract the

cross section from the data,

dσsignal
dpTμ j

¼ ΣiUijðNsel
i − Σkαik × Nsel

bkg;ikÞ
ϵjΦΔpTμjNnucleons

; ð1Þ

where j is a bin number in true pTμ, and i is a bin number in
reconstructed pTμ. U is an unsmearing function described
later in this section. Nsel

i is the number of data-interaction
candidates selected. αik is a background scale factor. Nsel

bkg;ik

is the number of background MC interactions selected. ϵj is
the product of efficiency and acceptance for the signal
definition estimated using the simulation of MINERvA. Φ
is the flux integrated across all energy bins.Δxj is the width
of bin j. Nnucleons is the number of nucleons in the fiducial
volume of the MINERvA detector.
Selected events must have Eavailable less than 100 MeVas

defined above. They must have at least two neutron
candidates that are within 1.5 m of the interaction point
and each have at least 1.5 MeV of energy deposited.
Neutron candidates more than 1.5 m from the interaction
vertex are much more likely to come from uncorrelated
backgrounds than from the antineutrino interaction being
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FIG. 4. Neutron candidates per event in bins of energy deposited at q3 < 0.4 GeV=c (left) and 0.4 GeV=c < q3 < GeV=c (right)
where q3 is the magnitude of the 3-momentum transfer. In the top panels, MC candidate rate predictions are broken down into the type of
particle that was reconstructed as a neutron candidate. The bottom panels compare the data/MC ratio to two alternative models. Error
bands on the data points include only statistical uncertainties. The pink uncertainty envelope on the MC lines carries all systematic
uncertainties discussed in this paper.
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studied. The 1.5 MeV energy deposit requirement cuts out
the vast majority of cross-talk activity [12]. Antineutrino
interactions that produce muons at angles of greater than
20 degrees relative to the beam direction are not counted
because they are not efficiently reconstructed by MINOS.
Muons must have at least 2 GeV=c of momentum to
reliably appear in MINOS and less than 20 GeV=c of
momentum to originate from the region of best-understood
flux. Only antineutrino interactions within an 850 mm
apothem hexagon of the center of the active tracker were
used to extract this cross section. After all cuts, the selected
sample is estimated to have 39% efficiency and 39% purity
with 299,182 interactions selected in data. The efficiency
correction is shown in Fig. 13 of Appendix B.
Two leading backgrounds were identified: one back-

ground with one neutron in the final state and a another
background where Eavailable was misreconstructed. The
one neutron backgrounds are predicted to be mostly

CCQE antineutrino interactions. A muon-antineutrino
CCQE interaction produces a positive muon and a single
neutron before FSI. The neutron could produce multiple
neutron candidates by interacting multiple times in the
MINERvA detector. The high Eavailable background comes
mostly from interactions where a pion was produced in the
final state and reconstructed as a neutron candidate.
Neutral pions are an obvious background to neutron
tagging. In this analysis they are usually excluded by
the Eavailable cut. Low-energy charged pions can be
reconstructed as neutron candidates if they travel trans-
verse to the beam direction. Figure 5 shows the pTμ

distribution of backgrounds estimated by MINERvA
simulation. Figures 6 and 7 show the pTμ distributions
in the sidebands used to constrain the backgrounds
in Fig. 5.
Backgrounds were constrained by data in sidebands to

reduce the model dependence of the extracted cross section.
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FIG. 5. Selected events in data and MnvTunev1 Monte Carlo without any background rate correction (left) and with background rate
correction (right). Notice that the background correction matches the shape of the overall MC prediction better to data and reduces
systematic uncertainty on the MC prediction (pink band in bottom panel). Other backgrounds are less than 1%.
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FIG. 6. Few neutrons selection in data and MnvTunev1 Monte Carlo without any background rate correction (left) and with
background rate correction (right). The Monte Carlo model predicts this selection to be very rich in the 1 neutron background. The
background correction improves shape agreement with the data and reduces systematic uncertainty. This is the only sample where the
0 neutrons background contributes appreciably.
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Two sideband regions were selected: the one neutron
sideband that is rich in single neutron events, and the
100 MeV < Eavailable < 200 MeV sideband that is rich in
events with high Eavailable. Each sideband passes all other
selection cuts so that it is similar to the selection region. A
joint fit was performed to each background distribution
across all sidebands and the selection region. The one
neutron background was allowed to scale in three regions
of pTμ independently, and the high Eavailable background
was fit with two linear functions, from 0 MeV=c to
310 MeV=c and from 310 MeV=c to 770 MeV=c, and a
scale factor above 770 MeV=c. The signal model was also
fit with a linear function in the lowest pTμ region and scale
factors in the other two regions. Figure 8 shows the scaling
from the fits applied as a function of muon transverse
momentum. The one neutron background was scaled up by
60% which is consistent with the ME-era MINERvA ν̄μ

CCQE-like cross section measurement [50]. The suppres-
sion of the high Eavailable background looks similar to the
low Q2 pion suppression that was indicated in a joint fit to
MINERvA LE pion data [51,52]. The signal scaling was
only used to better estimate the background fits in the
sideband regions and was not used when estimating
efficiency or unsmearing the cross section.
Detector smearing in pTμ was corrected using

D’Agostini’s unfolding procedure [53,54]. The simulation
was used to estimate a smearing matrix. This matrix was
updated in steps prescribed by D’Agostini’s procedure. A
large number of update steps, or iterations, reduces the bias
in the final result at the cost of greater variance. This result
uses the number of iterations that minimizes bias without
variance diverging. The degree of bias at each iteration was
estimated by unfolding selected distributions from many
different models using the final unsmearing matrix.
Changing the 2p2h model of the antineutrino scattering
simulation tended to produce different unfolded distribu-
tions for different models. The D’Agostini unfolding
procedure was truncated at three iterations where the
differences between 2p2h models are smallest while the
variance has not yet increased much. An additional
uncertainty covers the difference between unfolded results
for the two most different 2p2h models as in Ref. [41]. The
unsmearing procedure was also checked for stability under
statistical fluctuations.
The MnvTunev1 simulation was used to estimate the

efficiency and acceptance of this selection. The efficiency
decreases gradually with pTμ. Little uncertainty enters
through this correction compared to the background cor-
rection. The flux integral used to extract this cross section
result was constrained by MINERvA neutrino- and anti-
neutrino-dominated ν-e elastic scattering and inverse muon
decay constraints [55]. The data used in this result
corresponds to 11.1 × 1021 protons on target.
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VI. RESULTS

Figure 9 presents the ν̄μ multineutron production cross
section at low Eavailable. The uncertainties on the measure-
ment are smaller than the differences between leading
models. Notice that the MnvTunev1 cross section estimate
from the simulation is about 50% higher than the data at its
peak. MnvTunev1 enhances the rate of 2p2h interactions by
as much as 100% over the Valencia model in many regions
of the phase space studied. Using the unmodified Valencia
model or the SuSA v2 2p2h model produces predictions
much closer to the data. These models’ predictions are still
outside the data uncertainties at their peaks.
The bottom panel of Fig. 9 shows the ratio of the cross

section measured in the data and that predicted by each
model to the cross section predicted by MnvTunev1. The
data agrees well with MnvTunev1 and most models at very
low pTμ. MnvTunev1 overestimates the data rate where
the cross section peaks. The Valencia and SuSA models
predict rates closer to the data rate than MnvTunev1. At
pTμ > 0.6 GeV=c, the data cross section drops off precipi-
tously. As shown in Fig. 1, 2p2h is no longer predicted to be
the dominant contribution to the signal in this region of
phase space. The Valencia model exhibits a slight downturn
at high pTμ, but it is not nearly as strong as in the data.
Figure 10 compares the data tomodels fromGENIE v3with

different 2p2h and FSI simulations. The GENIE v3 models all
have a local Fermi gas CCQE model [38] instead of the
Bodek-Ritchie tail, and they all use the Berger-Sehgal pion
model [56] with different form factors for resonance

production instead of the Rein-Seghal model in
MnvTunev1. These GENIE v3 models differ most from each
other in their treatment of FSI and their 2p2h models.
The GENIE v3 empirical 2p2h model was developed with
electron scattering data and a procedure much the same as
the MnvTunev1 2p2h enhancement; add 2p2h events to the
region between CCQE and resonance production until the
model matches the data [57]. Reference [41] points out that
there are many ways additional resonance or CCQE inter-
actions could fill this region calorimetrically while making
different predictions for the final-state hadron content.

These GENIE v3 models all make predictions closer to the
data than MnvTunev1 near the peak of the data distribution.
Valencia-based 2p2h models in GENIE v3, nearly identical to
the Valencia model discussed earlier, make predictions of
the peak region rate closer to the data than the empirical
2p2h models. The hA FSI model matches the data rate
better in the peak region than the more complex hN model.
Figure 11 shows the ratio of each model to MnvTunev1
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where again no model has a drop off as steep at high pTμ as
the data.
Figure 12 summarizes how modeling assumptions con-

tribute to the uncertainties in Fig. 9. Statistical uncertainty
is one of the smallest sources of uncertainty at about 6% on
average. MINERvA typically estimates systematic uncer-
tainties using the multi-universe method [58]. The system-
atic uncertainty is dominated across most of the pT
range by neutron modeling in the GEANT band and 2p2h
modeling in the initial-state models band. The initial-state
models band includes two 2p2h model assumptions: the
MnvTunev1 2p2h enchancement and unfolding using the
SuSA v2 2p2h model. The MnvTunev1 2p2h model
uncertainty is constructed from the RMS of enhancing
only np or pp=nn nucleon pair interactions. To cover any
unfolding bias from the 2p2h model used, a cross section
was extracted using MnvTunev1 reweighted with SuSA v2
as the MC simulation. The uncertainty applied is half the
difference between the CV and the SuSA v2 prediction
which makes the full uncertainty cover the difference
between unfolding models.
The “GEANT” error band is dominated by a neutron

modeling uncertainty derived from an alternative neutron
transport package. Reference [47] explains how the MoNA
collaboration deployed a scintillator detector made of the
same material as MINERvA in a neutron test beam. The
data from this experiment was compared to both GEANT4.9,
the same simulation MINERvA uses, and an alternative
neutron transport simulation called MENATE_R. The
neutron detection rate in the MoNA detector matches
the prediction from MENATE_R much more closely
than the prediction from GEANT. MENATE_R simulates
MeV-scale neutron transport in greater detail than GEANT

by using collected nuclear physics data to tune a separate
cross section for each way a neutron can inelastically

scatter off of a carbon nucleus. For example, MENATE_R
has one data-driven cross section for a neutron to interact
on a carbon nucleus and produce a proton and a neutron.
GEANT4.9 is tuned to total inelastic cross section data for
MeV-scale neutron interactions and relies on a cascade
simulation to break down neutron inelastic interactions in
detectors like MINERvA. To calculate the “GEANT” error
band in this cross section result, the CV model was
reweighted to look as similar to the cross section data
used in MENATE_R as possible for each neutron inelastic
cross section using a similar technique as was used for the
overall neutron transport model described in Sec. III of this
paper. Then, the difference between the reweighted model
and the CV model was taken as an uncertainty.

VII. CONCLUSIONS

MINERvA has measured neutrons per event in its 6 GeV
data and sees a discrepancy that is consistent with its 3 GeV
data from Ref. [12]. Neither the GEANT modification nor the
GENIE modification from Ref. [12] offers a clear explan-
ation for what could be missing in MnvTunev1.
A cross section for multineutron production was

extracted to test modeling of antineutrino neutron produc-
tion on polystyrene in a model- and detector-independent
manner. MnvTunev1, which was designed to adapt to 2p2h-
sensitive data, greatly overpredicts this cross section. Other
leading models get closer to matching the data, but no
model matches the data rate well in the region where the
data rate peaks. Low pTμ is described well by most models
while high pTμ has a much steeper drop off than any model
predicts. The extracted cross section is particularly inter-
esting because of its sensitivity to 2p2h interactions and
FSI. MnvTunev1’s enhancement of 2p2h does not seem to
be helping it explain this data. Other recent MINERvA
cross section measurements [41,50] exhibit similar behav-
ior. In the high pTμ region, where 2p2h contributions are
expected to be small, FSI mismodeling could be driving
the growing difference between data and simulation.
Other (anti)neutrino detectors, especially plastic-based
detectors, should regard antineutrino 2p2h simulations with
skepticism and consider evaluating a variety of neutron
transport models.
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APPENDIX A: DATA RELEASE

TABLE I. Bin edges, values, and uncertainties from the data cross section histogram in Fig. 9. Cross section and uncertainty values in
this table are to be scaled by 10−39 cm2 × c=GeV=nucleon. The last bin ends at 1.5 GeV=c.

Bin low edge [GeV/c] 0.00 0.05 0.11 0.17 0.24 0.31 0.40 0.50 0.62 0.77 0.95 1.18

Cross section 0.1306 0.4228 0.7874 1.1262 1.2934 1.4095 1.5142 1.3077 0.6907 0.2521 0.0575 0.0062
Total uncertainty 0.0413 0.1200 0.1844 0.3237 0.3264 0.4456 0.5479 0.3600 0.3768 0.0922 0.0370 0.0168

TABLE II. Covariance matrix for the data cross section shown in Fig. 9. All values in this table are to be scaled by
10−78 cm4 × c2=GeV2=nucleon2. The error bars on Fig. 9 are the square root of the diagonal terms of this matrix. Underflow and
overflow bins are not included.

Bin number 1 2 3 4 5 6 7 8 9 10 11 12

1 0.0017 0.0046 0.0061 0.0092 0.0052 −0.0011 −0.0034 −0.0006 0.0079 0.0020 0.0008 −0.0001
2 0.0046 0.0144 0.0187 0.0282 0.0194 0.0020 −0.0037 0.0048 0.0269 0.0068 0.0022 −0.0004
3 0.0061 0.0187 0.0340 0.0547 0.0389 0.0016 −0.0229 −0.0096 0.0288 0.0062 0.0031 −0.0008
4 0.0092 0.0282 0.0547 0.1048 0.0860 0.0247 −0.0277 −0.0279 0.0329 0.0106 0.0049 −0.0011
5 0.0052 0.0194 0.0389 0.0860 0.1065 0.0913 0.0541 0.0056 0.0136 0.0114 0.0038 −0.0010
6 −0.0011 0.0020 0.0016 0.0247 0.0913 0.1986 0.2193 0.0579 −0.0522 0.0092 0.0021 −0.0009
7 −0.0034 −0.0037 −0.0229 −0.0277 0.0541 0.2193 0.3002 0.1147 −0.0537 0.0126 0.0008 −0.0009
8 −0.0006 0.0048 −0.0096 −0.0279 0.0056 0.0579 0.1147 0.1296 0.0645 0.0100 −0.0004 −0.0009
9 0.0079 0.0269 0.0288 0.0329 0.0136 −0.0522 −0.0537 0.0645 0.1420 0.0151 0.0031 −0.0004
10 0.0020 0.0068 0.0062 0.0106 0.0114 0.0092 0.0126 0.0100 0.0151 0.0085 0.0011 −0.0002
11 0.0008 0.0022 0.0031 0.0049 0.0038 0.0021 0.0008 −0.0004 0.0031 0.0011 0.0014 0.0000
12 −0.0001 −0.0004 −0.0008 −0.0011 −0.0010 −0.0009 −0.0009 −0.0009 −0.0004 −0.0002 0.0000 0.0003
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