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Using eTe™ collision data with an integrated luminosity of 7.33 fb~! collected at center-of-mass energies
between 4.128 and 4.226 GeV with the BESIII detector operating at the BEPCII collider, the branching
fraction of the leptonic decay D — u*v, is measured to be (0.5294 & 0.0108, &= 0.0085,,,)%. Based
on this, the product of the D decay constant f+ and the magnitude of the ¢ — s quark mixing matrix
element |V | is determined to be fp+ |V | = 241.8 £ 2.5, + 2.2, MeV. Using the value of |V | given
by the global standard model fit, f )+ is found to be 248.4 + 2.5, + 2.2, MeV. Alternatively, using the
value of fp+ from a recent lattice quantum chromodynamics calculation, |V | is determined to be

0.968 £ 0.010,5 + 0.009,y.

DOI: 10.1103/PhysRevD.108.112001

I. INTRODUCTION

Experimental studies of the leptonic decay D} — v,
(¢ = e, u or 7) are important to explore both the strong and
weak interactions in the charm quark sector. In the standard
model (SM), the D} — £*v, decay partial width is given
by [1]

G m2 2
FD?—»fﬂzf = S_F |Vcs|2 +mgm1_)+ <1 - > , (1)
T leJr

where G is the Fermi coupling constant, m, is the lepton
mass, mp: is the Dy mass, fp+ is the Df decay constant,
and |V,| is the magnitude of the ¢ — s Cabibbo-
Kobayashi-Maskawa (CKM) matrix element.

In recent years, many studies of D] — £, have been
performed by the CLEO [2-4], BABAR [5], Belle [6], and
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BESII [7-13] experiments. The experimental precision of
fps» however, is still worse than the lattice quantum
chromodynamics (LQCD) calculation [14,15]. Intensive
experimental studies of D — #*v, can determine f+ and
|V.s| with improved precision and can thereby calibrate
various theoretical calculations of fp+ [14,16-25] and test
the unitarity of the CKM matrix.

In addition, scrutinizing lepton flavor universality (LFU)
violation in Dy — #*v, decays offers an important test of
the SM [26-34]. In the SM, the ratio of the branching
fraction (BF) of D — 7"v, over that of Dy — u'*y, is
predicted to be 9.75 with a negligible uncertainty, and
hence any observed deviation from this value would mean a
sign of new physics beyond the SM. Some hints of LFU
violation in semileptonic B decays were reported by
BABAR, LHCb, and Belle [26-33]. The measured BF
ratios R;/f) = Bp_pticy,/Bppeipr,, deviate from the
SM predictions by about 3.30 [34]. A test of LFU with
D} — ¢*v, decays may shed light on this tension.

In this paper, we report an improved measurement of the
BF of the Df — p"v, decay by analyzing 7.33 fb™! of
eTe™ collision data collected with the BESIII detector at
center-of-mass energies of E., = 4.128, 4.156, 4.178,
4.189, 4.199, 4.209, 4219, and 4.226 GeV. Charge-con-
jugate (c.c.) modes are always implied in the text.
Benefiting from a larger data sample, more tag modes,
and measurement from muon identifier modules, the results
obtained in this work supersede the previous BESIII
measurement with the muon identifier modules using data
at E,, = 4.178 GeV [8] and the measurement without the
muon identifier modules using data at E,, between 4.178
and 4.226 GeV [9].

I1. BESIIT DETECTOR AND MONTE CARLO
SIMULATION

The BESIII detector is a magnetic spectrometer [35]
located at the Beijing Electron Positron Collider (BEPCII)
[36]. The cylindrical core of the BESIII detector consists of
a helium-based multilayer drift chamber (MDC), a plastic

112001-4
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TABLE 1. The integrated luminosities and requirements on
My for the ST candidates at various energy points.

E.., (GeV) Luminosity (pb™") Mg (GeV/c?)
4.128 401.5 (2.010, 2.061)
4.157 408.7 (2.010, 2.070)
4.178 3189.0 (2.010, 2.073)
4.189 569.8 (2.010, 2.076)
4.199 526.0 (2.010, 2.079)
4.209 571.7 (2.010, 2.082)
4.219 568.7 (2.010, 2.085)
4.226 1091.7 (2.010, 2.088)

scintillator time-of-flight system (TOF), and a CsI (TIl)
electromagnetic calorimeter (EMC), which are all enclosed
in a superconducting solenoidal magnet providing a 1.0 T
magnetic field. The solenoid is supported by an octagonal
flux-return yoke with resistive plate counter muon identifier
modules interleaved with steel. The solid angle coverage for
detecting charged particles is 93% over 4z. The charged-
particle momentum resolution at 1 GeV/c is 0.5%, and the
resolution of the specific ionization energy loss (dE/dx) is
6% for the electrons from Bhabha scattering. The EMC
measures photon energies with a resolution of 2.5% (5%) at
1 GeV in the barrel (end cap) region. The time resolution of
the TOF barrel part is 68 ps, while that of the end cap part is
110 ps. The end cap TOF system was upgraded in 2015
using multigap resistive plate chamber technology, provid-
ing a time resolution of 60 ps [37,38]. Approximately 83%
of the data used here was collected after this upgrade, and
the corresponding luminosities [39,40] at each energy are
given in Table I. More details about the design and
performance of the BESIII detector are given in Ref. [35].

Simulated samples produced with GEANT4-based [41]
Monte Carlo (MC) software, which includes the geometric
description of the BESIII detector and the detector
response, are used to determine the detection efficiency
and to estimate background contributions. The simulations
include the beam energy spread and initial state radiation
in the eTe™ annihilations modeled with the generator
KKMC [42,43]. An inclusive MC sample with an equivalent
luminosity of 40 times that of the data is produced at
center-of-mass energies between 4.128 and 4.226 GeV. It
includes open-charm processes, initial state radiation (ISR)
production of y(3770), ISR production of y(3686), ISR
production of J/w, qg (¢ = u, d, s) continuum processes,
along with Bhabha scattering, =, 7777, and yy events.
In the simulation, the production of open-charm processes
directly produced via e™ e~ annihilations is modeled with
the generator CONEXC [44], and their subsequent decays
are modeled by EvtGen [45,46] with known BFs from the
Particle Data Group (PDG) [47]. The input cross section of
ete™ — DED;T is based on the cross section measure-
ment in the energy range from threshold to 4.7 GeV. The
ISR production of vector charmonium(like) states and the

continuum processes are incorporated in KKkMC [42,43].
The remaining unknown decays of the charmonium states
are modeled by Lundcharm [48,49]. Final state radiation is
incorporated using PHOTOS [50].

III. METHOD

At E,, from 4.128 to 4.226 GeV, the D mesons are
produced mainly through the process e*e~™ — D:*Df —
y(z°)DEDY . A single-tag (ST) sample is selected by fully
reconstructing a Dy meson in one of several “tag” modes.
Those in which the ST Dy, the transition y(z°) of the D"
decay, and the signal D7 decay of interest are simulta-
neously reconstructed are called the double-tag (DT)
sample. Then, the BF of D — u*w, is determined by

_ NDT
NST . 67(71'0)

: (2)

ﬂvyu

BD; —pty,

where Npr is the DT yield in data; Ngr = ;N is the total
ST yield in data summing over tag mode i; Ey(ty, =
X (Nip/Ngt) - (€hp/€kyr) is the effective signal efficiency
of detecting D} — u'*v, in the presence of the ST Dy
candidate, averaged by the ST yields in data; and €}y, and
iy are the detection efficiencies of the DT and ST
candidates, respectively.

IV. SINGLE-TAG SELECTION

The ST Dy mesons are reconstructed using 16 hadronic
Dy decay modes: K*K=n~, KYK=n=2° ntn~n~, KYK~,
KgK_ﬂ'o, K ntrn, KgKgﬂ'_, K2K+JT_7T_, KgK_iﬁﬂ_,
My ® s Mot 0 ’1;,+,,—,,ﬂ”_, n;poﬂ_’ MyP > Npta=aoP s
and n,, 7"z~ 7", where the subscripts on the #(#’) represent
the decay modes used to reconstruct the 7(7’).

All charged tracks except for those from Kg decays must
originate from the interaction point (IP) with a distance of
closest approach less than 1 cm in the transverse plane and
less than 10 cm along the z axis. The polar angle () is
required to be within the MDC acceptance | cos 6| < 0.93,
where 6 is defined with respect to the symmetry axis of the
MDC taken as the z axis. Measurements of the dE/dx in the
MDC and the flight time in the TOF are combined for
particle identification (PID) by calculating confidence levels
for the pion and kaon hypotheses (CL,, CLg). Kaon (pion)
candidates are required to satisfy CLk(y) > CLyg).

To select Kg candidates, pairs of oppositely charged
tracks with distance of closest approach to the IP less than
20 cm along the z axis are assigned as z#z~ without PID
requirements. These 7"z~ combinations are required to
have an invariant mass within =12 MeV of the nominal K§
mass [47] and a decay length greater than twice the vertex
resolution away from the IP.
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FIG. 1.

Fits to the M, distributions of ST Dy candidates selected from data at all energy points, where the points with error bars are

data, the solid curve shows the best fit, and the red dashed line shows the shape of the combinatorial backgrounds. In the fit to the M tag
distribution for Dy — K%K~ the blue dashed curve shows the shape of D~ — K%z~.

The 7° and 7 mesons are reconstructed via their decays to
yy. Here, the y candidates are identified using isolated
showers in the EMC. The deposited energy of each shower
must be greater than 25 (50) MeV in the EMC barrel (end
cap) region [35]. To suppress electronic noise and showers
unrelated to the event, the difference between the EMC
time and the event start time is required to be within
[0, 700] ns [35]. The opening angle between a shower and
the nearest charged track has to be greater than 10°. The yy
combinations with invariant masses M,, € (0.115,0.150)
and (0.500,0.570) GeV/c? are regarded as z° and 7
candidates, respectively. A kinematic fit is further per-
formed to constrain M,, to the 7° or # nominal mass [47].

The 75 candidates for the nz~ ST channel are also
reconstructed via 7%z 7z~ final states with an invariant
mass within (0.53,0.57) GeV/c?. The 5’ mesons are
reconstructed via two decay modes, nz* 7~ and yp°, whose
invariant masses are required to be within (0.946, 0.970)
and (0.940,0.976) GeV/c?, respectively. In addition, the
minimum energy of the y from 5’ — yp° decays must be
greater than 0.1 GeV. The p° and p* mesons are recon-
structed from z+z~ and 77 2° combinations whose invari-
ant masses are required to be within (0.67,0.87) GeV/c>.

The momentum of any pion not originating from a K9, 7,
or 1/ decay is required to be greater than 0.1 GeV/c to
reject transition pions from D* decays. When selecting
#tn 7~ and K~ 7"z~ combinations, peaking backgrounds
from K97~ and KK~ components are rejected by requir-
ing that the invariant mass of any # 7z~ combination satisfy
|M - — MK2| > 0.030 GeV/c? [47].

The beam-constrained mass of the ST D7 candidate

Mac = \[(Ean/ 2P/ = |Bp P1 (3)

is used to suppress the non-D D~ events, where p - is the
momentum of the ST Dy candidate. The My of the direct
D; candidate form a peak around 2.04 GeV/c? with a
resolution of (1.9-2.8) MeV, while it ranges in
(2.01,2.07) GeV/c? for the indirect Dy candidate. The
requirements on My for the eight center-of-mass energies
are listed in Table I and retain the Dy mesons from both the
e"e” annihilation and the D¥~ decay. The efficiency loss
due to the My selection is not more than 3% for each
energy point. In each event, we only keep the candidate with
the Dy recoil mass
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TABLE II.

with transition y(z°) matched ("™

(”()

uncertainties are statistical only. The ¢" m“tChed

1@y,

The M, requirements, ST yields in data (N L), ST efficiencies (ei;), and effective signal efficiencies
) of various tag modes obtained from data at E.;, = 4.178 GeV. The

varies within 37% for different tag modes, which are mainly caused

by the significantly different signal environments for some tag modes containing low momentum photon and pions
in the signal and inclusive MC samples. The ST efficiency of Dy — K3K~ztn~ is ~12% lower than that of

Dy — KK n"n~, due to more low momentum charged particles from different subresonances.

Tag mode Mg (GeV/c?) Nip bt (%) s, P
K"K n~ (1.950, 1.986) 13717 £+ 608 40.92 £0.02 49.25 £0.21
K*K-n~n° (1.947, 1.982) 42119 + 851 11.77 £0.01 58.33 £0.74
Tt (1.952, 1.984) 36497 £ 873 52.13 £0.05 51.16 £0.19
K%K~ (1.948, 1.991) 30956 + 261 47.63 £0.05 50.32 £0.23
K9K~n° (1.946, 1.987) 11182 + 449 17.01 +£0.04 58.424+0.74
K ntr~ (1.953, 1.983) 16514 + 632 45.42 £0.07 51.44 £0.41
KK (1.951, 1.986) 5088 + 149 22.82+0.07 51.97 £0.91
K(’K+ T (1.953, 1.983) 14855 + 235 21.12+0.04 50.72 £0.79
KOK xtn (1.958, 1.980) 7621 £+ 270 18.51 +0.05 52.15+£0.43
nm- (1.930, 2.000) 19239 + 468 48.79 £ 0.06 54.12 £0.20
/I (1.941, 1.990) 5693 £ 201 23.49 +0.07 55.51+£0.34
11:/7[+”_7l'_ (1.940, 1.996) 9730 + 140 25.26 £ 0.05 55.12 £0.31
MypT™ (1.938, 1.992) 24698 + 656 32.53 +£0.04 54.10 £0.26
np~ (1.920, 2.006) 39670 £+ 1673 19.88 +0.02 66.92 +0.37
/Iy (1.927, 1.997) 10504 + 928 9.23 +£0.02 67.48 £0.57
nwnﬂr‘n‘ (1.946, 1.990) 23417 + 1232 24.84 +0.04 63.74 £0.32

- 2 -
Mrec = \/(Ecm - \/|pDZ|202 + m%);c4) /64 - |pD;|2/C2
(4)

closest to the nominal D" mass [47] per tag mode per
charge. The probability of the best candidate selection for
individual tag modes ranges in (82-99)%. Figure 1 shows
the invariant mass (My,) spectra of the accepted ST
candidates with all datasets.

At each energy point, the ST yield for each tag mode is
obtained by a fit to the corresponding M, spectrum. The
signal is described by the MC-simulated shape convolved
with a Gaussian function representing the resolution differ-
ence between data and MC simulation. For the tag mode
Dy — KK, the peaking background from D~ — K$z~ is
descrlbed by the MC-simulated shape smeared with the
same Gaussian function as used in the signal shape with the
magnitude free in the fit. The nonpeaking background is
modeled by a second- or third-order Chebychev polynomial
function, which is validated with the inclusive MC sample.
The fit results of M, summed over all energy points are
shown in Fig. 1. The events in the signal regions are kept for
further analysis. The fraction of the e*e™ — y(z°)DED7
process is about (0.7-1.1)% in the fitted yield of ST Dy
mesons for each tag mode and has been subtracted away
from individual fitted ST yield. As an example, the ST yields
in data and the ST efficiencies at 4.178 GeV are shown in

Table I1. The total ST yields at the different energy points are
summarized in Table III.

V. DOUBLE-TAG SELECTION

We select candidates for the transition y(z°) from the
D+ decay among the unused particles recoiling against the
ST Dy, by using the kinematic variable

TABLE IIl. The ST yields in data (Ngt), the weighted signal
efficiencies with transition y(z°) matched (emmhed ), and signal

'y,

efficiencies unmatched within 20° (e;‘z‘:‘)‘;cf‘fd) for various energy
u

points. The uncertainties are unmatched statistical only. The
weighted signal efficiencies monotonically decrease with center-
of-mass energy, mainly due to different ISR and final state effects
as well as correction factors for muon identification.

Eey (GeV) Nst s, () € (%)
4.128 38203 £1794 5748 £0.14 591 +0.05
4.157 55280 £ 971 56.26 £0.13 5.96 +£0.05
4.178 435100 £2926  5435+£0.12  5.64 £0.05
4.189 72852 £1030 5276 £0.12  5.67 £0.05
4.199 68054 + 1136  53.31+0.12 594 +£0.05
4.209 68608 £1281  51.12£0.12  5.70 £0.05
4.219 58151 £ 1159  49474+0.12 541 +0.04
4.226 91218 £ 1739  49.66 £0.12  5.62£0.05
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AE=E ,—Ey— \/| - ﬁtag - ﬁy(ﬂ()) /et + szi ~Eym),
(5)

where E; and p;, with i = [y(no) or tag] , denote the energy

and momentum of particle i. We loop over all remaining y
or n° candidates and choose the one giving a minimum
|AE|. The events with AEe€(-0.05,0.10) GeV are
accepted.

In the presence of ST Dj and transition y(z°), the D} —
u'v, candidates are selected using the remaining neutral
and charged tracks. The muon candidate is required to
have an opposite charge to the ST Dy meson and deposited
energy in the EMC within (0.0, 0.3) GeV. To separate
muons from hadrons, fulfill requirements on the muon hit
depth (d,+) in the muon counter with dependence of p,+
and flight direction cos € in the muon identifier modules.
To consider the p,+ and d,+ dependence, we examine the
distributions of d,+ versus p,+ using e*e” — (y)utpu”
candidates selected from data, as shown in Fig. 2. The
|cos@,+| and p,+ dependent requirements on d,- are
shown in Table IV.

To suppress backgrounds with extra photon(s), the
maximum energy of the unused showers in the DT
selection (Epac”) is required to be less than 0.3 GeV. No
any additional charged track is in the event. The yield of
signal events is determined by a fit to the distribution of the
kinematic variable

MZ

miss = EI%/CA - |l_51/‘2/62' (6)
Here, E,=FE.,—Eug —E )~ E, and p, = —py, —

Py(x0) — Du» Where E, and p, denote the energy and

momentum of the muon, respectively. M2,  is the missing

mass square of the undetected neutrino. To improve the
M2, . resolution, the candidate tracks plus the missing
neutrino are subjected to a four-constraint kinematic fit
requiring energy and momentum conservation. In addition,

the invariant masses of the two D, mesons are constrained

60
++] 0.4<|cos6|<0.6,

40

d,. (cm)

1.2 0..8 0:9 1:0 1:1 1:2
p’r (GeV/c)

0.8 1.0

FIG. 2. The d,+ vs p,+ of muon candidates of the e*e™ —
yutu~ processes in different | cos 6| regions from data.

TABLEIV. The cos8,+ and p,+ dependent requirements of d,,+
for muon candidates. To compute the d,+ requirements, the
momentum p,+ is taken in units of GeV/c.

|cos 6| Py (GeV/c) d,+ (cm)

(0.00, 0.20) pu+ <0.88 > 17.0
0.88 < p, <104  >100.0x p, —71.0

Py > 1.04 > 330

(0.20, 0.40) Py <091 > 17.0
091 < p, <107 > 100.0x p,- — 740

pe > 1.07 > 33.0

(0.40, 0.60) Py <0.94 > 17.0
0.94 < p, <110 >100.0x p,- —77.0

pu = 1.10 > 33.0

(0.60, 0.80) > 17.0

(0.80, 0.93) > 17.0

to the known D, mass, and the invariant mass of the
D;y(7°) or Dfy(z") combination is constrained to the
nominal D} mass. The combination with the minimum y? is
kept. Figure 3 shows the M2, distribution for the accepted
DT candidate events in data.

The efficiencies of the DT reconstruction are determined
with the signal MC samples. Dividing them by the ST
efficiencies determined with the inclusive MC sample

—4— Data
[_| Matched y(r") D} — p*v,

[_] Unmatched (" D:—> uH,
[ Real-D, and non-D;

300

200

100

Events / (8 MeV?/c?)

M?,. (GeV¥/cd)

FIG. 3. Fit to the M2, distribution of the accepted candidates
for D} — p*wv, in data. The inset plot shows the same distribution
in a log scale. The points with error bars are data, the blue solid
curve shows the best fit, and the red dashed curve shows the fitted
combinatorial background shape. Events between the red dashed
and black dotted curves (yellow filled histogram) are from signals
with transition y(z°) unmatched. Events between the black dashed
and the pink histogram are from signals with the transition y(z°)
matched. The green filled histogram is the combined real-D; and
non-D7 background derived from the inclusive MC sample after
normalization.
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yields the corresponding efficiencies of the y(z%)u"v,
reconstruction. The efficiency averaged over all tag modes
is then determined from

ey(fro);ﬁvﬂ = ;Ctol;ID g)g biasZ(NéTeﬁT)/(NtS()%eéT)' (7)

i

In the above equation, the correction factor f 5, accounts

for the differences of ™ identification efficiencies between
data and MC simulation. It is non-negligible mainly due to
the imperfect simulation of d,+ [8]. The energy point
dependent correction factors for x4 identification efficien-
cies are (87.6-93.9)% with uncertainties of (0.4—1.1)%,
depending on the data taking status. These efficiencies are
estimated using ee™ — yuTpu~ samples and reweighted by
the u* two-dimensional distribution in |cosé,+| and p,-
of D} — /,4+l/ﬂ.

The correction factor fiv;,, takes into account the
differences of the ST efficiencies in the inclusive and signal
MC samples due to different track multiplicities. This may
cause incomplete cancellation of the uncertainties of the ST
efficiencies. It is estimated to be about 99.57% after
considering the differences of the efficiencies of tracking
or PID of K* and z™*, as well as the selections of neutral
particles between data and MC simulation.

In this analysis, the shapes of signal candidates are
divided into two types: one describes the signal candidates
with transition y(z°) matched, and another describes the
signal candidates unmatched. The matched type requires
the angle between the flight direction of the reconstructed
y(7°) and that of MC truth to be less than 20° in an event;
otherwise, the event is classified as the unmatched type.
Both event types have real Df — u*v,, but the matched
type forms the peak, and the unmatched type forms the
combinatorial shape in the M [zniss distribution. The fraction
of the unmatched y(z°)Dy — v, is within (9-10)% for
each energy point. The average signal efficiencies for
finding y(z°)u"v, at various energy points are shown in
Table III.

The background includes two components. One is the
events with wrongly tagged Dy decays (“non-Dj back-
ground”), and another is with correctly tagged Dy decays
but incorporating particle misidentifications (‘“real-Dy back-
ground”) which is mainly from Dy — (- 70,
decay. Studies on the inclusive MC sample show that the
two components make comparable contributions and do not
peak in the signal region. The total background fraction is
about 8.2%.

VI. BRANCHING FRACTION MEASUREMENT

To obtain the BF of Dy — u*v,, we perform a simulta-
neous fit to the M2, distributions at the eight energy
points. The BF of D — u*v, at different energy points is

the common parameter in the fit. The signal shapes with

L A B AL L L L
Weight 5.316:0.104 —_
4128 GeV  4.856:0.412 _—
4157 GeV  5.162:0.391 _—
4178 GeV  5.409:0.148 —_—
4189 GeV  5.129:0.355 —_—
4199 GeV  5.490:0.377 _
4209 GeV  5.147:0.376 _—
4219GeV  5.522:0.424 _
4226 GeV  5.173:0.329 —_—
PR RS NS SRS RRUNEN B A R
3 3.5 4 4.5 5 55 6

B(D—u*v,) (x107)

FIG. 4. The obtained BFs based on individual datasets, where
the shown uncertainties are statistical only.

transition y(z°) matched and unmatched are described by
individual simulated shapes derived from the signal MC
sample, where the former ones are further convolved with a
Gaussian function with free parameters to consider the
resolution difference between data and MC simulation. The
shapes of other backgrounds are derived from the individ-
ual MC simulated shapes. In the fit, the BF, the ratios
between the signal events with transition y(z”) matched
and unmatched, and the background yields are all free.

Figure 3 shows the fit result with all datasets. The BF of
Di — p"v, is obtained to be

BD,T—W*VM = (0.5294 £ 0.0108) %,

which corresponds to a signal yield of 2514.5 +51.6
events. Here, the uncertainty is statistical only.

As a cross-check, we measure the BF of Df — u™ Yy
based on individual datasets separately, and the obtained
results are shown in Fig. 4. The weighted BF of
D — uty,, (0.5316 +0.0104)%, is consistent with our
nominal result. The different mean values and statistical
uncertainties of the BF of D — u*v, are due to slightly
different signal and background shapes in different fit
strategies, which has been included in the systematic
uncertainty of the M2, _ fit.

miss

VII. SYSTEMATIC UNCERTAINTIES

Sources of the systematic uncertainties in the BF
measurement are summarized in Table V. Each of them
is estimated relative to the measured BF and
described below:

(1) ST yield. The systematic uncertainty is estimated by

varying the signal and background shapes in the fit.
The alternative signal shapes are obtained by vary-
ing the nominal matched angle by £5° The relative
difference of the ST yields between data and the
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TABLE V. Relative systematic uncertainties in the measure-
ment of the BF of D — u'*v,.

Source Uncertainty (%)
ST yield 0.44
u't tracking 0.24
u* PID 0.19
Transition y(z°) reconstruction 1.00
Least |AE| selection 0.70
Emn” & N2 4 Tequirements 0.29
M ﬁﬁss fit 0.72
Quoted BFs 0.34
Contribution from D — yu'twy, 0.30
Total 1.61

inclusive MC sample is assigned as the systematic
uncertainty. In addition, the uncertainty due to the
background fluctuation in the ST yield is also
considered as a systematic uncertainty. Adding these
three systematic effects quadratically gives a total
systematic uncertainty of 0.44%.

(ii) u* tracking and PID. The u* tracking and PID
efficiencies are studied with the control sample
ete™ — yuTu~. After correcting the detection effi-
ciency by fypp, we assign 0.24% and 0.19% as the
uncertainties in u* tracking and PID efficiencies,
respectively.

(iii) Transition y(x°) reconstruction. The selection effi-
ciencies of y and z° are studied with J /vy — 72772~ 7°
decays [51]. The systematic uncertainty is assigned
to be 1%.

(iv) The least |AE| selection. The systematic uncertainty
of selecting the transition y(z°) with the least |AE|
method is estimated by using the control samples of
D} - K*K=z" and D} — ya°zt. The difference
of the efficiencies of selecting the transition y(z")
candidates between data and MC simulation, 0.70%,
is taken as the corresponding systematic uncertainty.

(V) Ena’” & N34 requirements. The efficiency for
the requirements of Egax’ and no extra good charged
track is studied with the control samples of D} —
K*K=n" and Dy — KYK™. The systematic uncer-
tainty is taken to be 0.29% considering the efficiency
differences between data and MC simulation.

(vi) M2, fit. The systematic uncertainty due to the
signal shape with transition y(z°) matched is esti-
mated with an alternative signal shape of a double
Gaussian function. The systematic uncertainty due
to the signal shape with transition y(z°) unmatched
is estimated by replacing the nominal shape with a
second-order Chebychev function. The systematic
uncertainty due to the real-Dj background is esti-
mated by varying the weights of various background

sources within +1¢ of individual BFs. The system-
atic uncertainty due to the non-Dj background is
estimated by varying the shape smoothness param-
eter from 3 to 2. For different sources, the changes of
the fitted signal yield, 0.64%, 0.18%, 0.24%, and
0.10%, are taken as individual uncertainties. The
total systematic uncertainty due to the M2, fit is
obtained to be 0.72% by adding all four uncertainties
in quadrature.

(vil) Quoted BFs. The uncertainty due to the quoted BFs
of D}~ subdecays from the PDG [47] is examined by
varying each subdecay BF by +10. The change of
the signal efficiency, 0.34%, is taken as the asso-
ciated uncertainty.

(viii) Contribution from DY — yu*v,. The systematic
uncertainty due to the contribution from the back-
ground of Dy — yuv, is estimated with the known
upper limit on the BF of Dy — ye'v, [47]. After
fixing this background yield in the M2 fit, the
change of the measured BF to the nominal one,
0.30%, is taken as the corresponding systematic
uncertainty.

Assuming all systematic uncertainties are independent,
the total systematic uncertainty in the measurement of the
BF of D — u*v, is 1.61% by adding them in quadrature.
Here, 1.61% corresponds to the absolute systematic uncer-
tainty of 0.0085% for the measured BF.

VIIL RESULTS OF fp: AND |V,|

Combining the measured BF with the world average
values of G, m,, m DI and the D lifetime [47] in Eq. (1)
yields

For|Ves| = 241.8 £ 2,54, £ 2.2, MeV.

Here, the systematic uncertainty arises mainly from the
uncertainties in the measured BF (0.8%) and the lifetime of
the D} (0.4%). Taking the CKM matrix element |V | =
0.97349 4+ 0.00016 from the global SM fit [47] or the
averaged decay constant fp+ =249.9 £0.5 MeV from

recent LQCD calculations [14,17] as input, we determine
Sfpr = 2484+ 2.5, 2.2, MeV

and
|V | = 0.968 £ 0.0104, % 0.009y.

The additional systematic uncertainties according to the
input parameters are negligible for |V .| and 0.2% for f ).

Using the BESIII combined result of Bp: .-, =
(5.32+£0.07£0.07)% [13], we obtain Bp:_ .+, /
BD;_,W,,” = 10.05 £ 0.35, where the statistical and sys-

tematic uncertainties have been combined in quadrature.
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TABLE VI. Comparisons between B(D; — u*v,) and fp+|V.| measured by various experiments. The first uncertainties are
statistical, the second are systematic, and the third are from the input lifetime of D} . The superscripts a and b denote the measurements

are made with and without using the d,+ requirements.

Experiment E.n (GeV) Reaction chain B (%) fpr|Ves| MeV)

CLEO [2] 4.170 ete” - DED;T 0.565 +0.045 £ 0.017 2498 £10.0£3.8+£ 1.0
BABAR [5] 10.56 ete” — DKXyDy 0.602 £ 0.038 + 0.034 2578 +£82+73+1.0
Belle [6] 10.56 ete” - DKXyDy 0.531 £ 0.028 £ 0.020 2422 4+64+47+1.0
BESIII® [7] 4.009 ete” - DYDY 0.517 £0.075 £ 0.021 2389 +£17.5+£49+£09
BESII [8] 4.178 ete” - DID;T 0.549 £0.016 £0.015 2462 +£3.6+£34+1.0
BESHI” [9] 4.178-4.226 ete” - DED;T 0.535 +£0.013 £0.016 243.1+£3.0£3.6+1.0
This work” 4.128-4.226 ete” - DID;T 0.5294 + 0.0108 £ 0.0085 241.8+25+22+10

This ratio agrees with the SM predicted value of 9.75
within uncertainty, which indicates that no z-u LFU
violation is observed in the Dy sector.

IX. SUMMARY

In summary, by analyzing 7.33 fb~! of eTe™ collision
data collected at E., from 4.128 to 4.226 GeV with
the BESIII detector, we measure the B(Dy — u'tv,), the
product of f+|V,], the decay constant f,+, and the CKM
matrix element |V |. Comparisons between the B(D{ —
utv,) and fp+|V.| obtained in this work and the previous
measurements are shown in Table VI. These results are
important to calibrate various theoretical calculations of f -+
and test the unitarity of the CKM matrix with better
accuracy. We also test LFU with D} — v, decays, and
no -y LFU violation is found.
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