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#### Abstract

We derive a "classical-quantum" approximation scheme for a broad class of bipartite quantum systems from fully quantum dynamics. In this approximation, one subsystem evolves via classical equations of motion with quantum corrections, and the other subsystem evolves quantum mechanically with equations of motion informed by the evolving classical degrees of freedom. Using perturbation theory, we derive an estimate for the growth rate of entanglement of the subsystems and deduce a "scrambling time"-the time required for the subsystems to become significantly entangled from an initial product state. We argue that a necessary condition for the validity of the classical-quantum approximation is consistency of initial data with the generalized Bohr correspondence principle. We illustrate the general formalism by numerically studying the fully quantum, fully classical, and classical-quantum dynamics of a system of two oscillators with nonlinear coupling. This system exhibits parametric resonance, and we show that quantum effects quench parametric resonance at late times. Lastly, we present a curious late-time scaling relation between the average value of the von Neumann entanglement of the interacting oscillator system and its total energy: $S \sim 2 / 3 \ln E$.
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## I. INTRODUCTION

At present, there is no consensus on a quantum theory of gravity, not even an approach to one, with several ideas in circulation; see, e.g., [1-4] for recent reviews. If quantum gravity is assumed to have the structure of usual quantum mechanics, its Hilbert space, at least at the kinematical level, would be a tensor product of the Hilbert spaces of gravity and matter. As such, it may be thought of as a "bipartite" system. However, since gravity is a constrained Hamiltonian system, such a decomposition at the level of the physical Hilbert space depends on the approach to quantum gravity; if reduced phase space quantization is used, then the tensor product structure applies at the outset since all gauges are fixed and constraints solved at the classical level; on the other hand if Dirac constraint quantization is used then the physical Hilbert space would be a matter-gravity entangled subspace.

In either approach the question that arises is whether there are viable approximations of the unknown theory of quantum gravity where matter is quantum and spacetime is classical. Two such approximations are known, quantum field theory (QFT) in curved spacetime and the semiclassical

[^0]Einstein equation. It is, however, not clear how these approximations might arise from a theory of quantum gravity or what their domains of validity are.

The study of QFT on fixed curved spacetimes has been a subject of interest for decades. The area is a natural outgrowth of QFT on flat spacetime with pioneering applications to black holes and cosmology [5-9]. In this paradigm, equations of motion are of the form

$$
\begin{align*}
G_{\alpha \beta}(g) & =0,  \tag{1a}\\
i \partial_{t}|\psi\rangle & =\hat{H}_{\psi}(g)|\psi\rangle, \tag{1b}
\end{align*}
$$

where (1a) is the vacuum Einstein equation and (1b) is the Schrödinger picture functional evolution equation for the state vector $|\psi\rangle$ of the quantum field on the curved background $g .{ }^{1}$ The matter Hamiltonian operator $\hat{H}_{\psi}(g)$ is parametrized by the classical metric tensor $g$; therefore, the first equation is solved for $g$ first, followed by the second for $|\psi\rangle$. (The usual textbook Heisenberg picture procedure involves solving the free field equation on a given background and quantizing the mode expansion to construct the Hamiltonian operator.)

[^1]In this approach, it is apparent that the quantum field has no dynamical effect on spacetime, i.e., no "backreaction" [10]. The original Hawking radiation derivation [11] relied on these equations, and the calculation of the growth of primordial perturbations during inflation (see, e.g., [12]) uses a modified version of (1), which adds a classical homogeneous scalar stress-energy tensor to the right-hand side of (1a).

From the perspective of quantum gravity, both matter and spacetime geometry are expected to be quantum fields, and Eq. (1) are widely regarded as an emergent approximation to the fully quantum equations of motion of a bipartite system with Hilbert space $\mathcal{H}_{\text {gravity }} \otimes \mathcal{H}_{\text {matter }}$.

It is instructive to recall how similar approximations are used in nongravitational systems. For example, in quantum chemistry, energy eigenstates of molecules are determined by considering a subsystem of atomic nuclei coupled to a subsystem of electrons. Since nuclei are much more massive than electrons, a common approximation is to consider the electrons as quantum particles moving in the electric field of atomic nuclei, which are modeled as very slowly moving classical objects. "Heavy" nuclei and the "light" electrons may be viewed, respectively, as analogous to spacetime geometry and matter fields in (1). Another example is the dynamics of ultracold neutrons moving in Earth's gravitational field [13], where quantum mechanics describes neutrons moving in the effectively nondynamical Newtonian gravitational field of the Earth.

Both the molecular and ultracold neutron calculations rely on the Born-Oppenheimer approximation [14], where the fully quantum dynamical equations are expanded in terms of large parameters (the nuclear and Earth masses). Similarly, several authors have used the Born-Oppenheimer approximation to derive Eq. (1) from the Wheeler-DeWitt equation in canonical quantum gravity [15-18] with the relevant large expansion parameter being the Planck mass $M_{\mathrm{Pl}}$.

Despite this theoretical grounding, there are serious deficiencies in the structure of (1). Among the more important ones is the lack of conservation of energy. Since the metric appears as an external source in (1b), it can drive particle creation in the quantum field $|\psi\rangle$ without a commensurate reduction in the energy stored in the spacetime geometry. The same is true for the BornOppenheimer approximation as applied to molecules or ultracold neutrons falling near Earth's surface, but in such cases, it is physically sensible to ignore the (negligible) energy transfer between light and heavy objects. However, for certain gravitational calculations, it is important to follow energy exchange between subsystems. The prime example is the Hawking effect, where the energy carried away by the quantum fields to future null infinity reduces the mass of a black hole in the famous "black hole evaporation" process; this becomes especially important in the late stages of Hawking evaporation when the rate of
mass loss of a black hole is conjectured to rapidly increase, a theoretical scenario where Eq. (1) clearly fail; there is no analogous prediction in quantum chemistry or for neutrons in Earth's gravitational field.

These considerations suggest a modification of Eq. (1) to allow the quantum state of matter to have a dynamical effect on spacetime geometry:

$$
\begin{align*}
G_{\alpha \beta}(g) & =M_{\mathrm{Pl}}^{-2}\langle\psi| \hat{T}_{\alpha \beta}(g)|\psi\rangle  \tag{2a}\\
i \partial_{t}|\psi\rangle & =\hat{H}_{\psi}(g)|\psi\rangle \tag{2b}
\end{align*}
$$

The new feature is the expectation value of the stressenergy tensor in (2a); this makes the coupled set of equations nonlinear in the matter state. The first of these equations was proposed by Moller and Rosenfeld [19,20]; the second was added in a discussion of whether gravity should be quantized based on the validity of the pair of equations [21].

While Eq. (2) have obvious intuitive appeal, they also present many conceptual and practical difficulties. One issue becomes apparent when one tries to solve the equations perturbatively by expanding the metric and state vector in powers of $M_{\mathrm{Pl}}^{-2}$. While such an expansion reproduces (1) at zeroth order, the next-to-leading order corrections to the Einstein tensor $G_{\alpha \beta}^{(1)}$ obey

$$
\begin{equation*}
G_{\alpha \beta}^{(1)}=M_{\mathrm{Pl}}^{-2}\left\langle\psi^{(0)}\right| \hat{T}_{\alpha \beta}\left(g^{(0)}\right)\left|\psi^{(0)}\right\rangle \tag{3}
\end{equation*}
$$

Here, $g^{(0)}$ and $\left|\psi^{(0)}\right\rangle$ are solutions to the zeroth order equations. For the simple situation where the zeroth order solution represents a free quantum field on Minkowski spacetime, it is easy to see that the right-hand side of Eq. (3) is formally infinite due to zero point fluctuations. Attempting to remedy this divergence by imposing a Planck scale cutoff generates a huge effective cosmological constant that is inconsistent with observations.

In order to rescue the theory, one can add large and/or infinite counterterms to the Einstein equations or attempt to regulate $\left\langle T_{\alpha \beta}\right\rangle$ via point-splitting or other techniques. However, these methods often do not generalize to situations where the zeroth order spacetime solution is not flat. For example, when the point-splitting regularization procedure is applied to $\langle\psi| \hat{T}_{\alpha \beta}(g)|\psi\rangle$ in a curved spacetime, the result generally involves higher derivatives of the metric and therefore leads to higher order theories of gravity that are prone to various pathologies [9].

Additional computational difficulties are encountered in the perturbative approach to (2) if higher order terms are included in the expansion due to corrections to the state vector, mode function inner products, and the metric. There have been other (nonperturbative) critiques of (2): for example, if the state $|\psi\rangle$ is a superposition of quantum states, representing, for instance, masses localized in
different spatial locations, then according to (2a), the gravitational field corresponds to a weighted sum of the locations of the particle in the superposition, a feature that predicts a rapid change in spacetime geometry if the quantum superposition is measured [21]. Also, the nonlinearity of (2) in the quantum state $|\psi\rangle$ means that the principle of quantum superposition is lost.

Given these objections, we would like to see if Eq. (2) are derivable as controlled approximations from first principles, similar to the Born-Oppenheimer derivation of (1) from the Wheeler-DeWitt equation. There is some reason for optimism as Eq. (1) are the $M_{\mathrm{Pl}} \rightarrow \infty$ limit of (2) as noted above. This raises the possibility that (2) could emerge from the Born-Oppenheimer approximation if higher order terms in $M_{\mathrm{Pl}}^{-2}$ were retained. If this were to work for WheelerDeWitt quantum gravity, it should also work for simpler quantum systems, something which leads to the following question: does application of the higher order BornOppenheimer approximation applied to any bipartite quantum system with a "heavy" and a "light" component lead to something similar to Eq. (2)?

Singh and Padmanabhan [18] investigated this question for a simple bipartite quantum mechanical system, finding out that the answer was a qualified "no." Specifically, they showed that the only way to recover the analog of (2) using the Born-Oppenheimer approximation was to replace certain quantities in the classical equations of motion of the heavy degree of freedom with their expectation values in an ad hoc manner; an extension of this analysis to the WheelerDeWitt equation gives a similar result for gravity. Kiefer and Singh [16] also studied the higher order Born-Oppenheimer approximation for the Wheeler-DeWitt equation. As in [18], corrections to Eq. (1) are not of the form of (2). The same higher order Born-Oppenheimer formalism has been applied to scalar quantum electrodynamics to study the pair production of particles in a semiclassical electric field including backreaction effects [22]; related work with a Gaussian reference fluid appears in [23,24]. [SSS: There is also related work on the Born-Oppenheimer approximation that makes use of an ansatz of the type $\psi(x, y)=$ $f(y) \phi(x, y)$ [25], a form that has been applied to the Wheeler-DeWitt equation for models of quantum cosmology to include backreaction effects [26].]

We note that there have been other attempts at postulating hybrid quantum-classical dynamics [27-35]. These include adopting a generalized algebra of classical and quantum variables as the starting point and requiring that the algebra be preserved under evolution; this has led to nogo results and variations aimed at bypassing them.

In this paper, we derive the analog of Eq. (2) for a broad class of bipartite quantum mechanical systems using assumptions that are related to, but logically distinct from, the Born-Oppenheimer approximation. Our approach is significantly different from methods stemming from postulated hybrid classical-quantum algebras and therefore not
subject to no-go theorems; cf. Gil and Salcedo [34]. More specifically, our "classical-quantum" approximation relies on the following hypotheses:
(1) The bipartite quantum system starts in a product state.
(2) One of the subsystems is in a semiclassical state.
(3) The coupling between the subsystems is weak.

Under these conditions, we find that approximate equations of motion qualitatively similar to (1) hold for a finite period of time. That is, for some interval after $t=0$, the equations of motion of subsystem 1 are classical and sourced by expectation values of the quantum state of subsystem 2 , and the classical configuration variables of subsystem 1 appear in the quantum equations of motion of subsystem 2 as timedependent functions.

One of the key features of this approximation is that it is possible to derive an effective Hamiltonian for each subsystem from the equations of motion of the reduced density matrices of the fully quantum formalism (referred to here as "quantum-quantum"). In our derivation, expectation values appear naturally in the approximate equation of motion of subsystem 1 and are therefore nonlinear in the quantum state of subsystem 2 .

The main assumption in our derivation of the classicalquantum approximation is the choice of initial state of the bipartite quantum system: this is a product state, $\left|\varphi_{1}\right\rangle \otimes\left|\varphi_{2}\right\rangle$, where $\left|\varphi_{1}\right\rangle$ is a semiclassical state of subsystem 1 in isolation and $\left|\varphi_{2}\right\rangle$ is any state of subsystem 2 in isolation. Under evolution with a Hamiltonian of the form $\hat{H}_{1}+\hat{H}_{2}+\hat{H}_{\text {int }}$, such a state becomes entangled and $\left|\varphi_{1}\right\rangle$ begins to lose its semiclassicality. This suggests two independent time scales: the characteristic timescale for the growth of entanglement (which we call the "scrambling time") and the characteristic timescale for the decline of semiclassicality for subsystem 1 (referred to as the "Ehrenfest time" in some of the literature).

We derive bounds on the scrambling time using perturbation theory. This provides a time interval estimate for the validity of the classical-quantum approximation. We also show that the differences between trajectories of observables in the quantum-quantum and classical-quantum systems is correlated to the deviation of subsystem 1 expectation values from their classical counterparts. That is, subsystem 1 must adhere closely to the generalized Bohr correspondence principle (in which classical and quantum predictions agree) for the classical-quantum approximation to be valid. The advantage our analysis has over other approximation schemes is that we provide explicit quantitative measures of the regime of validity of the product state approximation, loss of semiclassicality of a component of the product state, and derivations and comparisons of effective Hamiltonian dynamics.

To illustrate the behavior of the classical-quantum approximation, we numerically study a system of two harmonic oscillators with nonlinear coupling. The results of
the classical-quantum approximation are compared to the quantum-quantum and fully classical system trajectories. This analysis builds on recent work by some of us on a hybrid classical-quantum treatment of a tripartite system of an oscillator coupled to spins [36]. We find that there is general good agreement between the classical-quantum and quantum-quantum calculations up to the scrambling time. An interesting classical feature of the coupled oscillator system is that it exhibits parametric resonance for certain interaction potentials and parameter choices. This effect is associated with the efficient energy exchange between the oscillators; we find that it can persist in both the classicalquantum and quantum-quantum calculations on timescales shorter than the scrambling time for certain choices of parameters. (We are unaware of any other numerical simulations of the fully quantum dynamics of an oscillatory system exhibiting parametric resonance in the literature.) We also note that particle creation driven by parametric resonance phenomenon may play a role in the preheating phases of cosmological evolution after inflation [37]; other authors have recently considered the semiclassical Einstein equation in this context [38]. Finally, we investigate the long time evolution of the von Neumann entropy using numeric simulations in the quantum-quantum case. We find an approximate (and slightly mysterious) scaling relation between the long term average of the entanglement entropy and the total energy of the system: $S_{\mathrm{VN}} \sim \frac{2}{3} \ln E$.

The layout of the paper is as follows: in Sec. II, we introduce the bipartite system and relevant measures of entanglement; in Sec. III, we describe several approximation schemes for the quantum-quantum equations of motion, derive a "classical-quantum" approximation, and show that it conserves probability and energy; in Sec. IV, we use perturbation theory to investigate the regime of validity of classical-quantum approximation; in Sec. V, we apply the approximations of previous section to the specific case of two harmonic oscillators with a nonlinear coupling; in Sec. VI, we present our conclusions and discuss some consequences for gravitational systems. The Appendices contain several technical results and reviews of useful formulas.

## II. GENERAL FRAMEWORK

## A. Hamiltonian

Consider a system with two coupled degrees of freedom (each of which we refer to as a "subsystem"). The classical Hamiltonian is

$$
\begin{align*}
\mathcal{H}\left(q_{1}, p_{1}, q_{2}, p_{2}\right)= & \mathcal{H}_{1}\left(q_{1}, p_{1}\right)+\mathcal{H}_{2}\left(q_{2}, p_{2}\right) \\
& +\lambda \mathcal{V}_{1}\left(q_{1}, p_{1}\right) \mathcal{V}_{2}\left(q_{2}, p_{2}\right) \tag{4}
\end{align*}
$$

Here, $\left(q_{1}, p_{1}\right)$ and $\left(q_{2}, p_{2}\right)$ are canonical phase space coordinates for each subsystem, $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ govern the interaction between the two subsystems, and $\lambda \geq 0$ is a
dimensionless coupling constant. Note that the classical Hamiltonian is assumed to carry no explicit dependence on time. ${ }^{2}$

The quantum version of this system is bipartite with Hilbert space $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$. Typically, we would expect the dimension of each of the subspaces to be infinite. For the purposes of numerical calculation, however, we will often consider finite truncations of each subspace defined by restricted basis sets such that ${ }^{3}$

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{H}_{1}\right)=d_{1}, \quad \operatorname{dim}\left(\mathcal{H}_{2}\right)=d_{2} \tag{5}
\end{equation*}
$$

The system Hamiltonian is of the form

$$
\begin{equation*}
\hat{H}=\hat{H}_{1} \otimes \hat{I}_{2}+\hat{I}_{1} \otimes \hat{H}_{2}+\lambda \hat{V}_{1} \otimes \hat{V}_{2} \tag{6}
\end{equation*}
$$

where $\hat{I}_{1}$ and $\hat{I}_{2}$ are the identity operators on each subspace, $\hat{H}_{1}$ is the operator version of $\mathcal{H}_{1}, \hat{V}_{1}$ is the operator version of $\mathcal{V}_{1}$, etc. All the operators are assumed to be Hermitian.

## B. Fully quantum-quantum (QQ) dynamics

We assume that the energy eigenvalue problem for each of the subsystem Hamiltonians is easily solvable:

$$
\begin{equation*}
\hat{H}_{1}|n\rangle=E_{n}|n\rangle, \quad \hat{H}_{2}|\mu\rangle=E_{\mu}|\mu\rangle \tag{7}
\end{equation*}
$$

Note that our notation is such that the indices $n, n^{\prime}=$ $0,1,2 \ldots d_{1}-1$ will always be associated with subsystem 1 and the indices $\mu, \mu^{\prime}=0,1,2 \ldots d_{2}-1$ will always be associated with subsystem 2. Then, a complete basis for $\mathcal{H}$ is given by the $d_{1} \times d_{2}$ basis states

$$
\begin{equation*}
|n, \mu\rangle=|n\rangle \otimes|\mu\rangle, \quad\left\langle n^{\prime}, \mu^{\prime} \mid n, \mu\right\rangle=\delta_{n n^{\prime}} \delta_{\mu \mu^{\prime}} \tag{8}
\end{equation*}
$$

We write the full state vector of the system in the Schrödinger representation as

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{n \mu} z_{n, \mu}(t)|n, \mu\rangle \tag{9}
\end{equation*}
$$

Inserting this into the Schrödinger equation

$$
\begin{equation*}
i \partial_{t}|\psi(t)\rangle=\hat{H}|\psi(t)\rangle \tag{10}
\end{equation*}
$$

yields

[^2]\[

$$
\begin{equation*}
i \partial_{t} z_{n^{\prime}, \mu^{\prime}}(t)=\sum_{n \mu}\left\langle n^{\prime}, \mu^{\prime}\right| \hat{H}|n, \mu\rangle z_{n, \mu}(t) \tag{11}
\end{equation*}
$$

\]

We organize the expansion coefficients into a matrix:

$$
Z(t)=\left(\begin{array}{cccc}
z_{0,0}(t) & z_{0,1}(t) & \cdots & z_{0, d_{2}-1}(t) \\
z_{1,0}(t) & z_{1,1}(t) & \cdots & z_{1, d_{2}-1}(t) \\
\vdots & \vdots & \ddots & \vdots \\
z_{d_{1}-1,0}(t) & z_{d_{1}-1,1}(t) & \cdots & z_{d_{1}-1, d_{2}-1}(t)
\end{array}\right)
$$

Inserting the expansion (9) into the Schrodinger equation yields:

$$
\begin{equation*}
i \partial_{t} Z=H_{1} Z+Z H_{2}+\lambda V_{1} Z V_{2}^{\mathrm{T}} \tag{12}
\end{equation*}
$$

where the $H_{1}, H_{2}, V_{1}$, and $V_{2}$ square matrices have entries

$$
\begin{array}{ll}
\left(H_{1}\right)_{n^{\prime} n}=\left\langle n^{\prime}\right| \hat{H}_{1}|n\rangle, & \left(V_{1}\right)_{n^{\prime} n}=\left\langle n^{\prime}\right| \hat{V}_{1}|n\rangle, \\
\left(H_{2}\right)_{\mu^{\prime} \mu}=\left\langle\mu^{\prime}\right| \hat{H}_{2}|\mu\rangle, & \left(V_{2}\right)_{\mu^{\prime} \mu}=\left\langle\mu^{\prime}\right| \hat{V}_{2}|\mu\rangle . \tag{13}
\end{array}
$$

Note that since $|n\rangle$ and $|\mu\rangle$ are eigenvectors of $\hat{H}_{1}$ and $\hat{H}_{2}$, respectively, $H_{1}$ and $H_{2}$ are real diagonal matrices. Furthermore, $V_{1}$ and $V_{2}$ are Hermitian matrices due to the self-adjointness of the associated operators. Equation (12) represents $d_{1} \times d_{2}$ complex linear differential equations whose solutions completely specify the quantum dynamics of the system. We also note that the normalization condition $\langle\psi(t) \mid \psi(t)\rangle=1$ implies that $Z$ satisfies

$$
\begin{equation*}
1=\operatorname{Tr}\left[Z^{\dagger}(t) Z(t)\right]=\|Z(t)\|_{\mathrm{F}}^{2} \tag{14}
\end{equation*}
$$

where $\|\cdots\|_{F}$ is the Frobenius norm for complex rectangular matrices defined in Appendix A. It is easy to confirm that the conservation of $\|Z(t)\|_{\mathrm{F}}$ is guaranteed by the equation of motion (12).

Using the expansion (9), we can find the expectation values of operators that only act on either of the Hilbert subspaces of system 1 or system 2 :

$$
\begin{align*}
\left\langle\hat{A}_{1} \otimes \hat{I}_{2}\right\rangle & =\sum_{n n^{\prime} \mu} z_{n^{\prime} \mu}^{*}\left\langle n^{\prime}\right| \hat{A}_{1}|n\rangle z_{n \mu} \\
& =\operatorname{Tr}\left(\rho_{1} A_{1}\right),  \tag{15a}\\
\left\langle\hat{I}_{1} \otimes \hat{A}_{2}\right\rangle & =\sum_{n \mu^{\prime} \mu} z_{n \mu^{\prime}}^{*}\left\langle\mu^{\prime}\right| \hat{A}_{2}|\mu\rangle z_{n \mu} \\
& =\operatorname{Tr}\left(\rho_{2} A_{2}\right), \tag{15b}
\end{align*}
$$

where $A_{1}$ and $A_{2}$ are the matrix representations of each operator in the eigenbasis of $\hat{H}_{1}$ and $\hat{H}_{2}$, respectively; $\hat{I}_{1}$ and $\hat{I}_{2}$ are identity operators; and $\rho_{1}$ and $\rho_{2}$ are the reduced density matrices

$$
\begin{equation*}
\rho_{1}(t)=Z(t) Z^{\dagger}(t), \quad \rho_{2}(t)=Z^{\mathrm{T}}(t) Z^{*}(t) \tag{16}
\end{equation*}
$$

With (12), it is possible to write down evolution equations for both reduced density matrices. We find

$$
\begin{align*}
& i \partial_{t} \rho_{1}=\left[H_{1}, \rho_{1}\right]+\lambda\left[V_{1}, Z V_{2}^{\mathrm{T}} Z^{\dagger}\right]  \tag{17a}\\
& i \partial_{t} \rho_{2}=\left[H_{2}, \rho_{2}\right]+\lambda\left[V_{2}, Z^{\mathrm{T}} V_{1}^{\mathrm{T}} Z^{*}\right] \tag{17b}
\end{align*}
$$

Note that Eq. (17) do not represent a closed system of differential equations for $\rho_{1}$ and $\rho_{2}$; i.e., to solve these for $\rho_{1}$ and $\rho_{2}$, one must also solve (12) for $Z$.

Before moving on, we note that eigenstates of the full quantum Hamiltonian are defined by

$$
\begin{equation*}
\hat{H}\left|\psi_{j}\right\rangle=E_{j}\left|\psi_{j}\right\rangle \tag{18}
\end{equation*}
$$

We write as above

$$
\begin{equation*}
\left|\psi_{j}\right\rangle=\sum_{n \mu} z_{n \mu, j}|n, \mu\rangle, \quad|n, \mu\rangle=|n\rangle \otimes|\mu\rangle, \tag{19}
\end{equation*}
$$

where $|n\rangle$ and $|\mu\rangle$ are eigenstates of $\hat{H}_{1}$ and $\hat{H}_{2}$, respectively. Then, we find that

$$
\begin{equation*}
E_{j} Z_{j}=H_{1} Z_{j}+Z_{j} H_{2}+\lambda V_{1} Z_{j} V_{2}^{\mathrm{T}}, \tag{20}
\end{equation*}
$$

where $Z_{j}$ is the matrix formed out of the $z_{n \mu, j}$ coefficients. We can choose the $Z_{j}$ to enforce $\left\langle\psi_{j} \mid \psi_{j^{\prime}}\right\rangle=\delta_{j j^{\prime}}$, which implies the orthogonality relation

$$
\begin{equation*}
\left\langle Z_{j}, Z_{j^{\prime}}\right\rangle_{\mathrm{F}}=\delta_{j j^{\prime}} \tag{21}
\end{equation*}
$$

where the Frobenius inner product $\langle\cdots, \cdots\rangle_{\mathrm{F}}$ is defined in Appendix A. If we retain the upper left-hand corner of all matrices, (20) becomes a finite dimensional eigenvalue problem that can be solved numerically.

Any solution of the Schrödinger equation can be decomposed in terms of the energy eigenbasis as

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{j} c_{j} e^{-i E_{j} t}\left|\psi_{j}\right\rangle, \quad c_{j}=\left\langle\psi_{j} \mid \psi(0)\right\rangle \tag{22}
\end{equation*}
$$

and expanded in the basis $|n, \mu\rangle$ by writing

$$
\begin{align*}
|\psi(t)\rangle & =\sum_{j n \mu} c_{j} e^{-i E_{j} t}|n, \mu\rangle\left\langle n, \mu \mid \psi_{j}\right\rangle \\
& =\sum_{j n \mu} c_{j} e^{-i E_{j} t} z_{n \mu, j}|n, \mu\rangle \\
& =\sum_{n \mu} z_{n \mu}(t)|n, \mu\rangle \tag{23}
\end{align*}
$$

where

$$
\begin{equation*}
z_{n \mu}(t)=\sum_{j} c_{j} e^{-i E_{j} t} z_{n \mu, j} \tag{24}
\end{equation*}
$$

Therefore, the solution of the dynamical system (12) in terms of the energy eigenstates is

$$
\begin{equation*}
Z(t)=\sum_{j} c_{j} e^{-i E_{j} t} Z_{j}, \quad c_{j}=\left\langle Z_{j}, Z(0)\right\rangle_{\mathrm{F}} \tag{25}
\end{equation*}
$$

In practice, it is usually more computationally efficient to calculate $Z(t)$ using this formula rather than via direct numerical solution of a finite truncation of the dynamical system (12).

## C. Measures of entanglement

We are primarily concerned with the situation where the system is prepared in an unentangled product state at $t=0$. As time progresses, we intuitively expect that the interaction will cause the entanglement of the system to grow. To quantify this process, we find it useful to deploy various measures of entanglement entropy. The simplest measure of entanglement are the purities $\gamma_{1}=\operatorname{Tr}\left(\rho_{1}^{2}\right)$ and $\gamma_{2}=\operatorname{Tr}\left(\rho_{2}^{2}\right)$ of the quantum state of subsystems 1 and 2 , respectively. With the definitions of the reduced density matrices (16), it is easy to show that each subsystem has the same purity $\gamma=\gamma_{1}=\gamma_{2}$; i.e.,

$$
\begin{equation*}
\gamma=\left\|\rho_{1}\right\|_{\mathrm{F}}^{2}=\left\|\rho_{2}\right\|_{\mathrm{F}}^{2}=\left\|Z Z^{\dagger}\right\|_{\mathrm{F}}^{2} . \tag{26}
\end{equation*}
$$

Via the properties listed in Appendix A, it is easy to confirm $\gamma \leq 1$. Furthermore, if either $\rho_{1}$ or $\rho_{2}$ represents a product state (e.g., if $\rho_{1}=\mathbf{w} \mathbf{w}^{\dagger}$, where $\mathbf{w}$ is column vector ${ }^{4}$ ), then this inequality is saturated and $\gamma=1$. Closely related to the concept of purity is the linear entanglement entropy

$$
\begin{equation*}
S_{\mathrm{LIN}}=1-\gamma=1-\left\|\rho_{1,2}\right\|_{\mathrm{F}}^{2} \tag{27}
\end{equation*}
$$

which satisfies $S_{\mathrm{LIN}}=0$ whenever the subsystems are described by pure states. Another popular measure of entanglement is the von Neumann entropy

$$
\begin{equation*}
S_{\mathrm{VN}}=-\operatorname{Tr}\left(\rho_{1} \ln \rho_{1}\right)=-\operatorname{Tr}\left(\rho_{2} \ln \rho_{2}\right) \tag{28}
\end{equation*}
$$

Like the linear entropy, $S_{\mathrm{VN}}=0$ whenever each subsystem is described by a pure state.

The nonzero eigenvalues of $\rho_{1}=Z Z^{\dagger}$ are the same as the nonzero eigenvalues of $\rho_{2}=Z^{\mathrm{T}} Z^{*}$. Furthermore, each of these nonzero eigenvalues are the square of one of the singular values of $Z$ or $Z^{\mathrm{T}}$, which we denote by $\left\{\chi_{i}\right\}$. Both

[^3]the linear entropy and the von Neumann entropy can be expressed in terms of the singular values of $Z$ :
\[

$$
\begin{equation*}
S_{\mathrm{LIN}}=1-\sum_{i} \chi_{i}^{4}, \quad S_{\mathrm{VN}}=-\sum_{i} \chi_{i}^{2} \ln \chi_{i}^{2} \tag{29}
\end{equation*}
$$

\]

Since $\operatorname{Tr}\left(\rho_{1}\right)=1$ and each of the $\chi_{i}$ must be non-negative real numbers, we have

$$
\begin{equation*}
\sum_{i} \chi_{i}^{2}=1 \Rightarrow \chi_{i} \in[0,1] \tag{30}
\end{equation*}
$$

for which it is easy to show that

$$
\begin{equation*}
S_{\mathrm{LIN}} \leq S_{\mathrm{VN}} \tag{31}
\end{equation*}
$$

that is, the linear entropy provides a lower bound for the von Neumann entropy. Further inequalities can be obtained by noting that both $S_{\mathrm{LIN}}$ and $S_{\mathrm{VN}}$ are largest for maximally mixed states, which have

$$
\begin{equation*}
\chi_{i}^{2}=\frac{1}{d}, \quad d=\min \left(d_{1}, d_{2}\right) \tag{32}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
S_{\mathrm{LIN}} \leq 1-\frac{1}{d^{2}}, \quad S_{\mathrm{VN}} \leq \ln d \tag{33}
\end{equation*}
$$

From this, we see that $S_{\mathrm{LIN}} \in[0,1]$ for all $d$. Conversely, $S_{\mathrm{VN}}$ is not bounded from above in the infinite dimensional ( $d \rightarrow \infty$ ) case.

## III. APPROXIMATIONS OF QUANTUM DYNAMICS

## A. Product state approximation

Suppose that we prepare the system in a product state at $t=0$ and the coupling parameter $\lambda$ is small. Then, we expect that for some period of time the system remains in a nearly product state; i.e., the entanglement will be "small." However, as discussed in the previous subsection, there are multiple ways to quantify the entanglement of a quantum system, so it is not immediately obvious how to define "small" entanglement. One possibility is to say that a quantum state is nearly pure if its entanglement entropy is much less than that of a maximally entangled state. When this definition is applied to the linear and von Neumann entropies, we find two possible conditions for defining a nearly product state:

$$
\begin{equation*}
1-\gamma=S_{\mathrm{LIN}} \ll 1-\frac{1}{d^{2}}, \quad S_{\mathrm{VN}} \ll \ln d \tag{34}
\end{equation*}
$$

Both of these appear to be viable options for finite $d$, but we see that the second inequality becomes uninformative when $d \rightarrow \infty$. Also, the $1 / d^{2}$ term in the first inequality is not of
much practical importance, so it appears the most useful operational definition of a nearly product state is a state for which $S_{\text {LIN }} \ll 1$; however, we will analyze both the conditions (34) below.

Over the time interval that the system is in a nearly product state (i.e. $S_{\mathrm{LIN}} \ll 1$ ), we can write

$$
\begin{equation*}
Z=\mathbf{u}_{1} \mathbf{u}_{2}^{\mathrm{T}}+\lambda \delta Z, \quad \delta Z=\mathcal{O}\left(\lambda^{0}\right) \tag{35}
\end{equation*}
$$

where $\mathbf{u}_{1}=\mathbf{u}_{1}(t)$ and $\mathbf{u}_{2}=\mathbf{u}_{2}(t)$ are column vectors of dimension $d_{1}$ and $d_{2}$, respectively. Under this assumption, the reduced density matrices take the form

$$
\begin{align*}
& \rho_{1}=\mathbf{u}_{1} \mathbf{u}_{1}^{\dagger}+\lambda \delta \rho_{1},  \tag{36a}\\
& \rho_{2}=\mathbf{u}_{2} \mathbf{u}_{2}^{\dagger}+\lambda \delta \rho_{2} . \tag{36b}
\end{align*}
$$

The expansions (35) and (36) allow us to expand (17) as

$$
\begin{align*}
& i \partial_{t} \rho_{1}=\left[H_{1}^{\text {eff }}, \rho_{1}\right]+\mathcal{O}\left(\lambda^{2}\right),  \tag{37a}\\
& i \partial_{t} \rho_{2}=\left[H_{2}^{\text {eff }}, \rho_{2}\right]+\mathcal{O}\left(\lambda^{2}\right), \tag{37b}
\end{align*}
$$

with

$$
\begin{align*}
& H_{1}^{\text {eff }}=H_{1}+\lambda \operatorname{Tr}\left(\rho_{2} V_{2}\right) V_{1},  \tag{38a}\\
& H_{2}^{\text {eff }}=H_{2}+\lambda \operatorname{Tr}\left(\rho_{1} V_{1}\right) V_{2} . \tag{38b}
\end{align*}
$$

If we drop the $\mathcal{O}\left(\lambda^{2}\right)$ terms, (37) forms a closed set of differential equations for the density matrices and are identical to the von Neumann equations of two quantum systems with effective Hamiltonian matrices and an unusual coupling. Since the effective Hamiltonian matrices $H_{1}^{\text {eff }}$ and $H_{2}^{\text {eff }}$ are Hermitian, we are guaranteed that if each subsystem is in a pure state at $t=0$, then they will remain in a pure state at later times. Hence, we may write
$\hat{\rho}_{1}(t)=\left|\varphi_{1}(t)\right\rangle\left\langle\varphi_{1}(t)\right|, \quad \hat{\rho}_{2}(t)=\left|\varphi_{2}(t)\right\rangle\left\langle\varphi_{2}(t)\right|$,
with $\left|\varphi_{1}(t)\right\rangle \in \mathcal{H}_{1}$ and $\left|\varphi_{2}(t)\right\rangle \in \mathcal{H}_{2}$. This identification means that
$\operatorname{Tr}\left(\rho_{1} V_{1}\right)=\left\langle\varphi_{1}\right| \hat{V}_{1}\left|\varphi_{1}\right\rangle, \quad \operatorname{Tr}\left(\rho_{2} V_{2}\right)=\left\langle\varphi_{2}\right| \hat{V}_{2}\left|\varphi_{2}\right\rangle$.
Hence, effective Hamiltonian operators are given by

$$
\begin{align*}
& \hat{H}_{1}^{\mathrm{eff}}=\hat{H}_{1}+\lambda\left\langle\varphi_{2}\right| \hat{V}_{2}\left|\varphi_{2}\right\rangle \hat{V}_{1},  \tag{41a}\\
& \hat{H}_{2}^{\mathrm{eff}}=\hat{H}_{2}+\lambda\left\langle\varphi_{1}\right| \hat{V}_{1}\left|\varphi_{1}\right\rangle \hat{V}_{2} . \tag{41b}
\end{align*}
$$

Then, to leading order in $\lambda$ Eq. (37) are consistent with the Schrödinger equations
$i \partial_{t}\left|\varphi_{1}(t)\right\rangle=\hat{H}_{1}^{\text {eff }}\left|\varphi_{1}(t)\right\rangle, \quad i \partial_{t}\left|\varphi_{2}(t)\right\rangle=\hat{H}_{2}^{\text {eff }}\left|\varphi_{2}(t)\right\rangle$.

We decompose each state as follows:
$\left|\varphi_{1}(t)\right\rangle=\sum_{n} w_{n}(t)|n\rangle, \quad\left|\varphi_{2}(t)\right\rangle=\sum_{m} z_{m}(t)|m\rangle$.
Note that (36), (39), and (43) imply that

$$
\begin{gather*}
\mathbf{w} \mathbf{w}^{\dagger}=\mathbf{u}_{1} \mathbf{u}_{1}^{\dagger}+\mathcal{O}(\lambda),  \tag{44a}\\
\mathbf{z z} \mathbf{z}^{\dagger}=\mathbf{u}_{2} \mathbf{u}_{2}^{\dagger}+\mathcal{O}(\lambda) . \tag{44b}
\end{gather*}
$$

Using (43), we see that the Schrödinger equations (42) are equivalent to

$$
\begin{align*}
& i \partial_{t} \mathbf{w}=H_{1} \mathbf{w}+\lambda\left(\mathbf{z}^{\dagger} V_{2} \mathbf{z}\right) V_{1} \mathbf{w},  \tag{45a}\\
& i \partial_{t} \mathbf{z}=H_{2} \mathbf{z}+\lambda\left(\mathbf{w}^{\dagger} V_{1} \mathbf{w}\right) V_{2} \mathbf{z} \tag{45b}
\end{align*}
$$

Equation (45) represent $d_{1}+d_{2}$ complex nonlinear differential equations whose solution completely specify the quantum dynamics of the system within the context of the "product state" approximation.

We note that an interesting feature of the equations of motion (45) in the product state approximation is that they are nonlinear. This may seem surprising since the QQ equations of motion (12) are linear. However, the reason for this nonlinearity is simple: the effective Hamiltonians for subsystems 1 and 2 are deduced from the equations of motion for the reduced density matrices, which themselves are nonlinear functions of the full quantum state. In hindsight, it appears that such a nonlinearity is inevitable, since it is unclear how to separate out the dynamics of subsystem 1 from subsystem 2 without introducing a nonlinear object like the reduced density matrix.

We can also contrast the $\rho_{1}$ and $\rho_{2}$ evolution equations (37) in the product state approximation to the wellknown Lindblad master equation governing the evolution of the density matrix of a quantum system coupled to a much larger system called the "environment" [40]. If we call subsystem 1 the environment, the Lindblad formalism makes several assumptions, the most important of which are
(1) The coupling of subsystem 2 to the environment is weak.
(2) The effects of subsystem 2 on the environment are negligible; i.e., the dynamics of the environment is unaffected by the presence of subsystem 2. (This is essentially the Born approximation.)
(3) The system is prepared initially in a product state, which implies that it remains in a product state under the Born approximation.
(4) The time derivative of the subsystem 2 density matrix at given time depends only on the current value of the density matrix. (This is called the BornMarkov approximation.)

We see that the product state approximation presented above makes explicit use of assumptions 1 and 3 , but does not neglect the effects of subsystem 2 on subsystem 1 (assumption 2) and does not artificially enforce any sort of Markovian approximation (assumption 4). The price to be paid is that in the product state approximation, we need to simultaneously solve for the dynamics of both systems. In contrast, the assumption that the environment is too big to be affected by subsystem 2 means that one has less degrees of freedom to solve for in the Lindblad formalism, since loss of coherence to the environment is not tracked. The same assumption also results in nonunitary linear equations of motion in the Lindblad case, as opposed to the unitary nonlinear equations we have in the product state approximation.

## B. Classical-quantum (CQ) approximation

The classical-quantum approximation builds on the product state approximation of the previous section by making a significant assumption, namely that one subsystem behaves "classically"; i.e. it is acceptable to replace quantum expressions associated with one subsystem with their classical analogs. Stated another way, this approximation is based on the belief that it is safe to apply the generalized Bohr correspondence principle to one subsystem. Heuristically, one would expect this to be a valid approximation when the quantum number or energy of that subsystem is large, or when the associated wave function is "sharply peaked."

How does this work in practical terms? In this subsection, we discuss the assumptions required to arrive at the classical-quantum approximation in a general setting, while in Appendix B we show how these assumptions can be realized when the classical subsystem represents a particle moving in a one-dimensional potential.

In the general case, we start with the effective Hamiltonian operators in the product state approximation (41) and assume that subsystem 1 behaves "classically." The key approximation is that the expectation value of the potential $\widehat{V_{1}}$ as a function of time is well approximated by the potential function $\mathcal{V}_{1}$ evaluated on a classical trajectory $\left(q_{1}(t), p_{1}(t)\right)$. More specifically, we write

$$
\begin{equation*}
\mathcal{V}_{1}\left(q_{1}(t), p_{1}(t)\right)=\left\langle\varphi_{1}(t)\right| \hat{V}_{1}\left|\varphi_{1}(t)\right\rangle[1-\varepsilon(t)] \tag{46}
\end{equation*}
$$

under the assumption that $\varepsilon(t)$ is in some suitable sense "small." Here, $q_{1}(t)$ and $p_{1}(t)$ are the solutions of the equations of motion generated by an effective classical Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{CQ}}^{\mathrm{eff}}=\mathcal{H}_{1}+\lambda \mathcal{V}_{1}\left\langle\varphi_{2}\right| \hat{V}_{2}\left|\varphi_{2}\right\rangle \tag{47}
\end{equation*}
$$

This classical Hamiltonian is obtained by replacing the subsystem 1 quantum operators in the expression (47) for $\hat{H}_{1}^{\text {eff }}$ by their classical counterparts. To complete the picture,
we demand that the state vector for subsystem 2 evolves via the Hamiltonian operator

$$
\begin{equation*}
\hat{H}_{\mathrm{CQ}}^{\mathrm{eff}}=\hat{H}_{2}+\lambda \mathcal{V}_{1} \hat{V}_{2} . \tag{48}
\end{equation*}
$$

Here, $\hat{H}_{\mathrm{CQ}}^{\mathrm{eff}}$ has been obtained by substituting (46) into the expression (41) for $\hat{H}_{2}^{\text {eff }}$ in the product state approximation and neglecting $\varepsilon(t)$.

We pause here to emphasize that the smallness of $|\varepsilon(t)|$ does not necessarily follow from a $\lambda \ll 1$ approximation; that is, we expect $\lim _{\lambda \rightarrow 0}|\varepsilon(t)| \neq 0$. The demand that $|\varepsilon(t)|$ is small is really a requirement that the quantum corrections to the classical dynamics of subsystem 1 are small irrespective of the size of $\lambda$, which in turn depends crucially on the nature of the initial quantum state $\left|\varphi_{1}\right\rangle$ of subsystem 1. Quantifying the conditions under which $\varepsilon(t) \mid$ is small is a subtle problem that we return to in Sec. IV C below.

Explicitly, the complete equations of motion for the system in this classical-quantum approximation are

$$
\begin{align*}
\partial_{t} q_{1} & =\left\{q_{1}, \mathcal{H}_{\mathrm{CQ}}^{\mathrm{eff}}\right\}, \quad \partial_{t} p_{1}=\left\{p_{1}, \mathcal{H}_{\mathrm{CQ}}^{\mathrm{eff}}\right\},  \tag{49a}\\
i \partial_{t}\left|\varphi_{2}(t)\right\rangle & =\hat{H}_{\mathrm{CQ}}^{\mathrm{eff}}\left|\varphi_{2}(t)\right\rangle \tag{49b}
\end{align*}
$$

If we again make use of the expansion (43) of the state vector into eigenstates of $\hat{H}_{2}$, we obtain

$$
\begin{align*}
\partial_{t} q_{1} & =+\partial_{p_{1}} \mathcal{H}_{1}+\lambda\left(\mathbf{z}^{\dagger} V_{2} \mathbf{z}\right) \partial_{p_{1}} \mathcal{V}_{1}  \tag{50a}\\
\partial_{t} p_{1} & =-\partial_{q_{1}} \mathcal{H}_{1}-\lambda\left(\mathbf{z}^{\dagger} V_{2} \mathbf{z}\right) \partial_{q_{1}} \mathcal{V}_{1}  \tag{50b}\\
i \partial_{t} \mathbf{z} & =H_{2} \mathbf{z}+\lambda \mathcal{V}_{1} V_{2} \mathbf{z} \tag{50c}
\end{align*}
$$

Equation (50) comprise 2 real and $d_{2}$ complex nonlinear ordinary differential equations that completely specify the system dynamics.

Once Eq. (50) have been solved, the density matrix for oscillator 2 and the expectation value of any operator $\hat{A}_{2}: \mathcal{H}_{2} \rightarrow \mathcal{H}_{2}$ is given by

$$
\begin{equation*}
\rho_{\mathrm{CQ}}(t)=\mathbf{z}(t) \mathbf{z}^{\dagger}(t), \quad\left\langle A_{2}(t)\right\rangle=\operatorname{Tr}\left[\rho_{\mathrm{CQ}}(t) A_{2}\right] . \tag{51}
\end{equation*}
$$

This density matrix will evolve according to the von Neumann equation $i \partial_{t} \rho_{\mathrm{CQ}}=\left[H_{\mathrm{CQ}}^{\mathrm{eff}}, \rho_{\mathrm{CQ}}\right]$, or

$$
\begin{equation*}
i \partial_{t} \rho_{\mathrm{CQ}}=\left[H_{2}+\lambda \mathcal{V}_{1} V_{2}, \rho_{\mathrm{CQ}}\right] \tag{52}
\end{equation*}
$$

## C. Classical-classical (CC) approximation

The CC approximation is the logical extension of the CQ approximation. We assume it is reasonable to treat all the system's degrees of freedom classically. The Hamiltonian is just the full classical Hamiltonian (4), and the equations of motion are Hamilton's equations:

$$
\begin{array}{ll}
\partial_{t} q_{1}=\left\{q_{1}, \mathcal{H}\right\}, & \partial_{t} p_{1}=\left\{p_{1}, \mathcal{H}\right\}, \\
\partial_{t} q_{2}=\left\{q_{2}, \mathcal{H}\right\}, & \partial_{t} p_{2}=\left\{p_{2}, \mathcal{H}\right\} . \tag{53}
\end{array}
$$

These represent four real nonlinear differential equations that describe the system dynamics.

## D. Classical background approximation

One can obtain a different approximation from the CQ formalism by assuming that the backreaction of the quantum system on the classical system is negligibly small. Practically, this involves neglecting the terms proportional to $\lambda$ in the classical part of the CQ equations of motion (50):

$$
\begin{align*}
& \partial_{t} q_{1}=+\partial_{p_{1}} \mathcal{H}_{1},  \tag{54a}\\
& \partial_{t} p_{1}=-\partial_{q_{1}} \mathcal{H}_{1},  \tag{54b}\\
& i \partial_{t} \mathbf{z}=H_{2} \mathbf{z}+\lambda \mathcal{V}_{1} V_{2} \mathbf{z} . \tag{54c}
\end{align*}
$$

This is expected to be reasonable if the energy stored in subsystem 1 is significantly larger than the interaction energy. This is quite similar to the Born-Oppenheimer approximation discussed in Sec. I. In fact, Eq. (54) are really the analogs of the semiclassical Einstein equations without backreaction (1) for our bipartite system (4). However, the path to arriving to these equations via the Born-Oppenheimer approximation is distinct from what we have presented above in several subtle ways. In Appendix C, we show how to arrive at (54) using the Born-Oppenheimer approximation in the situation when each of subsystem 1 and 2 correspond to particles moving in one-dimensional potentials.

## E. Conservation of energy and probability via alternative Hamiltonians

It it interesting to note that the dynamical systems governing the system's evolution in the fully quantumquantum formalism (12), the product state approximation (45), and the classical-quantum approximation (50) can each be derived directly from alternative Hamiltonians. For the quantum-quantum case, we can define an alternative Hamiltonian by the expectation value of the Hamiltonian operator:

$$
\begin{equation*}
\mathfrak{H}_{\mathrm{QQ}}=\langle\psi(t)| \hat{H}|\psi(t)\rangle . \tag{55}
\end{equation*}
$$

Using the state expansion (9), we find

$$
\begin{equation*}
\mathfrak{H}_{\mathrm{QQ}}=\operatorname{Tr}\left(Z^{\dagger} H_{1} Z\right)+\operatorname{Tr}\left(Z H_{2}^{\mathrm{T}} Z^{\dagger}\right)+\lambda \operatorname{Tr}\left(V_{1} Z V_{2}^{\mathrm{T}} Z^{\dagger}\right) \tag{56}
\end{equation*}
$$

If we assume the Poisson brackets

$$
\begin{equation*}
\left\{z_{n m}, z_{n^{\prime} m^{\prime}}^{*}\right\}=-i \delta_{n n^{\prime}} \delta_{m m^{\prime}} \tag{57}
\end{equation*}
$$

then we see that the ordinary expression for time evolution

$$
\begin{equation*}
\partial_{t} z_{n m}=\left\{z_{n m}, \mathfrak{H}_{\mathrm{QQ}}\right\} \tag{58}
\end{equation*}
$$

is equivalent to the Eq. (12); hence, the dynamical system (12) is Hamiltonian.

For the product state approximation, an alternative Hamiltonian is defined by

$$
\begin{equation*}
\mathfrak{S}_{\mathrm{PS}}=\mathbf{w}^{\dagger} H_{1} \mathbf{w}+\mathbf{z}^{\dagger} H_{2} \mathbf{z}+\lambda\left(\mathbf{w}^{\dagger} V_{1} \mathbf{w}\right)\left(\mathbf{z}^{\dagger} V_{2} \mathbf{z}\right) \tag{59}
\end{equation*}
$$

which can be obtained from (56) under the assumption that $Z \approx \mathbf{w} \mathbf{z}^{\mathrm{T}}$. The Poisson brackets

$$
\begin{equation*}
\left\{w_{n}, w_{n^{\prime}}^{*}\right\}=-i \delta_{n n^{\prime}}, \quad\left\{z_{m}, z_{m^{\prime}}^{*}\right\}=-i \delta_{m m^{\prime}} \tag{60}
\end{equation*}
$$

combined with

$$
\begin{equation*}
\partial_{t} w_{n}=\left\{w_{n}, \mathfrak{H}_{\mathrm{PS}}\right\}, \quad \partial_{t} z_{m}=\left\{z_{m}, \mathfrak{H}_{\mathrm{PS}}\right\} \tag{61}
\end{equation*}
$$

then reproduce (45). Hence, (45) is a Hamiltonian dynamical system.

For the classical-quantum approximation, the alternative Hamiltonian is

$$
\begin{equation*}
\mathfrak{S}_{\mathrm{CQ}}=\mathcal{H}_{1}+\mathbf{z}^{\dagger} H_{2} \mathbf{z}+\lambda \mathcal{V}_{1}\left(\mathbf{z}^{\dagger} V_{2} \mathbf{z}\right), \tag{62}
\end{equation*}
$$

which can be obtained from (59) under the assumption that $\mathbf{w}^{\dagger} H_{1} \mathbf{w} \approx \mathcal{H}_{1}$ and $\mathbf{w}^{\dagger} V_{1} \mathbf{w} \approx \mathcal{V}_{1}$. The Poisson brackets

$$
\begin{equation*}
\left\{z_{m}, z_{m^{\prime}}^{*}\right\}=-i \delta_{m m^{\prime}}, \tag{63}
\end{equation*}
$$

combined with

$$
\begin{align*}
& \partial_{t} q_{1}=\left\{q_{1}, \mathfrak{H}_{\mathrm{CQ}}\right\}, \quad \partial_{t} p_{1}=\left\{p_{1}, \mathfrak{H}_{\mathrm{CQ}}\right\}, \\
& \partial_{t} z_{m}=\left\{z_{m}, \mathfrak{H}_{\mathrm{CQ}}\right\}, \tag{64}
\end{align*}
$$

are equivalent to (50), which implies the dynamical system is Hamiltonian.

All three of the above alternative Hamiltonians are timetranslation invariant, implying that each Hamiltonian is conserved on-shell. This in turn implies conservation of energy in solutions of the quantum-quantum, product-state approximation, and classical-quantum equations of motion. Similarly, each of the Hamiltonians are invariant under phase shifts of the quantum variables:

$$
\begin{align*}
& Z \mapsto e^{i \phi} Z  \tag{65a}\\
&(\mathbf{w}, \mathbf{z}) \mapsto\left(\mathfrak{H}_{\mathrm{QQ}} \mapsto \mathfrak{H}_{\mathrm{QQ}}\right.  \tag{65b}\\
&\left.\mathbf{z} \mapsto{e^{1}}_{\mathbf{w}}, e^{i \phi_{2}} \mathbf{z}\right) \Rightarrow \mathfrak{H}_{\mathrm{PS}} \mapsto \mathfrak{5}_{\mathrm{PS}}  \tag{65c}\\
& \mathbf{z} \Rightarrow \mathfrak{H}_{\mathrm{CQ}} \mapsto \mathfrak{H}_{\mathrm{CQ}}
\end{align*}
$$

Via Noether's theorem, these symmetries imply that the Frobenius norms of $Z, \mathbf{w}$ and $\mathbf{z}$ are conserved on-shell. This
in turn implies the conservation of probability in each calculations ${ }^{5}$; i.e.,

$$
\begin{gather*}
\text { quantum-quantum: } \partial_{t}\langle\psi \mid \psi\rangle=0,  \tag{66a}\\
\text { product-state: } \partial_{t}\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle=\partial_{t}\left\langle\varphi_{2} \mid \varphi_{2}\right\rangle=0,  \tag{66b}\\
\text { classical-quantum: } \partial_{t}\left\langle\varphi_{2} \mid \varphi_{2}\right\rangle=0 \tag{66c}
\end{gather*}
$$

Before moving on, we note that while energy is explicitly conserved in the QQ, product-state, CQ and CC approximations, it will not in be conserved in the classical background approximation as the influence of the classical system on the quantum system takes the form of an external source. That is, the quantum Hamiltonian contains explicit time dependence.

## IV. PERTURBATIVE ANALYSIS

As noted above, the equations of motion for the reduced density matrices in the quantum-quantum case (17) are not closed, but when the coupling is small and if the system is in a nearly product state it is possible to write a selfcontained dynamical system for $\rho_{1}$ and $\rho_{2}$. In this section, we investigate this regime more formally in the context of perturbation theory with the purpose of quantifying the regimes of validity in the product state and classicalquantum approximations.

## A. Interaction picture and perturbative solutions in the quantum-quantum case

In order to analyze the dynamics of the system under the assumption that the coupling is small $\lambda \ll 1$, it will be useful to move from the Schrödinger picture to the interaction picture. Our notation is that an under-tilde denotes the interaction picture version of a given quantity. We define the interaction picture coefficient matrix $\underset{\sim}{Z}$ by

$$
\begin{equation*}
\underset{\sim}{Z}=e^{i H_{1} t} Z e^{i H_{2} t} \tag{67}
\end{equation*}
$$

We also define the interaction picture density matrices via

$$
\begin{align*}
& {\underset{\sim}{\rho}}_{1}=\underset{\sim}{Z} \underset{\sim}{Z}=e^{i H_{1} t} \rho_{1} e^{-i H_{1} t},  \tag{68a}\\
& {\underset{\sim}{\sim}}_{2}={\underset{\sim}{Z}}^{\mathrm{T}}{\underset{\sim}{Z}}^{*}=e^{i H_{2} t} \rho_{2} e^{-i H_{2} t} . \tag{68b}
\end{align*}
$$

[^4]The matrix representations of generic operators $\hat{A}_{1}$ or $\hat{A}_{2}$ on $\mathcal{H}_{1}$ or $\mathcal{H}_{2}$ are, respectively,

$$
\begin{equation*}
{\underset{\sim}{A}}_{1}=e^{i H_{1} t} A_{1} e^{-i H_{1} t}, \quad{\underset{\sim}{A}}_{2}=e^{i H_{2} t} A_{2} e^{-i H_{2} t}, \tag{69}
\end{equation*}
$$

which implies

$$
\begin{align*}
& \left\langle\hat{A}_{1} \otimes \hat{I}_{2}\right\rangle=\operatorname{Tr}\left(\rho_{1} A_{1}\right)=\operatorname{Tr}\left({\underset{\sim}{\rho}}_{1}{\underset{\sim}{A}}_{1}\right),  \tag{70a}\\
& \left\langle\hat{I}_{1} \otimes \hat{A}_{2}\right\rangle=\operatorname{Tr}\left(\rho_{2} A_{2}\right)=\operatorname{Tr}\left(\rho_{\sim}{\underset{\sim}{2}}_{2}\right) . \tag{70b}
\end{align*}
$$

That is, formulas for expectation values are the same in either picture. Finally, we note that $H_{1}=\underset{\sim}{H}$ and $H_{2}=\underset{\sim}{\underset{\sim}{H}}$.

Substituting the above definitions into (12), we find that

$$
\begin{equation*}
i \partial_{t} \underset{\sim}{Z}=\lambda \underset{\sim}{V}{\underset{\sim}{1}}_{\underset{\sim}{Z}}^{V_{2}^{\mathrm{T}}} \tag{71}
\end{equation*}
$$

Similarly, the evolution equations for the interaction picture reduced density matrices are

$$
\begin{align*}
& i \partial_{t} \rho_{\sim}{ }_{1}=\lambda\left[{\underset{\sim}{V}}_{1}, \underset{\sim}{Z} \underset{\sim}{V}{ }_{2}^{\mathrm{T}}{\underset{\sim}{ }}^{\dagger}\right],  \tag{72a}\\
& i \partial_{t} \rho_{\sim}=\lambda\left[{\underset{\sim}{V}}_{2},{\underset{\sim}{Z}}^{\mathrm{T}}{\underset{\sim}{V}}_{1}^{\mathrm{T}}{\underset{\sim}{*}}^{*}\right] \tag{72b}
\end{align*}
$$

We now substitute a perturbative expansion of the coefficient matrix,

$$
\begin{equation*}
\underset{\sim}{Z}={\underset{\sim}{Z}}^{(0)}+\lambda{\underset{\sim}{Z}}^{(1)}+\cdots, \tag{73}
\end{equation*}
$$

into (71). Setting coefficients of different powers of $\lambda$ equal to zero yields

$$
\begin{equation*}
i \partial_{t}{\underset{\sim}{Z}}^{(0)}=0, \quad i \partial_{t}{\underset{\sim}{Z}}^{(k+1)}={\underset{\sim}{V}}_{1}{\underset{\sim}{Z}}^{(k)}{\underset{\sim}{V}}_{2}^{\mathrm{T}} \tag{74}
\end{equation*}
$$

for $k=0,1,2 \ldots$ We assume a product state solution for the zeroth order equation

$$
\begin{equation*}
{\underset{\sim}{Z}}^{(0)}(t)={\underset{\sim}{\mathbf{u}}}_{1}{\underset{\sim}{u}}_{2}^{\mathrm{T}} \tag{75}
\end{equation*}
$$

where ${\underset{\sim}{u}}_{1}$ and $\mathbf{u}_{2}$ are constant column vectors of dimension $d_{1}$ and $d_{2}$, respectively. We also select initial conditions

$$
\begin{equation*}
{\underset{\sim}{Z}}^{(k)}(0)=0, \quad k=1,2,3 \ldots \tag{76}
\end{equation*}
$$

This ensures that the subsystems are unentangled at $t=0$. Then, the solution to the first order equation is

$$
\begin{equation*}
{\underset{\sim}{Z}}^{(1)}(t)=-i \int_{\mathcal{T}} \underset{\sim}{V_{1}^{\prime}}{\underset{\sim}{u}}_{1}^{\mathbf{u}_{\sim}}{\underset{\sim}{\mathbf{u}}}_{2}^{\mathrm{T}}{\underset{\sim}{\prime}}_{2}^{\prime \mathrm{T}}, \tag{77}
\end{equation*}
$$

where here and below we make use of the notation

$$
\begin{align*}
\int_{\mathcal{T}} & =\int_{0}^{t} d t^{\prime}, \quad \iint_{\mathcal{T}^{2}}=\int_{0}^{t} \int_{0}^{t} d t^{\prime} d t^{\prime \prime}, \\
V_{1,2}\left(t^{\prime}\right) & =V_{1,2}^{\prime}, \quad V_{1,2}\left(t^{\prime \prime}\right)=V_{1,2}^{\prime \prime} \tag{78}
\end{align*}
$$

Since the sum (or integral) of outer products of vectors is not in general itself an outer product, we expect that neither ${\underset{\sim}{Z}}^{(1)}(t)$ or $\underset{\sim}{Z}(t)$ will be expressible as an outer product for $t>0$. That is, the system will generally be entangled for all $t>0$.

The expansion (73) implies that the density matrices are of the form

$$
\begin{equation*}
{\underset{\sim}{\rho}}_{1,2}={\underset{\sim}{\rho}}_{1,2}^{(0)}+\lambda \underset{\sim}{\rho}{\underset{1,2}{(1)}}_{(1)}=\cdots, \quad{\underset{\sim}{1}}_{(0)}^{(0)}={\underset{\sim}{u}}_{1,2}{\underset{\sim}{u}}_{1,2}^{\dagger}, \tag{79}
\end{equation*}
$$

with

$$
\begin{equation*}
{\underset{\sim}{\rho}}_{1}^{(k)}(0)=0={\underset{\sim}{2}}_{2}^{(k)}(0), \quad k=1,2,3 \ldots \tag{80}
\end{equation*}
$$

Then, (72) gives

$$
\begin{equation*}
i \partial_{t} \rho_{\sim}^{(1,2}=\operatorname{Tr}\left({\underset{\sim}{\sim}}_{2,1}^{(0)} \underset{\sim}{V} 2,1\right)\left[{\underset{\sim}{V}}_{1,2},{\underset{\sim}{\sim}}_{1,2}^{(0)}\right] \tag{81}
\end{equation*}
$$

These equations allow us to obtain $\rho_{\sim}^{(1)}$ and ${\underset{\sim}{\rho}}_{2}^{(1)}$ via quadratures:

$$
\begin{equation*}
{\underset{\sim}{\rho}}_{1,2}^{(1)}(t)=-i \int_{\mathcal{T}}\left\langle V_{2,1}^{\prime}\right\rangle_{(0)}\left[{\underset{\sim}{V}}_{1,2}^{\prime}, \underset{\sim}{\mathbf{u}} \underset{1,2}{\left.\mathbf{u}_{1,2}^{\dagger}\right] .}\right. \tag{82}
\end{equation*}
$$

Here and below, the (0) subscript indicates evaluation at $\lambda=0$; i.e., when the interaction between the subsystems is neglected.

## B. Scrambling time

In this subsection, we estimate how long after $t=0$ the entanglement between the subsystems remains small and the product state approximation is expected to be valid. We call this timescale the "scrambling time" of the system. Our first step will be to derive bounds on the linear and von Neumann entropies. We begin by noting that the Frobenius norm of matrices is in general the same in the Schrödinger and interaction pictures by Eq. (A3f), which allows us to express the linear entropy as

$$
\begin{equation*}
S_{\mathrm{LIN}}=1-\left\|\rho_{\sim}^{1,2}\right\|_{\mathrm{F}}^{2} \tag{83}
\end{equation*}
$$

We write

$$
\begin{equation*}
\rho_{\sim}^{1,2}=\rho_{\sim}^{(0)}{ }_{1,2}^{(0)}+\lambda \delta{\underset{\sim}{\rho}}_{1,2} \tag{84}
\end{equation*}
$$

where ${\underset{\sim}{\sim}}_{1,2}^{(0)}$ is the leading term in the perturbative $\lambda$ expansion of $\rho_{\sim}^{1,2}$. It then it follows from Eq. (A3c), and the triangle inequality that:

$$
\begin{equation*}
S_{\mathrm{LIN}} \leq 2 \lambda\left\|\delta \rho_{\sim} 1,2\right\|_{\mathrm{F}}\left(1+\frac{1}{2} \lambda\left\|\delta{\underset{\sim}{\rho}}_{1,2}\right\|_{\mathrm{F}}\right) \tag{85}
\end{equation*}
$$

This is exact, but it is useful to re-express it in a less precise form using the perturbative expansions (79):

$$
\begin{equation*}
S_{\mathrm{LIN}} \leq 2 \lambda\left\|\rho_{\sim}^{(1,2}\right\|_{\mathrm{F}}+\mathcal{O}\left(\lambda^{2}\right) \tag{86}
\end{equation*}
$$

Note that this actually represents two distinct upper bounds on $S_{\text {LIN }}$; i.e., one derived from $\left\|\rho_{\sim}^{(1)}\right\|_{\mathrm{F}}$ and another from $\left\|\rho_{\sim}^{(1)}\right\|_{F}$. The two bounds can be combined as

$$
\begin{equation*}
S_{\mathrm{LIN}} \leq 2 \lambda \min \left(\left\|\rho_{\sim}^{(1,2}\right\|_{\mathrm{F}}\right)+\mathcal{O}\left(\lambda^{2}\right) \tag{87}
\end{equation*}
$$

We can also derive a bound on the von Neumann entropy by noting that the singular values $\left\{\chi_{i}\right\}$ of $Z$ are the same as the singular values of $\underset{\sim}{Z}$. We then write

$$
\begin{equation*}
\underset{\sim}{Z}={\underset{\sim}{Z}}^{(0)}+\lambda \delta \underset{\sim}{\underset{\sim}{Z}}, \tag{88}
\end{equation*}
$$

where ${\underset{\sim}{Z}}^{(0)}=\underset{\sim}{\mathbf{u}}{\underset{\sim}{2}}^{\mathbf{u}}$ is the zeroth order term in the perturbative expansion of $\underset{\sim}{Z}$. The singular values of $\underset{\sim}{\mathbf{u}} \underset{\sim}{\mathbf{u}_{2}^{\mathrm{T}}}$ are trivially

$$
\chi_{i}^{(0)}= \begin{cases}1, & i=1  \tag{89}\\ 0, & i=2,3,4 \ldots\end{cases}
$$

Let us now write

$$
\begin{equation*}
\chi_{i}=\chi_{i}^{(0)}+\lambda \delta \chi_{i} \tag{90}
\end{equation*}
$$

Substituting this into the formula (29) for the von Neumann entropy, we obtain

$$
\begin{equation*}
S_{\mathrm{VN}}=-2 \lambda \delta \chi_{1}+\mathcal{O}\left(\lambda^{2} \ln \lambda\right) \tag{91}
\end{equation*}
$$

Now, due to a theorem by Weyl [41], we have

$$
\begin{equation*}
\left|\delta \chi_{1}\right| \leq\|\delta Z\|_{2} \leq\|\delta \underset{\sim}{Z}\|_{\mathrm{F}} \tag{92}
\end{equation*}
$$

Here, $\|\delta \underset{\sim}{Z}\|_{2}$ is the spectral norm of $\delta \underset{\sim}{Z}$. This gives us the following bound on $S_{\mathrm{VN}}$ :

$$
\begin{align*}
S_{\mathrm{VN}} & \leq 2 \lambda\|\delta \underset{\sim}{Z}\|_{\mathrm{F}}+\mathcal{O}\left(\lambda^{2} \ln \lambda\right) \\
& =2 \lambda\left\|{\underset{\sim}{Z}}^{(1)}\right\|_{\mathrm{F}}+\mathcal{O}\left(\lambda^{2} \ln \lambda\right) \tag{93}
\end{align*}
$$

where we have made use of (73) in moving from the first to second lines. We note that in comparing the inequalities (85) and (91), it is useful to make note of the fact that

$$
\begin{equation*}
\left\|\delta \rho_{\sim}^{\rho} 1,2\right\|_{\mathrm{F}} \leq 2\|\delta \underset{\sim}{Z}\|_{\mathrm{F}} \tag{94}
\end{equation*}
$$

which is straightforward to prove. This is consistent with our expectation that $S_{\mathrm{LIN}}<S_{\mathrm{VN}}$.

Comparing the inequalities (87) and (93) with (34) and retaining the leading order terms, we find two conditions to be satisfied for nearly product states:

$$
\begin{equation*}
\lambda \min \left(\left\|{\underset{\sim}{\rho}}_{1,2}^{(1)}\right\|_{\mathrm{F}}\right) \ll 1, \quad \lambda\left\|{\underset{\sim}{Z}}^{(1)}\right\|_{\mathrm{F}} \ll \ln d \tag{95}
\end{equation*}
$$

To analyze these further, we note that an explicit formula for $\left\|{\underset{\sim}{Z}}^{(1)}\right\|_{\mathrm{F}}$ can be obtained from (77):

$$
\begin{equation*}
\left\|{\underset{\sim}{Z}}^{(1)}\right\|_{\mathrm{F}}=\left\{\iint_{\mathcal{T}^{2}}\left\langle V_{1}^{\prime} V_{1}^{\prime \prime}\right\rangle\left\langle V_{2}^{\prime} V_{2}^{\prime \prime}\right\rangle\right\}_{(0)}^{1 / 2} \tag{96}
\end{equation*}
$$

Similarly, (82) yields an expression for $\left\|\rho_{\sim}^{(1,2}\right\|_{\mathrm{F}}^{(1)}$
$\left\|\rho_{\sim}^{(1), 2}\right\|_{\mathrm{F}}=\left\{2 \iint_{\mathcal{T}^{2}}\left\langle V_{2,1}^{\prime}\right\rangle\left\langle V_{2,1}^{\prime \prime}\right\rangle \operatorname{Cov}\left(V_{1,2}^{\prime}, V_{1,2}^{\prime \prime}\right)\right\}_{(0)}^{1 / 2}$.
Here, $\operatorname{Cov}\left(V_{1,2}^{\prime}, V_{1,2}^{\prime \prime}\right)$ is the quantum covariance of $V_{1,2}^{\prime}$ and $V_{1,2}^{\prime \prime}$ :
$\operatorname{Cov}\left(V_{1,2}^{\prime}, V_{1,2}^{\prime \prime}\right)=\frac{1}{2}\left\langle\left\{V_{1,2}^{\prime}, V_{1,2}^{\prime \prime}\right\}\right\rangle-\left\langle V_{1,2}^{\prime}\right\rangle\left\langle V_{1,2}^{\prime \prime}\right\rangle$,
where $\left\{V_{1,2}^{\prime}, V_{1,2}^{\prime \prime}\right\}=V_{1,2}^{\prime} V_{1,2}^{\prime \prime}+V_{1,2}^{\prime \prime} V_{1,2}^{\prime}$ is the anticommutator. This can be written in an alternate form:

$$
\begin{equation*}
\left\|\rho_{\sim}^{(1,2}\right\|_{\mathrm{F}}=\sqrt{2}\left\langle\left[\int_{\mathcal{T}}\left\langle V_{2,1}^{\prime}\right\rangle\left(V_{1,2}^{\prime}-\left\langle V_{1,2}^{\prime}\right\rangle I_{1,2}\right)\right]^{2}\right\rangle_{(0)}^{1 / 2} \tag{99}
\end{equation*}
$$

The integrals (96) and (97) can be bounded by noting that

$$
\begin{gather*}
\left|\left\langle V_{1,2}^{\prime}\right\rangle\right| \leq \sqrt{\left\langle V_{1,2}^{\prime 2}\right\rangle},  \tag{100a}\\
\left|\left\langle V_{1,2}^{\prime} V_{1,2}^{\prime}\right\rangle\right|  \tag{100b}\\
\leq \sqrt{\left\langle V_{1,2}^{\prime 2}\right\rangle\left\langle V_{1,2}^{\prime \prime 2}\right\rangle},  \tag{100c}\\
\left|\operatorname{Cov}\left(V_{1,2}^{\prime}, V_{1,2}^{\prime \prime}\right)\right|
\end{gather*}
$$

with the variance defined as usual:

$$
\begin{equation*}
\operatorname{Var}\left(V_{1,2}^{\prime}\right)=\left\langle V_{1,2}^{\prime 2}\right\rangle-\left\langle V_{1,2}^{\prime}\right\rangle^{2} \tag{101}
\end{equation*}
$$

We obtain

$$
\begin{align*}
& \left\|{\underset{\sim}{Z}}^{(1)}\right\|_{\mathrm{F}} \leq\left\{\int_{\mathcal{T}} \sqrt{\left\langle V_{1}^{\prime 2}\right\rangle\left\langle V_{2}^{\prime 2}\right\rangle}\right\}_{(0)}  \tag{102a}\\
& \left\|{\underset{\sim}{\rho}}_{1,2}^{(1)}\right\|_{\mathrm{F}} \leq\left\{\int_{\mathcal{T}} \sqrt{2\left\langle V_{2,1}^{\prime 2}\right\rangle\left(\left\langle V_{1,2}^{\prime 2}\right\rangle-\left\langle V_{1,2}^{\prime}\right\rangle^{2}\right)}\right\}_{(0)} \tag{102b}
\end{align*}
$$

Then, we see that a sufficient condition for the inequality $S_{\mathrm{VN}} \sim \lambda\left\|{\underset{\sim}{Z}}^{(1)}\right\|_{\mathrm{F}} \ll \ln d$ to be satisfied is

$$
\begin{equation*}
t \ll t_{\mathrm{VN}}, \quad t_{\mathrm{VN}}=\frac{\ln d}{\mathcal{E}_{\mathrm{int}}\left(t_{\mathrm{VN}}\right)} \tag{103}
\end{equation*}
$$

where $\mathcal{E}_{\text {int }}(t)$ is a measure of the average value of an upper bound on the interaction energy between the subsystems over the time interval $[0, t]$ :

$$
\begin{equation*}
\mathcal{E}_{\text {int }}(t)=\frac{\lambda}{t}\left\{\int_{\mathcal{T}} \sqrt{\left\langle V_{1}^{\prime 2}\right\rangle\left\langle V_{2}^{\prime 2}\right\rangle}\right\}_{(0)}=\frac{1}{t}\left\{\int_{\mathcal{T}} \sqrt{\left\langle H_{\mathrm{int}}^{\prime 2}\right\rangle}\right\}_{(0)}, \tag{104}
\end{equation*}
$$

with $\hat{H}_{\text {int }}=\lambda \hat{V}_{1} \otimes \hat{V}_{2}$. Furthermore, a sufficient condition for $S_{\mathrm{LIN}} \sim \lambda \min \left(\left\|\rho_{\sim}^{(1)}\right\|_{\mathrm{F}}\right) \ll 1$ to hold is
$t \ll t_{\mathrm{LIN}}, \quad t_{\mathrm{LIN}}=\frac{1}{\mathcal{E}_{\mathrm{int}}\left(t_{\mathrm{LIN}}\right) \min \left[\mathcal{N}_{1,2}\left(t_{\mathrm{LIN}}\right)\right]}$,
where the functions $\mathcal{N}_{1,2}(t)$ are given by

$$
\begin{equation*}
\mathcal{N}_{1,2}(t)=\left\{\frac{\int_{\mathcal{T}}\left[\left\langle V_{2,1}^{\prime 2}\right\rangle \operatorname{Var}\left(V_{1,2}^{\prime}\right)\right]^{1 / 2}}{\int_{\mathcal{T}}\left[\left\langle V_{1}^{\prime 2}\right\rangle\left\langle V_{2}^{\prime 2}\right\rangle\right]^{1 / 2}}\right\}_{(0)} \tag{106}
\end{equation*}
$$

It is easy to confirm that

$$
\begin{equation*}
\mathcal{N}_{1,2}(t) \in[0,1] \tag{107}
\end{equation*}
$$

and that $\mathcal{N}_{1,2}(t)=0$ implies that $\operatorname{Var}\left(V_{1,2}^{\prime}\right)=0$ for all $t^{\prime} \in[0, t]$. That is, $\mathcal{N}_{1,2}$ essentially measures the degree to which the quantum probability distributions for $V_{1,2}$ are peaked at zero coupling; i.e., the degree of coherence of the state of subsystem 1 or 2 with respect to the $V_{1}$ or $V_{2}$ observable when $\lambda=0$, respectively.

To summarize, the main results of this subsection are (103) and (105), which represent two alternate criterion for the validity of the product state approximation. They both bound the time interval after $t=0$ for which the approximation is expected to hold; i.e., the scrambling time of the system. The inequality derived from the von Neumann entropy (103) is ill-defined in the infinite dimensional case.

The inequality derived from the linear entropy suggests that the temporal regime of validity of the product state approximation will be longer when probability distribution for $V_{1}$ or $V_{2}$ are sharply peaked; i.e., when subsystem 1 or 2 are described by a coherent state at $t=0$.

## C. Discrepancy between the quantum-quantum and classical-quantum calculations

We now turn our attention to the deviations between the quantum-quantum and classical-quantum calculations in the context of small- $\lambda$ perturbation theory. The classicalquantum equations of motion that we will attempt to solve perturbatively are (50) and (52). As in the previous subsection, we will find it useful to work in the interaction picture for the quantum variables:

$$
\begin{equation*}
\underset{\sim}{\mathbf{z}}=e^{i H_{2} t} \mathbf{z}, \quad{\underset{\sim}{\rho}}_{\mathrm{CQ}}=e^{i H_{2} t} \rho_{\mathrm{CQ}} e^{-i H_{2} t} . \tag{108}
\end{equation*}
$$

Furthermore, let us define

$$
\mathbf{Q}=\binom{q_{1}}{p_{1}}, \quad M=\left(\begin{array}{cc}
0 & 1  \tag{109}\\
-1 & 0
\end{array}\right)
$$

In terms of these, the equations of motion are

$$
\begin{align*}
& \partial_{t} \mathbf{Q}=M\left[\operatorname{grad}_{\mathcal{H}_{1}}(\mathbf{Q})+\lambda\left({\underset{\sim}{\mathbf{z}}}^{\dagger}{\underset{\sim}{V}}_{2} \underset{\sim}{\mathbf{z}}\right) \operatorname{grad}_{\mathcal{V}_{1}}(\mathbf{Q})\right],  \tag{110a}\\
& i \partial_{t} \mathbf{z}=\lambda \mathcal{V}_{1}{\underset{\sim}{V}}_{2} \underset{\sim}{\mathbf{z}},  \tag{110b}\\
& i \partial_{t} \rho_{\sim}  \tag{110c}\\
& \mathrm{CQ}=\lambda \mathcal{V}_{1}\left[{\underset{\sim}{V}}_{2},{\underset{\sim}{\sim}}^{\rho_{\mathrm{CQ}}}\right],
\end{align*}
$$

where $\operatorname{grad}_{\mathcal{H}_{1}}(\mathbf{Q})$ and $\operatorname{grad}_{\mathcal{V}_{1}}(\mathbf{Q})$ are the gradients of $\mathcal{H}_{1}$ and $\mathcal{V}_{1}$ evaluated at $\mathbf{Q}$, respectively. We assume the following perturbative expansion:

$$
\begin{gather*}
\mathbf{Q}=\mathbf{Q}^{(0)}+\lambda \mathbf{Q}^{(1)}+\cdots  \tag{111a}\\
\underset{\sim}{\mathbf{z}}={\underset{\sim}{\mathbf{z}}}^{(0)}+\lambda{\underset{\sim}{\mathbf{z}}}^{(1)}+\cdots  \tag{111b}\\
{\underset{\sim}{\rho}}_{\mathrm{CQ}}={\underset{\sim}{\rho}}_{\underset{\mathrm{CQ}}{(0)}+\lambda \rho_{\sim}^{(1)}}^{\mathrm{CQ}}+\cdots \tag{111c}
\end{gather*}
$$

The zeroth order equations of motion are

$$
\begin{align*}
\partial_{t} \mathbf{Q}^{(0)} & =M \operatorname{grad}_{\mathcal{H}_{1}}\left(\mathbf{Q}^{(0)}\right), \\
\partial_{t} \mathbf{z}_{\sim}^{(0)} & =0, \partial_{t} \rho_{\sim}^{(0)}{ }_{\mathrm{CQ}}=0, \tag{112}
\end{align*}
$$

The first equation in (112) states that $\mathbf{Q}^{(0)}$ is just the classical phase space trajectory of subsystem 1 when subsystem 2 is completely neglected. This equation may or may not be easy to solve depending on the exact form of $\mathcal{H}_{1}$. Conversely, the last two equations are always easy to
solve: Assuming that the density matrices for subsystem 2 in the QQ and CQ calculations coincide to zeroth order in $\lambda$,

$$
\begin{equation*}
\underset{\sim}{\rho} \stackrel{(0)}{(0)}=\underset{\sim}{\rho}{ }_{2}^{(0)}, \tag{113}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mathbf{z}_{\sim}^{(0)}={\underset{\sim}{\mathbf{u}}}_{2}, \quad{\underset{\sim}{c}}_{\underset{\mathrm{CQ}}{(0)}={\underset{\sim}{\mathbf{u}}}_{2}{\underset{\sim}{u}}_{2}^{\dagger}, ~}^{\text {un }} \tag{114}
\end{equation*}
$$

with $\mathbf{u}_{2}$ being the same constant column vector appearing in Sec. IVA.

The first order evolution equations for the classical degrees of freedom are of the form

$$
\begin{align*}
\partial_{t} \mathbf{Q}^{(1)} & =M\left[\operatorname{Hess}_{\mathcal{H}_{1}}\left(\mathbf{Q}^{(0)}\right) \mathbf{Q}^{(1)}+\lambda\left\langle V_{2}\right\rangle_{(0)} \operatorname{grad}_{\mathcal{V}_{1}}\left(\mathbf{Q}^{(0)}\right)\right], \\
i \partial_{t} \mathbf{z}^{(1)} & =\lambda \nu_{1}^{(0)}{\underset{\sim}{2}}_{2}{\underset{\sim}{u}}_{2}, \quad i \partial_{t} \rho_{\mathrm{CQ}}^{(1)}=\lambda \nu_{1}^{(0)}\left[{\underset{\sim}{2}}_{2},{\underset{\sim}{u}}_{2}^{\mathbf{u}_{\sim}^{\dagger}}{ }_{2}^{\dagger}\right], \quad(1 \tag{115}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{V}_{1}^{(0)}=\mathcal{V}_{1}\left(\mathbf{Q}^{(0)}\right) \tag{116}
\end{equation*}
$$

and $\operatorname{Hess}_{\mathcal{H}_{1}}\left(\mathbf{Q}^{(0)}\right)$ is the Hessian matrix of $\mathcal{H}_{1}$ evaluated at $\mathbf{Q}^{(0)}$. We can easily solve for the first order density matrix $\rho_{\sim}^{(1)}$ CQ

$$
\begin{equation*}
\rho_{\sim}^{(1)}(t)=-i \int_{\mathcal{T}} \mathcal{V}_{1}^{\prime(0)}\left[{\underset{\sim}{V}}_{2}^{\prime},{\underset{\sim}{u}}_{2}{\underset{\sim}{u}}_{2}^{\dagger}\right] . \tag{117}
\end{equation*}
$$

This is very similar in form to the first order density matrices in the QQ calculation (82). In fact, the difference between the density matrices for subsystem 2 in the QQ and CQ calculations is simply

$$
\begin{align*}
\delta{\underset{\sim}{\rho}}(t) & ={\underset{\sim}{\rho}}_{2}(t)-{\underset{\sim}{\rho}}_{\mathrm{CQ}}(t) \\
& =-i \lambda \int_{\mathcal{T}}\left\{\left\langle V_{1}^{\prime}\right\rangle-\mathcal{V}_{1}^{\prime}\right\}_{0}\left[V_{\sim}^{\prime}{\underset{\sim}{1}}^{\mathbf{u}} \underset{\sim}{2}{\underset{\sim}{u}}_{2}^{\dagger}\right]+\mathcal{O}\left(\lambda^{2}\right) . \tag{118}
\end{align*}
$$

Interestingly, we see that the leading order contribution to $\delta \rho(t)$ is small if $\left\langle V_{1}^{\prime}\right\rangle \approx \mathcal{V}_{1}^{\prime}$ when $\lambda=0$. That is, the
difference between the QQ and CQ density matrices for subsystem 2 will be minimized if the discrepancy between the expectation value of $\hat{V}_{1}$ and its classical value is small at zero coupling.

Now, we define the relative error between observables in the QQ and CQ schemes. As above, suppose $\hat{A}_{1}: \mathcal{H}_{1} \rightarrow$ $\mathcal{H}_{1}$ and $\hat{A}_{2}: \mathcal{H}_{2} \rightarrow \mathcal{H}_{2}$ are generic operators corresponding to the classical phase space functions $\mathcal{A}_{1}=\mathcal{A}_{1}\left(q_{1}, p_{1}\right)$ and $\mathcal{A}_{2}=\mathcal{A}_{2}\left(q_{2}, p_{2}\right)$, respectively. Then, the relative error in the observed value of $\hat{A}_{1}$ is defined as

$$
\begin{equation*}
\Delta A_{1}=\frac{\left\langle A_{1}\right\rangle_{\mathrm{QQ}}-\mathcal{A}_{1, \mathrm{CQ}}}{\left\langle A_{1}\right\rangle_{\mathrm{QQ}}}, \tag{119}
\end{equation*}
$$

where $\left\langle A_{1}\right\rangle_{\mathrm{QQ}}$ is evaluated in the QQ scheme and $\mathcal{A}_{1, \mathrm{CQ}}$ is evaluated in the CQ scheme. The relative error in $\hat{A}_{2}$ is:

$$
\begin{equation*}
\Delta A_{2}=\frac{\left\langle A_{2}\right\rangle_{\mathrm{QQ}}-\left\langle A_{2}\right\rangle_{\mathrm{CQ}}}{\left\langle A_{2}\right\rangle_{\mathrm{QQ}}} . \tag{120}
\end{equation*}
$$

Using the above perturbative expansions, we find

$$
\begin{equation*}
\Delta A_{1}=\left\{\frac{\left\langle A_{1}\right\rangle-\mathcal{A}_{1}}{\left\langle A_{1}\right\rangle}\right\}_{(0)}+\mathcal{O}(\lambda), \tag{121}
\end{equation*}
$$

and
$\Delta A_{2}=-i \lambda\left\{\frac{\int_{\mathcal{T}}\left(\left\langle V_{1}^{\prime}\right\rangle-\mathcal{V}_{1}^{\prime}\right)\left\langle\left[A_{2}^{\prime}, V_{2}^{\prime}\right]\right\rangle}{\left\langle A_{2}\right\rangle}\right\}_{(0)}+\mathcal{O}\left(\lambda^{2}\right)$.
An important point is that $\Delta A_{1}$ does not vanish in the $\lambda \rightarrow 0$ limit. That is, even at zero coupling there will be a discrepancy between the QQ and CQ predictions for the $\hat{A}_{1}$ observable. This is directly due to the fact that subsystem 1 is treated quantum mechanically in the QQ case and classically in the CQ case.

In Eq. (46), we defined a quantity $\varepsilon$ that quantifies the magnitude of the approximation that led from the nearly product state to classical-quantum formalisms. It is fairly easy to confirm that $\varepsilon=\Delta V_{1}+\mathcal{O}(\lambda)$, or, equivalently

$$
\begin{equation*}
\varepsilon=\varepsilon^{(0)}+\mathcal{O}(\lambda), \quad \varepsilon^{(0)}=\left\{\frac{\left\langle V_{1}\right\rangle-\mathcal{V}_{1}}{\left\langle V_{1}\right\rangle}\right\}_{(0)} . \tag{123}
\end{equation*}
$$

If $\lambda \ll 1$, it would appear that a necessary condition for the validity of the CQ approximation is that $\varepsilon^{(0)}$ is small.

We conclude this section by noting that both Eqs. (122) and (123) imply that the CQ approximation gets better the smaller the difference between $\left\langle V_{1}\right\rangle_{0}$ and $\mathcal{V}_{1}^{(0)}$ becomes. This implies that for the CQ approximation to be useful, the initial quantum state of subsystem 1 has to be selected such that the expectation value of $\hat{V}_{1}$ is close to its classical value. We can state this another way by recalling that the generalized Bohr correspondence principle states that, in some limit, there should exist quantum states where expectation values match classical trajectories. Hence, it appears that a necessary condition for the validity of the CQ approximation is the imposition of initial data consistent with the Bohr correspondence principle. Actually finding such data will depend very much on the nature of the unperturbed Hamiltonian $\hat{H}_{1}$. In Sec. V, we concentrate on the case where each subsystem is a simple harmonic oscillator and it is relatively straightforward to find states
consistent with $\left\langle V_{1}\right\rangle_{0} \approx \mathcal{V}_{1}^{(0)}$. In Appendix B, we demonstrate how $|\varepsilon| \ll 1$ can be realized for more general systems where subsystem 1 corresponds to a particle moving in a one-dimensional potential with a sharply peaked wave function.

## V. EXAMPLE: NONLINEARLY COUPLED OSCILLATORS

To illustrate the various computational approaches described above in action, let us focus on a simple model in this section: two simple harmonic oscillators with a nonlinear coupling. We will compare numeric solutions to the equations of motion in the quantum-quantum, classicalquantum, and classical-classical calculation methods. Our motivation is to investigate when the CQ and CC schemes can yield reasonable approximations to the QQ dynamics. We therefore concentrate on quantum initial data that is expected to yield the most "classical" evolution in the absence of coupling; i.e., we will use coherent state initial data for the oscillators whenever applicable.

## A. Hamiltonian and operators

We consider a system of two simple harmonic oscillators with nonlinear coupling. The oscillators are described by canonical position and momentum variables $\left(q_{1}, p_{1}\right)$ and $\left(q_{2}, p_{2}\right)$, respectively. We can define alternative complex coordinates, as usual, by

$$
\begin{equation*}
a=\frac{q_{1}+i p_{1}}{\sqrt{2}}, \quad b=\frac{q_{2}+i p_{2}}{\sqrt{2}} . \tag{124}
\end{equation*}
$$

The relevant nonzero Poisson brackets are

$$
\begin{equation*}
\left\{q_{1}, p_{1}\right\}=\left\{q_{2}, p_{2}\right\}=1, \quad\left\{a, a^{*}\right\}=\left\{b, b^{*}\right\}=-i . \tag{125}
\end{equation*}
$$

All the above variables are assumed to be dimensionless.
The classical Hamiltonian is

$$
\begin{align*}
\mathcal{H} & =\frac{1}{2} \Omega_{1}\left(q_{1}^{2}+p_{1}^{2}\right)+\frac{1}{2} \Omega_{2}\left(q_{2}^{2}+p_{2}^{2}\right)+\lambda \bar{\Omega} q_{1}^{\nu} q_{2}^{\nu} \\
& =\Omega_{1} a a^{*}+\Omega_{2} b b^{*}+2^{-\nu} \lambda \bar{\Omega}\left(a+a^{*}\right)^{\nu}\left(b+b^{*}\right)^{\nu} . \tag{126}
\end{align*}
$$

Here, $\Omega_{1}>0$ and $\Omega_{2}>0$ are the natural frequencies of each oscillator and their arithmetic mean is

$$
\begin{equation*}
\bar{\Omega}=\frac{1}{2}\left(\Omega_{1}+\Omega_{2}\right) . \tag{127}
\end{equation*}
$$

As before, $\lambda$ is a dimensionless coupling parameter, and $\nu=1,2,3, \ldots$ is a positive integer. Note that if $\nu$ is odd, the Hamiltonian is not bounded from below.

For this example, we identify the various components of the classical Hamiltonian defined in Sec. II A as follows:

$$
\begin{array}{ll}
\mathcal{H}_{1}=\Omega_{1} a a^{*}, & \mathcal{V}_{1}=2^{-\nu / 2} \bar{\Omega}^{1 / 2}\left(a+a^{*}\right)^{\nu} \\
\mathcal{H}_{2}=\Omega_{2} b b^{*}, & \mathcal{V}_{2}=2^{-\nu / 2} \bar{\Omega}^{1 / 2}\left(b+b^{*}\right)^{\nu} \tag{128}
\end{array}
$$

with the corresponding quantum operators
$\hat{H}_{1}=\Omega_{1}\left(\hat{a}^{\dagger} \hat{a}+\frac{1}{2}\right), \quad \hat{V}_{1}=2^{-\nu / 2} \bar{\Omega}^{1 / 2}\left(\hat{a}+\hat{a}^{\dagger}\right)^{\nu}$,
$\hat{H}_{2}=\Omega_{2}\left(\hat{b}^{\dagger} \hat{b}+\frac{1}{2}\right), \quad \hat{V}_{2}=2^{-\nu / 2} \bar{\Omega}^{1 / 2}\left(\hat{b}+\hat{b}^{\dagger}\right)^{\nu}$.
with

$$
\begin{equation*}
\left[\hat{a}, \hat{a}^{\dagger}\right]=\left[\hat{b}, \hat{b}^{\dagger}\right]=1 \tag{130}
\end{equation*}
$$

The solution of the eigenvalue problems for $\hat{H}_{1}$ and $\hat{H}_{2}$ are, of course, easy to solve:

$$
\begin{align*}
\hat{H}_{1}|n\rangle & =\Omega_{1}\left(n+\frac{1}{2}\right)|n\rangle,  \tag{131a}\\
\hat{H}_{2}|m\rangle & =\Omega_{2}\left(m+\frac{1}{2}\right)|m\rangle, \tag{131b}
\end{align*}
$$

with $n, m=0,1,2 \ldots$ In these bases, matrix representations of the operators (129) are

$$
\begin{array}{ll}
H_{1}=\Omega_{1}\left(N+\frac{1}{2} I\right), & V_{1}=\bar{\Omega}^{1 / 2} Q^{\nu} \\
H_{2}=\Omega_{2}\left(N+\frac{1}{2} I\right), & V_{2}=\bar{\Omega}^{1 / 2} Q^{\nu} \tag{132}
\end{array}
$$

where $Q$ and $N$ are matrix representations of the position and number operators

$$
Q=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
0 & \sqrt{1} & &  \tag{133}\\
\sqrt{1} & 0 & \sqrt{2} & \\
& \sqrt{2} & 0 & \\
& & & \ddots
\end{array}\right), \quad N=\left(\begin{array}{llll}
0 & & & \\
& 1 & & \\
& & 2 & \\
& & & \ddots
\end{array}\right)
$$

and $I$ is the identity matrix. We will also require the matrix representation of the momentum operator:

$$
P=\frac{1}{\sqrt{2} i}\left(\begin{array}{cccc}
0 & +\sqrt{1} & &  \tag{134}\\
-\sqrt{1} & 0 & +\sqrt{2} & \\
& -\sqrt{2} & 0 & \\
& & & \ddots .
\end{array}\right)
$$

## B. Equations of motion and initial data

## 1. Dimensionless variables

In order to simplify the formulas below, we will normalize all quantities by the mean frequency of the free oscillators $\bar{\Omega}=\frac{1}{2}\left(\Omega_{1}+\Omega_{2}\right)$. A useful dimensionless time variable is then

$$
\begin{equation*}
\tau=\bar{\Omega} t=\frac{1}{2}\left(\Omega_{1}+\Omega_{2}\right) t \tag{135}
\end{equation*}
$$

We define an oscillator asymmetry parameter $\sigma \in(-1,1)$ by
$\sigma=\frac{\Omega_{1}-\Omega_{2}}{\Omega_{1}+\Omega_{2}}, \quad \Omega_{1}=(1+\sigma) \bar{\Omega}, \quad \Omega_{2}=(1-\sigma) \bar{\Omega}$.
In the plots below, all energies are measured in units of $\bar{\Omega}$.

## 2. Quantum-quantum case

In dimensionless form, the dynamical system governing the system's evolution (12) in the quantum-quantum case is explicitly:
$i \dot{Z}=(1+\sigma)\left(N+\frac{1}{2} I\right) Z+(1-\sigma) Z\left(N+\frac{1}{2} I\right)+\lambda Q^{\nu} Z Q^{\nu}$,
where $\dot{Z}=d Z / d \tau$. For all simulations, we will assume that at $\tau=0$ the system is prepared in a product of coherent states for each oscillator. Then,

$$
\begin{equation*}
z_{n m}(0)=\exp \left(-\frac{|\alpha|^{2}+|\beta|^{2}}{2}\right) \frac{\alpha^{n} \beta^{m}}{\sqrt{n!m!}} \tag{138}
\end{equation*}
$$

where $\alpha$ and $\beta$ are dimensionless complex parameters. For convenience, we parametrize these as

$$
\begin{equation*}
\alpha=\sqrt{\frac{\zeta_{1}}{1+\sigma}} e^{i \phi_{1}}, \quad \beta=\sqrt{\frac{\zeta_{2}}{1-\sigma}} e^{i \phi_{2}} \tag{139}
\end{equation*}
$$

where $\zeta_{1}$ and $\zeta_{2}$ are non-negative parameters, and $\phi_{1}$ and $\phi_{2}$ are angles. Unless stated otherwise, we will choose

$$
\begin{equation*}
\phi_{1}=\phi_{2}=\pi / 2 \Rightarrow\left\langle q_{1}(0)\right\rangle=\left\langle q_{2}(0)\right\rangle=0 \tag{140}
\end{equation*}
$$

This choice is expected to minimize the initial value of the interaction energy.

Once we have a solution for $Z(\tau)$ we can calculate the values of various observables and other quantities of interest by using the formulas in Table I. Note that in this table, the oscillator energies are defined as
$E_{1}=\left\langle\hat{H}_{1}\right\rangle, \quad E_{2}=\left\langle\hat{H}_{2}\right\rangle, \quad E_{\text {int }}=\lambda\left\langle\hat{V}_{1} \otimes \hat{V}_{2}\right\rangle$.

TABLE I. Formulas for various observables and other quantities in the quantum-quantum, classical-quantum, and classical-classical schemes for nonlinearly coupled oscillators. Here, "O1" stands for "oscillator 1" and "O2" stands for "oscillator 2." Note that the "zeropoint" energy for each oscillator is the energy of the ground state when the oscillator's evolution is treated quantum mechanically, and zero when the oscillator dynamics are classical. The Wigner matrix $\mathcal{W}(q, p)$ is defined in Sec. V F. Expressions for the initial values of the interaction energy and Wigner distributions are complicated and hence omitted from this table.

|  | Quantum-quantum | Classical-quantum | Classical-classical | Initial value |
| :---: | :---: | :---: | :---: | :---: |
| O1 position $q_{1}$ | $\operatorname{Tr}\left(Z Z^{\dagger} Q\right)$ | $\sqrt{2} \operatorname{Re} a$ | $\sqrt{2} \operatorname{Re} a$ | $\sqrt{2 \zeta_{1} /(1+\sigma)} \cos \phi_{1}$ |
| O 2 position $q_{2}$ | $\operatorname{Tr}\left(Z^{\mathrm{T}} Z^{*} Q\right)$ | $\operatorname{Tr}\left(\mathbf{z z}^{\dagger} Q\right)$ | $\sqrt{2} \mathrm{Re} b$ | $\sqrt{2 \zeta_{2} /(1-\sigma)} \cos \phi_{2}$ |
| O1 momentum $p_{1}$ | $\operatorname{Tr}\left(Z Z^{\dagger} P\right)$ | $\sqrt{2} \operatorname{Im} a$ | $\sqrt{2} \operatorname{Im} a$ | $\sqrt{2 \zeta_{1} /(1+\sigma)} \sin \phi_{1}$ |
| O 2 momentum $p_{2}$ | $\operatorname{Tr}\left(Z^{\mathrm{T}} Z^{*} P\right)$ | $\operatorname{Tr}\left(\mathbf{z z}^{\dagger} P\right)$ | $\sqrt{2} \operatorname{Im} b$ | $\sqrt{2 \zeta_{2} /(1-\sigma)} \sin \phi_{2}$ |
| O1 occupation number $\langle n\rangle$ | $\operatorname{Tr}\left(Z Z^{\dagger} N\right)$ | Not applicable | Not applicable | $\zeta_{1} /(1+\sigma)$ |
| O2 occupation number $\langle m\rangle$ | $\operatorname{Tr}\left(Z^{\text {T }} Z^{*} N\right)$ | $\operatorname{Tr}\left(\mathbf{z z}^{\dagger} N\right)$ | Not applicable | $\zeta_{2} /(1-\sigma)$ |
| $\operatorname{Var}(n)=\left\langle n^{2}\right\rangle-\langle n\rangle^{2}$ | $\operatorname{Tr}\left(Z Z^{\dagger} N^{2}\right)-\operatorname{Tr}^{2}\left(Z Z^{\dagger} N\right)$ | Not applicable | Not applicable | $\zeta_{1} /(1+\sigma)$ |
| $\operatorname{Var}(m)=\left\langle m^{2}\right\rangle-\langle m\rangle^{2}$ | $\operatorname{Tr}\left(Z^{\mathrm{T}} Z^{*} N^{2}\right)-\operatorname{Tr}^{2}\left(Z^{\mathrm{T}} Z^{*} N\right)$ | $\operatorname{Tr}\left(\mathbf{z z}^{\dagger} N^{2}\right)-\operatorname{Tr}^{2}\left(\mathbf{z z}^{\dagger} N\right)$ | Not applicable | $\zeta_{2} /(1-\sigma)$ |
| O1 energy $E_{1} / \bar{\Omega}$ | $(1+\sigma)\left[\operatorname{Tr}\left(Z Z^{\dagger} N\right)+\frac{1}{2}\right]$ | $(1+\sigma) a a^{*}$ | $(1+\sigma) a a^{*}$ | $\zeta_{1}+$ zero-point energy |
| O2 energy $E_{2} / \bar{\Omega}$ | $(1-\sigma)\left[\operatorname{Tr}\left(Z^{\mathrm{T}} Z^{*} N\right)+\frac{1}{2}\right]$ | $(1-\sigma)\left[\operatorname{Tr}\left(\mathbf{z z}^{\dagger} N\right)+\frac{1}{2}\right]$ | $(1-\sigma) b b^{*}$ | $\zeta_{2}+$ zero-point energy |
| interaction energy $E_{\text {int }} / \bar{\Omega}$ | $\lambda \operatorname{Tr}\left(Z^{\dagger} Q^{\nu} Z Q^{\nu}\right)$ | $\lambda(\sqrt{2} \operatorname{Re} a)^{\nu} \operatorname{Tr}\left(\mathbf{z z}^{\dagger} Q^{\nu}\right)$ | $2^{\nu} \lambda(\operatorname{Re} a)^{\nu}(\operatorname{Re} b)^{\nu}$ | ... |
| O1 Wigner distribution | $\operatorname{Tr}\left[Z Z^{\dagger} \mathcal{W}\left(q_{1}, p_{1}\right)\right]$ | Not applicable | Not applicable | $\ldots$ |
| O2 Wigner distribution | $\operatorname{Tr}\left[Z^{\mathrm{T}} Z^{*} \mathcal{W}\left(q_{2}, p_{2}\right)\right]$ | $\operatorname{Tr}\left[\mathbf{z z}^{\dagger} \mathcal{W}\left(q_{2}, p_{2}\right)\right]$ | Not applicable |  |

From the table, we can see that $\zeta_{1}$ and $\zeta_{2}$ are equal to the initial energies of oscillator 1 and 2 above the ground state in units of $\bar{\Omega}$. Once can confirm by explicit calculation that

$$
\begin{equation*}
\partial_{\tau}\left(E_{1}+E_{2}+E_{\text {int }}\right)=0 \tag{142}
\end{equation*}
$$

as expected.

## 3. Classical-quantum case

In dimensionless form, the equations of motion for the classical-quantum case read

$$
\begin{align*}
i \ddot{a} & =(1+\sigma) a+\frac{1}{\sqrt{2}} \lambda \nu(\sqrt{2} \operatorname{Re} a)^{\nu-1} \mathbf{z}^{\dagger} Q^{\nu} \mathbf{z}  \tag{143a}\\
i \dot{\mathbf{z}} & =(1-\sigma)\left(N+\frac{1}{2} I\right) \mathbf{z}+\lambda(\sqrt{2} \operatorname{Re} a)^{\nu} Q^{\nu} \mathbf{z} \tag{143b}
\end{align*}
$$

We parametrize the initial value of $a(\tau)$ as follows:

$$
\begin{equation*}
a(0)=a_{0} e^{i \phi_{1}}, \quad a_{0}=\sqrt{\frac{\zeta_{1}}{1+\sigma}} \tag{144}
\end{equation*}
$$

where $\zeta_{1}$ is a non-negative real parameter. As for the quantum-quantum case above, we take oscillator 2 to be in a coherent state:
$z_{m}(0)=\exp \left(-\frac{|\beta|^{2}}{2}\right) \frac{\beta^{m}}{\sqrt{m!}}, \quad \beta=\sqrt{\frac{\zeta_{2}}{1-\sigma}} e^{i \phi_{2}}$,
where $\zeta_{2}$ is a nonnegative real parameter. Formulas for observables in the case are shown in Table I. These are
similar to the quantum-quantum calculation described above, but not identical. One notable difference is the formulas for the energies:

$$
\begin{equation*}
E_{1}=\mathcal{H}_{1}, E_{2}=\left\langle\hat{H}_{2}\right\rangle, \quad E_{\mathrm{int}}=\lambda \mathcal{V}_{1}\left\langle\hat{V}_{2}\right\rangle \tag{146}
\end{equation*}
$$

As above, we have conservation of the total energy (142). From Table I, we see that $\zeta_{1}$ is the dimensionless initial energy of oscillator 1 , and $\zeta_{2}$ is the dimensionless initial energy of oscillator 2 above the ground state.

## 4. Classical-classical case

For the classical-classical case, the equations of motion in dimensionless form read

$$
\begin{align*}
i \dot{a} & =(1+\sigma) a+2^{\nu-1} \nu \lambda(\operatorname{Re} a)^{\nu-1}(\operatorname{Re} b)^{\nu}  \tag{147a}\\
i \dot{b} & =(1-\sigma) b+2^{\nu-1} \nu \lambda(\operatorname{Re} a)^{\nu}(\operatorname{Re} b)^{\nu-1} \tag{147b}
\end{align*}
$$

We parametrize initial data as

$$
\begin{equation*}
a(0)=\sqrt{\frac{\zeta_{1}}{1+\sigma}} e^{i \phi_{1}}, \quad b(0)=\sqrt{\frac{\zeta_{2}}{1-\sigma}} e^{i \phi_{2}} \tag{148}
\end{equation*}
$$

In this case, the energies are simply

$$
\begin{equation*}
E_{1}=\mathcal{H}_{1}, \quad E_{2}=\mathcal{H}_{2}, \quad E_{\text {int }}=\lambda \mathcal{V}_{1} \mathcal{V}_{2} \tag{149}
\end{equation*}
$$

and we obviously have total energy conservation (142). The initial values of the normalized energies are

$$
\begin{equation*}
E_{1}(0)=\bar{\Omega} \zeta_{1}, \quad E_{2}(0)=\bar{\Omega} \zeta_{2} \tag{150}
\end{equation*}
$$

## C. Sample simulations

In order to obtain approximate numeric solutions of the relevant equations of motion for the quantum-quantum (137) and classical-quantum (143) schemes, it is necessary to truncate the infinite dimensional matrices and vectors. We retain the first $\left(n_{\max }+1\right)$ entries of vectors and the upperleft $\left(n_{\max }+1\right) \times\left(n_{\max }+1\right)$ submatrix of all matrices. We would expect such an approximation to be valid if the statistical distribution of occupation numbers of each oscillator remains below $n_{\max }$ during simulations. For example, in the quantum-quantum case this condition would be

$$
\begin{equation*}
\max [\langle n\rangle+\sqrt{\operatorname{Var}(n)},\langle m\rangle+\sqrt{\operatorname{Var}(m)}]<n_{\max } \tag{151}
\end{equation*}
$$

Heuristically, simulation results appear to be insensitive to the value of $n_{\max }$ if the right-hand side of the above inequality is $\gtrsim 1.5$ times larger than the left-hand side.

In Figs. 1 and 2 we show the results of some typical numeric simulations for the $\nu=2$ case. In Fig. 1, we show simulation outputs for the trajectory of oscillator 2 and the partition of energy in the system as functions of time. In Fig. 2, we show the phase portraits of each oscillator for a number of different parameter combinations. The main qualitative solution to be drawn is that for small coupling, the results of the $\mathrm{CC}, \mathrm{CQ}$, and QQ schemes match up reasonably well, but for higher coupling discrepancies become apparent.

As mentioned above, the simulation results shown in Figs. 1 and 2 are only trustable if the probability distribution for the occupation numbers of each oscillator lie well below the cutoff $n_{\text {max }}$. In Fig. 3, we show the average occupation number and its statistical "standard error" for each oscillator for a number of different simulations. The standard error around the expectation value of the occupation number of oscillator 1 is the interval

$$
\begin{equation*}
[\langle n\rangle-\sqrt{\operatorname{Var}(n)},\langle n\rangle+\sqrt{\operatorname{Var}(n)}] \tag{152}
\end{equation*}
$$

with a similar expression for oscillator 2. We can see in this figure that the uncertainty bands lie well below our selected cutoffs, so we can be confident in the simulation results.

## D. Quantifying error in the $C C$ and $C Q$ approximations

The results in Figs. 1 and 2 strongly suggest that the CC and CQ approximation will give results close to the QQ calculation if $\lambda$ is small and if $t$ is not too large. In this section, we attempt to quantify these observations by introducing definitions for the discrepancy between the different calculation methods as well as the relative error in the CC and CQ schemes.

Before defining the discrepancy and relative error, it is useful to revisit the scrambling time $t_{\mathrm{LIN}}$ introduced in Sec. IV B. Recall that this was the time at which we would estimate that the linear entropy would significantly deviate
from zero for systems with infinite dimensional Hilbert spaces (such as the nonlinearly coupled oscillators of this section). Hence, we expect the product state approximation to break down at $t=t_{\mathrm{LIN}}$, implying that the CC and CQ approximations may cease to be valid. Now, the scrambling time $t_{\text {LIN }}$ is a function of the average interaction energy $\mathcal{E}_{\text {int }}$ and the degree of coherence of each subsystem $\mathcal{N}_{1,2}$. Given that at time $t=0$, each oscillator is prepared in a coherent state, we can use the results presented in Appendix D to explicitly write down formulas for $\mathcal{E}_{\text {int }}$ and $\mathcal{N}_{1,2}$ in terms of integrals of elementary functions. For example, if $\nu=2$, we find that

$$
\begin{align*}
\mathcal{E}_{\text {int }}(t) & =\frac{\lambda \bar{\Omega}}{t} \int_{0}^{t}\left[\left(q_{1}^{\prime 4}+3 q_{1}^{\prime 2}+\frac{3}{4}\right)\left(q_{2}^{\prime 4}+3 q_{2}^{\prime 2}+\frac{3}{4}\right)\right]^{1 / 2} d t^{\prime} \\
\mathcal{N}_{1,2}(t) & =\frac{\int_{0}^{t}\left[\left(q_{1,2}^{\prime 2}+\frac{1}{4}\right)\left(q_{2,1}^{\prime 4}+3 q_{2,1}^{\prime 2}+\frac{3}{4}\right)\right]^{1 / 2} d t^{\prime}}{\int_{0}^{t}\left[\left(q_{1}^{\prime 4}+3 q_{1}^{\prime 2}+\frac{3}{4}\right)\left(q_{2}^{\prime 4}+3 q_{2}^{\prime 2}+\frac{3}{4}\right)\right]^{1 / 2} d t^{\prime}} \tag{153}
\end{align*}
$$

where $q_{1}^{\prime}=q_{1}\left(t^{\prime}\right)$ and $q_{2}^{\prime}=q_{2}\left(t^{\prime}\right)$ are the classical solutions for $q_{1}$ and $q_{2}$ evaluated at time $t^{\prime}$ and at zero coupling:

$$
\begin{align*}
& q_{1}^{\prime}=q_{1}\left(t^{\prime}\right)=\sqrt{2}|\alpha| \cos \left(\Omega_{1} t^{\prime}-\phi_{1}\right)  \tag{154a}\\
& q_{2}^{\prime}=q_{2}\left(t^{\prime}\right)=\sqrt{2}|\beta| \cos \left(\Omega_{2} t^{\prime}-\phi_{2}\right) \tag{154b}
\end{align*}
$$

Here, $\alpha$ and $\beta$ are related to other parameters by Eq. (139). It does not appear to be possible to evaluate the integrals in (153) analytically, but we can easily calculate the scrambling time numerically by solving

$$
\begin{equation*}
1=t_{\mathrm{LIN}} \mathcal{E}_{\mathrm{int}}\left(t_{\mathrm{LIN}}\right) \min \left[\mathcal{N}_{1,2}\left(t_{\mathrm{LIN}}\right)\right] \tag{155}
\end{equation*}
$$

for $t_{\mathrm{LIN}}$. We can derive a very crude estimate of $t_{\mathrm{LIN}}$ for the general $\nu$ case by assuming that $|\alpha| \gg 1$ and $|\beta| \gg 1$, we obtain

$$
\begin{equation*}
\mathcal{E}_{\mathrm{int}} \sim \lambda \bar{\Omega}|\alpha|^{\nu}|\beta|^{\nu}, \quad \mathcal{N}_{1} \sim|\alpha|^{-1}, \quad \mathcal{N}_{2} \sim|\beta|^{-1} \tag{156}
\end{equation*}
$$

which leads to the following rough estimate for the scrambling time

$$
\begin{equation*}
\bar{\Omega} t_{\mathrm{LIN}}=\tau_{\mathrm{LIN}} \sim \frac{\max (|\alpha|,|\beta|)}{\lambda|\alpha|^{\nu}|\beta|^{\nu}} \tag{157}
\end{equation*}
$$

In Fig. 4, we plot numeric solutions in the $\mathrm{CC}, \mathrm{CQ}$, and QQ schemes over time intervals $\tau \in\left[0,2 \tau_{\mathrm{LIN}}\right]$, where we calculate $\tau_{\text {LiN }}$ numerically from (155). We also plot the "discrepancy" between each pair of calculation methods, which is defined as the Euclidean distance in phase space


FIG. 1. Typical numerical simulation results for the classical-classical (CC), classical-quantum (CQ) and quantum-quantum (QQ) schemes for $\nu=2$; i.e., $\mathcal{H}_{\text {int }}=\lambda \bar{\Omega} q_{1}^{2} q_{2}^{2}$. Results on the left are for small coupling $(\lambda=0.001)$, in the middle are for moderate coupling ( $\lambda=0.01$ ) and on the right are for relatively high coupling ( $\lambda=0.1$ ); all other parameters are the same for each panel. In each simulation, the initial energy of oscillator 1 is greater than that of oscillator $2\left(\zeta_{1}>\zeta_{2}\right)$, but each oscillator has identical frequencies $(\sigma=0)$. We see very good qualitative agreement between each of the calculation schemes for $\lambda=0.001$, but the agreement is poor for $\lambda=0.1$. Also, it is apparent that the error in the CC and CQ schemes increases with time.


FIG. 2. Classical-classical (CC), classical-quantum ( CQ ), and quantum-quantum ( QQ ) phase portraits for oscillators 1 and 2 for a number of different parameter choices. We take $\nu=2$ for all simulations. Each row shows results using the same parameters but a different simulation method, while each column shows results for the same calculation scheme, but with different parameters. There is better agreement between all schemes for smaller values of $\lambda$. Interestingly, it is possible for the CC and CQ schemes to gives visually similar results at higher $\lambda$ that are very different than the QQ calculation, as in the last row.


FIG. 3. Expectation value of occupation numbers of oscillator 1 and 2 in the quantum-quantum calculation for various choices of parameters. The shaded regions indicate the quantum uncertainty in the expected values as quantified by the standard error (i.e. the square root of the variances of $n$ and $m$, respectively). In each case the top of the uncertainty bands lie well below our selected value of $n_{\text {max }}$, in indicating that our finite truncation of each oscillator basis should be a valid approximation.
between the expectation value of the system's trajectory in each scheme. More specifically, let us define phase space position vectors for each scheme:

$$
\begin{align*}
& \mathbf{x}_{\mathrm{CC}}=\left[q_{1}^{\mathrm{CC}}, p_{1}^{\mathrm{CC}}, q_{2}^{\mathrm{CC}}, p_{2}^{\mathrm{CC}}\right]^{\mathrm{T}},  \tag{158a}\\
& \mathbf{x}_{\mathrm{CQ}}=\left[q_{1}^{\mathrm{CQ}}, p_{1}^{\mathrm{CQ}},\left\langle q_{2}^{\mathrm{CQ}}\right\rangle,\left\langle p_{2}^{\mathrm{CQ}}\right\rangle\right]^{\mathrm{T}},  \tag{158b}\\
& \mathbf{x}_{\mathrm{QQ}}=\left[\left\langle q_{1}^{\mathrm{QQ}}\right\rangle,\left\langle p_{1}^{\mathrm{QQ}}\right\rangle,\left\langle q_{2}^{\mathrm{QQ}}\right\rangle,\left\langle p_{2}^{\mathrm{QQ}}\right\rangle\right]^{\mathrm{T}} . \tag{158c}
\end{align*}
$$

Then, the discrepancy between each pair of schemes at time $\tau$ is

$$
\begin{align*}
& \text { CC vs CQ discrepancy }=\left\|\mathbf{X}_{\mathrm{CC}}-\mathbf{X}_{\mathrm{CQ}}\right\|_{\mathrm{F}},  \tag{159a}\\
& \mathrm{CC} \text { vs QQ discrepancy }=\left\|\mathbf{X}_{\mathrm{CC}}-\mathbf{X}_{\mathrm{QQ}}\right\|_{\mathrm{F}},  \tag{159b}\\
& \text { CQ vs QQ discrepancy }=\left\|\mathbf{X}_{\mathrm{CQ}}-\mathbf{X}_{\mathrm{QQ}}\right\|_{\mathrm{F}} ; \tag{159c}
\end{align*}
$$

where the Frobenius norm reduces to the usual vector norm in $\mathbb{R}^{4}$. Each of these discrepancy metrics appear to grow with characteristic timescale set by the scrambling time, which is intuitively expected. We see that the discrepancy between the CQ and QQ schemes is generally lowest, implying that the CQ approximation is a good match to the QQ results over the timescales simulated. We also show the behavior of the linear and von Neumann entropies as a function of time in Fig. 4. Again, it appears that the scrambling time is the appropriate timescale for the growth
of entanglement entropy, with $S_{\mathrm{LIN}}$ is of order 0.1 at $\tau=\tau_{\mathrm{LIN}} .{ }^{6}$

For the simulations shown in Fig. 4, we can plot the discrepancy between the CQ and QQ approximations versus the linear entropy; this is shown in Fig. 5. This plot matches the general expectation that as the entanglement entropy of the system increases, the agreement between the CQ and QQ approximation degrades.

In addition to condition that $\tau \ll \tau_{\mathrm{LIN}}$, in order for the classical-quantum approximation to be valid when $\lambda \ll 1$ we also require that $\varepsilon^{(0)}$ is "small." Making use of the definition (123) and the formulas of Appendix D, we can again write down explicit formulas for $\varepsilon^{(0)}$. For example, for $\nu=2$ we get

$$
\begin{equation*}
\varepsilon^{(0)}(t)=\frac{1}{4|\alpha|^{2} \cos ^{2}\left(\Omega_{1} t-\phi_{1}\right)+1}, \tag{160}
\end{equation*}
$$

We see that in the $|\alpha| \rightarrow \infty$ limit, this function goes to zero except for the discrete times satisfying $\Omega_{1} t-\phi_{1}=$ $\pm \pi / 2, \pm 3 \pi / 2 \ldots$ From this, it seems intuitively reasonable that the CQ approximation will become better and better (in some relative sense) as $\zeta_{1} \propto|\alpha|^{2}$ becomes larger and larger. In order to test this intuition, we can define the relative error in the CC and CQ schemes over a given time interval

[^5]

FIG. 4. Numeric solutions in the $\mathrm{CC}, \mathrm{CQ}$, and QQ schemes over time intervals $\tau \in\left[0,2 \tau_{\mathrm{LIN}}\right]$ with $\nu=2$. We expect the product state approximation to break down around $\tau=\tau_{\mathrm{LIN}}$. All plots within a given column have the same $\lambda$, and $\lambda$ increases from left to right. We see in the top row that visual discrepancies between the various scheme are only visible for $\tau \gtrsim \tau_{\mathrm{LIN}}$. In the middle row, we show the discrepancy between each set of simulation results as defined by the Euclidean distance in phases space as a function of time. The discrepancy between the CQ and QQ schemes is always lower that the CC vs CQ and CC vs QQ discrepancies, indicating that the CQ scheme is the better approximation over these timescales. Finally, in the third row, we show the behavior of the von-Neumann and linear entropies in the QQ simulations. As expected, we have $S_{\mathrm{VN}}>S_{\mathrm{LIN}}$, but otherwise the two entropy curves are remarkably similar.


FIG. 5. Discrepancy between CQ and QQ simulation results versus linear entanglement entropy for the simulations shown in 4. The general trend that higher entropy is associated with higher discrepancies is readily apparent, but the correlation is much tighter for smaller coupling.
$\tau \in[0, T]$ as the $L_{2}$ norms of their discrepancy with the QQ results normalized by the $L_{2}$ norm of the QQ phase space trajectory. Explicitly, if

$$
\begin{equation*}
\langle\langle\mathbf{X}\rangle\rangle_{T}=\int_{0}^{T} d \tau\|\mathbf{X}\|_{\mathrm{F}} \tag{161}
\end{equation*}
$$

then

$$
\begin{align*}
& \epsilon_{T}^{\mathrm{CC}}=\frac{\left\langle\left\langle\mathbf{X}_{\mathrm{CC}}-\mathbf{X}_{\mathrm{QQ}}\right\rangle_{T}\right.}{\left\langle\left\langle\mathbf{X}_{\mathrm{QQ}}\right\rangle_{T}\right.},  \tag{162a}\\
& \epsilon_{T}^{\mathrm{CQ}}=\frac{\left\langle\left\langle\mathbf{X}_{\mathrm{CQ}}-\mathbf{X}_{\mathrm{QQ}}\right\rangle_{T}\right.}{\left\langle\left\langle\mathbf{X}_{\mathrm{QQ}}\right\rangle_{T}\right.}, \tag{162b}
\end{align*}
$$

respectively. In Fig. 6, we show the relative size of these errors in the $\left(\zeta_{1}, \zeta_{2}\right)$ plane for a particular choice of parameters. In this plot, it can be clearly seen that the


FIG. 6. Bubble plots comparing the relative errors in the CC and CQ approximations for $\nu=2$ simulations over the time interval $\tau \in[0,6 \pi]$ as a function of the oscillator initial energies $\left(\zeta_{1}, \zeta_{2}\right)$. All results assume $\nu=2$ and use $n_{\max }=35$. The areas of each bubble is proportional to the quantity it represents. In the top panel we see that the relative error in the CC approximation is bigger than that of the CQ approximation for all parameters simulated. In the bottom panel, we see that the accuracy advantage in the CQ approximation is largest when $\zeta_{1}$ is big and $\zeta_{2}$ is small; i.e., when the initial energy of oscillator 1 is high and that of oscillator 2 is low.

CQ approximation performs much better than the CC approximation when $\zeta_{1}>\zeta_{2}$, which supports our intuition that the CQ approximation should be appropriate when oscillator 1 has high energy.

We have calculated the errors in the CC and CQ schemes over a rectangular region of the $\left(\lambda, \sigma, \zeta_{1}, \zeta_{2}\right)$ parameter space for the $\nu=2$ coupling. Some of the results are shown in Fig. 7. From this figure and results not shown, we make the following qualitative observations:
(i) At sufficiently small coupling, the errors in both the CC and CQ scheme are proportional to $\lambda$.
(ii) For most parameters, the CQ scheme results in smaller errors than the CC scheme. Exceptions occur when the frequency asymmetry $\sigma$ approaches 1 or when the initial energy in oscillator 2 is large compared to the initial energy in oscillator 1.
(iii) The error in the CQ scheme tends to increase with increasing $\sigma$, while the error in the CC scheme is fairly insensitive to the frequency asymmetry.
(iv) The accuracy of the CQ scheme improves when the initial energy of oscillator 2 is less that the initial energy in oscillator 1.
(v) The accuracy of the CC scheme improves when the initial energies in each oscillator become large.

## E. Parametric resonance

Parametric resonance is an important classical phenomena that this system can exhibit when $\nu=2$. This effect allows for the efficient exchange of energy between the oscillators at small coupling. To see how this comes about, consider the classical equation of motion (147) under the assumption that the amplitude of one of the oscillators (say, oscillator 2 ) is very small:

$$
\begin{equation*}
\lambda|b| \ll 1 . \tag{163}
\end{equation*}
$$

Under this assumption, the equation of motion for the other oscillator is easily solvable:

$$
\begin{equation*}
i \dot{a} \approx(1+\sigma) a \Rightarrow a=|\alpha| e^{i(1+\sigma) t} . \tag{164}
\end{equation*}
$$

If we substitute this into the equation of motion for the other oscillator, we can derive a second order equation for $q_{2}=\sqrt{2} \operatorname{Re} b$ under the assumption that

$$
\begin{equation*}
\lambda|\alpha|^{2} \ll 1-\sigma . \tag{165}
\end{equation*}
$$

We find that

$$
\begin{equation*}
\frac{d^{2} q_{2}}{d T^{2}}+(1+h \cos \omega T) q_{2}=0 \tag{166}
\end{equation*}
$$

with
$T=(1-\sigma) \tau, \quad \omega=2\left(\frac{1+\sigma}{1-\sigma}\right), \quad h=\frac{2|\alpha|^{2} \lambda}{1-\sigma}$.
Equation (166) is the Mathieu equation, and the properties of its solutions are well known. In particular, when $h \ll 1$, we have exponentially growing solutions whenever $\omega \sim 2 / k$ with $k=1,2,3 \ldots$ The $k=1$ case is the strongest resonance with the fastest rate of exponential growth. In that case, exponentially growing solutions exist when

$$
\begin{equation*}
\left|\omega^{2}-4\right|<2 h \Rightarrow 4|\sigma|<|\alpha|^{2} \lambda, \tag{168}
\end{equation*}
$$



FIG. 7. Errors in the CC and CQ schemes over the time interval $\tau \in[0,6 \pi]$ as a function of parameters. All results assume $\nu=2$ and use $n_{\max }=35$.
assuming that $|\sigma| \ll 1$. This assumption also implies that the growing solutions for $q_{2}$ are of the form

$$
\begin{equation*}
q_{2}=\mathrm{const} \times e^{|\alpha|^{2} \lambda \tau} \cos (\tau-\phi) \tag{169}
\end{equation*}
$$

where $\phi$ is an arbitrary phase. We can read off the timescale for the resonant growth of $q_{2}$ :

$$
\begin{equation*}
\tau_{\mathrm{RES}}=\frac{1}{|\alpha|^{2} \lambda} \tag{170}
\end{equation*}
$$

Comparing this to our estimate for the scrambling timescale (157) when $\nu=2$ and recalling $|b|$ is supposed to be small such that $\max (|\alpha|,|\beta|)=|\alpha|$, we see that

$$
\begin{equation*}
\frac{\tau_{\mathrm{LIN}}}{\tau_{\mathrm{RES}}} \sim \frac{|\alpha|}{|\beta|^{2}} \sim \frac{\zeta_{1}^{1 / 2}}{\zeta_{2}} \tag{171}
\end{equation*}
$$

In order for parametric resonance to occur, we need that the scrambling time be at least the same magnitude as the resonance time. Furthermore, we would expect "more" parametric resonance to occur for larger values of the ratio $\tau_{\text {LIN }} / \tau_{\text {RES }}$. To illustrate what this means, we show several long time numeric simulations for small coupling and $\sigma=0$ in Fig. 8. In each simulation, the classical solution consists of a sinusoidal wave with a periodically modulated amplitude. We see that when the initial energy $\zeta_{1}$ of oscillator 1 is increased, the QQ simulation matches the CC results for a greater number of cycles of amplitude modulation.

## F. Wigner quasiprobability distributions

The Wigner quasiprobability distribution is a useful quantity for visualizing the quantum uncertainty in the phase space trajectory of systems like a simple harmonic oscillator. In this section, we consider the behavior of Wigner distribution of oscillator 2 in both the classicalquantum and quantum-quantum calculations.

For a single harmonic oscillator in one-dimension (or any particle moving in a one-dimensional potential), the Wigner distribution is defined as
$W(q, p ; \tau)=\frac{1}{\pi} \int_{-\infty}^{\infty} d y\langle q-y| \hat{\rho}(\tau)|q+y\rangle e^{-2 i p y}$,
where $\hat{\rho}(\tau)$ is the density matrix operator and $|q \pm y\rangle$ are position eigenstates. Making use of the completeness of the energy eigenfunction basis,

$$
\begin{equation*}
1=\sum_{n}|n\rangle\langle n|, \tag{173}
\end{equation*}
$$

we get

$$
\begin{equation*}
W(q, p ; \tau)=\operatorname{Tr}[\rho(\tau) \mathcal{W}(q, p)] \tag{174}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{W}_{n n^{\prime}}(q, p) & =\frac{1}{\pi} \int_{-\infty}^{\infty} d y \psi_{n^{\prime}}(q-y) \psi_{n}^{*}(q+y) e^{-2 i p y}, \\
{[\rho(\tau)]_{n^{\prime} n} } & =\left\langle n^{\prime}\right| \hat{\rho}(\tau)|n\rangle, \quad \psi_{n}(q)=\langle q \mid n\rangle . \tag{175}
\end{align*}
$$



FIG. 8. Simulations illustrating parametric resonance. In each case, we have selected parameters such that the classical solution exhibits parametric resonance; i.e., the efficient periodic transfer of energy between the oscillators. The parameters for each column are the same except for the initial energy $\zeta_{1}$ of oscillator 1 and the occupation number cutoff $n_{\max }$. We see that as $\zeta_{1}$ is increased, the QQ results match the classical prediction for a greater number of resonant cycles. This is consistent with our expectation that the ratio of the scrambling to resonant timescales satisfies $\tau_{\text {LIN }} / \tau_{\text {RES }} \sim \sqrt{\zeta_{1}} / \zeta_{2}$.

The functions $\psi_{n}(q)$ are merely the ordinary energy eigenfunctions of the simple harmonic oscillator:

$$
\begin{equation*}
\psi_{n}(q)=\frac{1}{\pi^{1 / 4} \sqrt{2^{n} n!}} e^{-q^{2} / 2} H_{n}(q), \tag{176}
\end{equation*}
$$

where $H_{n}(q)$ are the Hermite polynomials. Fortunately, it is straightforward to analytically calculate the entries of the $\mathcal{W}$ matrix using symbolic algebra. Once we have $\mathcal{W}$, the Wigner distribution for the CQ and QQ schemes is readily obtained from (174) after substituting in the correct density matrix (as shown in Table I). As elsewhere in this paper, we need to work in a finite mode truncation to get numerical values for the Wigner function. Due to limitations in available computational resources, the results in this subsection are obtained using $n, n^{\prime} \lesssim 15$.

We show the time evolution of the oscillator 2 CQ and QQ Wigner distributions for a typical simulation in Fig. 9. We see that the phase space profile of oscillator 2 is almost
constant over the time interval $\left[0,8 \tau_{\mathrm{LI}}\right]$. That is, the initial compact distribution associated with the initial coherent state is mostly preserved under time evolution with minor deformation. The situation is much different for the QQ scheme: one can see appreciable blurring of the initial profile at $\tau=2 \tau_{\mathrm{LIN}}$, and by $\tau=8 \tau_{\mathrm{LIN}}$ there has been a significant degree of decoherence.

It is interesting to observe that for many of the simulations we have presented up to this point, the CC and CQ results tend to agree with one another much more than they agree with the QQ calculation for times greater than $\tau_{\mathrm{LIN}}$. This is very striking in Fig. 8, for example. A plausible reason for this is suggested by the Wigner distributions in Fig. 9: since the phase space profile of the initial coherent state is preserved for longer in the CQ calculation and coherent states are known to closely mimic classical dynamics, it makes intuitive sense that the CQ and CC match over longer timescales.


FIG. 9. Comparison of typical classical-quantum and quantumquantum Wigner quasiprobability distributions for oscillator 2 . Simulation parameters are $n_{\max }=25, \nu=2, \sigma=0.2, \lambda=0.01$, $\zeta_{1}=12$, and $\zeta_{2}=2$.

In addition to 9 , we have prepared four video clips showing the evolution of the Wigner distributions, entanglement entropy, and density matrices for both oscillators for several different choices of parameters; these are viewable online [42]. We have also superimposed the classical phase space position of each oscillator on the Wigner distributions (as calculated from the CC formalism) for comparison. For these simulations, we have assumed that subsystem 2 has very low initial energy and that each oscillator has the same frequency.

Video 1: This video shows the moderate coupling case ( $\lambda=0.01$ ) over the time interval $\left[0,6 \tau_{\mathrm{LIN}}\right]$. One can see that the phase space profiles of each oscillator start to become deformed just after one scrambling time. Interestingly, we can see that the reduced density matrix of oscillator 1 starts to become more diagonally dominant at late times, as might be expected in a system that is undergoing decoherence due to interactions with an environment. However, the reduced density matrix of subsystem 2 does not appear to be approaching a diagonal matrix at late times. We also remark that the late time Wigner profiles in the QQ calculation exhibit a much richer structure than the CQ case.
Video 2: This video has the same parameters as video 1, but it is over a shorter time interval $\left[0,2 \tau_{\mathrm{LIN}}\right]$. In this video, we see that the CQ and QQ Wigner distributions of oscillator 2 show good qualitative agreement for early times $\tau \lesssim \tau_{\text {LIN }}$, but start to deviate from each other after. Throughout these simulations, the evolution of each Wigner distribution tracks the classical orbits reasonably well.
Video 3: This video assumes large coupling $(\lambda=1)$ and a relatively long timescale $\left[0,18 \tau_{\mathrm{LIN}}\right]$. In this scenario, the Wigner functions are significantly deformed before either oscillator undergoes a single complete period. Also, there is little qualitative agreement between the CQ and QQ results for oscillator 2 for all $\tau>0$. The CQ-CC discrepancy is visibly larger than the QQ-CC discrepancy for $\tau \gtrsim \tau_{\mathrm{LIN}}$.
Video 4: This video assumes small coupling ( $\lambda=0.001$ ) and evolution up to the scrambling time. One can see that in this case, each oscillator undergoes many coherent oscillations before the Wigner functions begin to lose their initial shape. For all times, the centers of the Wigner distributions coincide with the classical orbits even as they spread out in phase space.

## G. Long time evolution of entanglement entropy

In Fig. 10, we show the von Neumann entropy as a function of time from a number of quantum-quantum simulations with different choices of coupling power $\nu$.


FIG. 10. Entanglement entropy for long time QQ simulation of the system with coherent state initial data for a variety of couplings. In each case, we assume identical oscillators $(\sigma=0)$ and equal initial energies for each oscillator ( $\zeta_{1}=\zeta_{2}$ ) such the total energy of system is $E_{\text {tot }}=2 \zeta_{1}+1=2 \zeta_{2}+1$. The top row has coupling power $\nu=2$ (quadratic coupling), the middle row has $\nu=4$ (quartic coupling), while the bottom row has $\nu=6$.

These plots show the system's behavior over timescales much longer than considered in previous sections. After an initial transient period, we see that the von Neumann entropy for all simulations seems to oscillate erratically about an average value. In Fig. 11, we plot the longterm average value of the von Neumann entropy versus the total energy of the oscillators $E_{\text {tot }}$. We observe a rough scaling relationship:

$$
\begin{equation*}
S_{\mathrm{VN}} \sim \frac{2}{3} \ln \left(\frac{E_{\mathrm{tot}}}{\bar{\Omega}}\right) \tag{177}
\end{equation*}
$$

This does seem to hold for several different choices of $\nu$. However, at higher energies it appears to become less and less accurate. It would be very interesting to probe this relation for different examples of bipartite system as well for significantly higher energy. We defer such an investigation to future work.


FIG. 11. Time averaged entanglement entropy versus energy of the simulations shown in Fig. 10.

## VI. CONCLUSIONS AND DISCUSSION

For a broad class of bipartite systems, we presented derivations of the product state and classical-quantum approximations along with their ranges of validity. We did this by providing a weak coupling analysis of the dynamics of the fully quantum system starting from an initial product state. This demonstrated that the product state approximation remains valid for times less than the "scrambling time," which we defined and calculated explicitly. We also showed that the discrepancy between observables in the CQ and QQ cases was directly related to the degree of classicality exhibited by subsystem 1.

We demonstrated this general framework by numerically studying the system of two coupled oscillators interacting via monomial potentials. This example included an application to energy transfer between the two oscillators exhibiting parametric resonance at the fully quantum level, a result in agreement with classical parametric resonance with a suitable choice of initial data and parameters. In the CQ case, this calculation bears some resemblance to the phenomenon of particle creation in dynamical spacetimes where subsystem 1 plays the role of a classical geometry driving creation of quanta in subsystem 2.

Overall, this work provides a deeper understanding of the emergence of a hybrid intermediate regime where a quantum and classical system interact with full nonperturbative "backreaction," together with its range of validity, namely weak coupling and sufficiently short evolution time before increasing entanglement in the QQ system leads to deviation from the CQ dynamics.

Our approach to the CQ dynamics relies crucially on the choice of product state initial data consistent with semiclassical dynamics of subsystem 1 as well as weak coupling between the two systems. In contrast, the BornOppenheimer approximation assumes a large "mass" parameter in the Hamiltonian that separates the bipartite system into "heavy" and "light" subsystems, a measure that is prima facie and thus qualitatively distinct from the hypotheses underlying the calculations presented above. Furthermore, the important variables for assessing the validity of the CQ approximation in our analysis are the initial relative energies of the two systems and not just the mass parameters in the Hamiltonian. More broadly, in comparing our approach to the weak coupling expansion for the Wheeler-DeWitt equation, the coupling parameter is Newton's constant $G$, a feature that may be compared with the ratio of masses in the Born-Oppenheimer approximation. However the starting point of such expansions is not a product state of the type we use, but rather a WKB series ansatz for the WDW equation (see, e.g., [43] for a recent review). Whether this eikonal approach leads to effective Hamiltonians of the type we derive from the product state starting point requires further investigation.

Lastly, the CQ system as formulated here may be viewed as providing a "continuous" monitoring of the quantum
system by a classical system [44], at least within the time frame that the first system's description by a semiclassical state holds and the mutual entanglement is negligible. Beyond this time, as entanglement increases and the state of the first system deviates from semiclassicality, the notion of classical monitoring of a quantum system ceases to be true. Because the degree to which the classical system's trajectory is influenced by the quantum system's behavior and the scrambling time are positively and negatively correlated with the interaction strength, respectively, it is not clear to what extent the classical subsystem is "measuring" the quantum subsystem. That is, we expect that by the time the classical dynamics have been appreciably altered by the quantum dynamics, the entanglement in the system would have grown to the stage where the CQ approximation is no longer valid.

Our analysis is potentially useful for "semiclassical approximations" postulated for gravity-matter systems where gravity is classical and matter is quantum. Such CQ models have been studied in the context of homogeneous isotropic cosmology with a scalar field [45,46]. However, without a quantum theory of gravity, there is no full QQ system beyond simple symmetry reduced models, such as homogeneous cosmology. Nevertheless, our results indicate that there are regimes and states where the CQ system provides a good approximation to QQ dynamics. Thus, application to gravity-matter systems might provide a way to access at least a small sector of the dynamics of quantum gravity beyond the simplest models.

To derive a CQ approximation from quantum gravity, a possible starting point is the Wheeler-deWitt equation (WDE). In its full generality, a derivation of a CQ approximation from the WDE would be technically difficult but may be more accessible in homogeneous cosmological settings where the quantum constraint corresponding to spatial diffeomorphisms is absent and the Hamiltonian constraint is simpler in algebraic form. The main difference from the class of Hamiltonians considered in this paper is the nature of the coupling between matter and gravity-there is matter momentum-metric coupling in addition to matter configuration-metric coupling; a related issue is whether it is even possible to have solution of the Hamiltonian constraint that is a product state. One approach to address the latter problem is to fix a time gauge (cf. Husain and Pawlowski [47]) and work with the corresponding physical Hamiltonian. This has been done in the fully quantum setting for homogeneous cosmology coupled to a dust and scalar field in the dust time gauge [48]; in this setting it was demonstrated that a variety of initial states, product and entangled, lead to entropy saturation at late times. This is a setting where a derivation of the CQ approximation from the QQ system appears to be possible under the conditions we have discussed.

Our work does not address the question of "emergence" of classicality from quantum theory. That is, we do not
expect nearly classical dynamics to be achieved for arbitrary choices of initial data. The notion of a quantum system naturally behaving "classically" at late times possibly requires decoherence, whereby one subsystem may be viewed as an "environment" provided it satisfies the condition that it is approximately nondynamical while the other subsystem's density matrix becomes diagonal dynamically [49]. An environment by its nature should not be a system with one degree of freedom. Thus, the type of bipartite system we discuss is not large enough to address emergence. Whether a QFT coupled to a small quantum system with a few degrees of freedom can induce decoherence of the latter through the type of approximation we deploy is a potential topic for further study.

Another area of further study is the application of the CQ approximation as described here to the gravity-scalar field system in spherical symmetry. This model is well studied classically [50] but remains to be fully studied quantum mechanically [51]. In the QC setting with classical gravity and quantum scalar field, this model could yield interesting insights into semiclassical black hole evolution.

We remark that there are also variational approaches to quantum evolution that produce equations of motion similar to the product state approximation presented in Sec. III A $[52,53]$. In the variational approach, a nonnegative functional of the wave function which vanishes on solutions of the Schrödinger equation is minimized using a product state ansatz. It seems intuitively obvious that the domain of applicability of such approaches is similar to that of the product state approximation in this paper, but confirmation requires a more detailed analysis. We also note that the product state approximations presented here or derived through variational methods may, in some cases, hold for a longer period of time than the CQ approximation; i.e., in situations when entanglement is negligible but subsystem 1 is not in a semiclassical state. Such situations are interesting and worthy of further study.

Finally, our derivation of the classical-quantum approximation from the full quantum theory, together with its regime of validity, provides in principle the possibility of an experimental probe and comparison with postulated stochastic models of classical-quantum interaction (see, e.g., [54] for a recent study). Our work may also be compared to the effective approach where the equations of motion of a truncated set of expectation values of products of phase space variables is used to approximate quantum evolution $[55,56]$.
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## APPENDIX A: FROBENIUS INNER PRODUCT

For two $n \times m$ complex matrices $A$ and $B$, we define the Frobenius inner product as

$$
\begin{equation*}
\langle A, B\rangle_{\mathrm{F}}=\operatorname{Tr}\left(A B^{\dagger}\right) \tag{A1}
\end{equation*}
$$

The Frobenius norm of an $n \times m$ matrix is

$$
\begin{equation*}
\|A\|_{\mathrm{F}}=\sqrt{\langle A, A\rangle_{\mathrm{F}}}=\sqrt{\operatorname{Tr}\left(A A^{\dagger}\right)} \tag{A2}
\end{equation*}
$$

Useful properties include

$$
\begin{gather*}
0 \leq\|A\|_{\mathrm{F}}  \tag{A3a}\\
\|A\|_{\mathrm{F}}=\left\|A^{\dagger}\right\|_{\mathrm{F}}  \tag{A3b}\\
\|A C\|_{\mathrm{F}} \leq\|A\|_{\mathrm{F}}\|C\|_{\mathrm{F}}  \tag{A3c}\\
\mid\langle A, B\rangle_{\mathrm{F}} \leq\|A\|_{\mathrm{F}}\|B\|_{\mathrm{F}}  \tag{A3d}\\
\left\|U M U^{\dagger}\right\|_{\mathrm{F}}  \tag{A3e}\\
=\|M\|_{\mathrm{F}}  \tag{A3f}\\
\|A+B\|_{\mathrm{F}} \leq\|A\|_{\mathrm{F}}+\|B\|_{\mathrm{F}}
\end{gather*}
$$

where $C$ is an $m \times k$ complex matrix, $M$ is an $n \times n$ complex matrix, and $U$ is an $n \times n$ unitary matrix.

## APPENDIX B: CLASSICAL-QUANTUM APPROXIMATION FOR ONE-DIMENSIONAL POTENTIAL PROBLEMS

## 1. Arbitrary potentials

In this appendix, we demonstrate explicitly how the classical-quantum approximation can emerge from the product state approximation in the scenario when the Hamiltonian of subsystem 1 takes the form of a particle moving in a one-dimensional potential. In particular, we assume that

$$
\begin{equation*}
\hat{H}_{1}=\frac{\hat{p}_{1}^{2}}{2 m}+\mathcal{U}\left(\hat{q}_{1}\right), \quad \hat{V}_{1}=\mathcal{V}_{1}\left(\hat{q}_{1}\right) \tag{B1}
\end{equation*}
$$

where, as usual, $\left[\hat{q}_{1}, \hat{p}_{1}\right]=i$ and the main $\mathcal{U}$ and interaction $\mathcal{V}_{1}$ potential functions are real. In the product state approximation described in Sec. III A, the quantum state $\left|\varphi_{1}\right\rangle$ of subsystem 1 satisfies a Schrödinger equation, $i \partial_{t}\left|\varphi_{1}\right\rangle=\hat{H}_{1}^{\text {eff }}\left|\varphi_{1}\right\rangle$, which can be expressed as wave equation for the wave function $\varphi_{1}\left(t, q_{1}\right)$ :

$$
\begin{equation*}
i \frac{\partial \varphi_{1}}{\partial t}=-\frac{1}{2 m} \frac{\partial^{2} \varphi_{1}}{\partial q_{1}^{2}}+\left[\mathcal{U}\left(q_{1}\right)+\lambda \mathcal{V}_{1}\left(q_{1}\right)\left\langle\hat{V}_{2}\right\rangle\right] \varphi_{1} \tag{B2}
\end{equation*}
$$

In this expression, $\left\langle\hat{V}_{2}\right\rangle=\left\langle\hat{V}_{2}(t)\right\rangle$ is the expectation value of $\hat{V}_{2}$ as obtained from the solution of effective Schrödinger equation for subsystem 2; i.e., $i \partial_{t}\left|\varphi_{2}\right\rangle=\hat{H}_{2}^{\text {eff }}\left|\varphi_{2}\right\rangle$. In this appendix, we will make no special assumptions about the form of $\hat{H}_{2}$; that is, we do not assume that subsystem 2 is also a particle moving in a one-dimensional potential.

We now assume that $\varphi$ is a sharply peaked function centered about $q_{1}=Q_{1}(t)$. More specifically, we adopt the same ansatz as in the seminal work of Heller [39] on timedependent semiclassical dynamics:

$$
\begin{equation*}
\varphi_{1}=\left(\frac{2}{\pi}\right)^{1 / 4} e^{i \gamma(t)} e^{i P_{1}(t)\left[q_{1}-Q_{1}(t)\right]} e^{i \Sigma(t)\left[q_{1}-Q_{1}(t)\right]^{2}} \tag{B3}
\end{equation*}
$$

Here, $Q_{1}(t)$ and $P_{1}(t)$ are real while $\gamma(t)$ and $\Sigma(t)$ are complex. In order to satisfy the sharply peaked requirement, we assume that $\operatorname{Im} \Sigma$ is a large quantity (in a sense we will define more precisely below). In order to ensure that $\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle=\int_{-\infty}^{\infty} d q_{1} \varphi_{1}^{*} \varphi_{1}=1$, we impose the condition

$$
\begin{equation*}
0<\operatorname{Im} \Sigma=\exp (-4 \operatorname{Im} \gamma) \tag{B4}
\end{equation*}
$$

For this wave function, the expectation values of $q_{1}$ and $p_{1}$ are given exactly as

$$
\begin{equation*}
\left\langle q_{1}\right\rangle=Q_{1}(t), \quad\left\langle p_{1}\right\rangle=P_{1}(t) . \tag{B5}
\end{equation*}
$$

Furthermore, the expectation value of any smooth function $f$ of $q_{1}$ can be expressed in terms of the derivatives of $f$ evaluated at $Q_{1}(t)$ :

$$
\begin{align*}
\left\langle f\left(q_{1}\right)\right\rangle= & f\left(Q_{1}\right)\left\{1+\frac{f^{[2]}\left(Q_{1}\right)}{8 f\left(Q_{1}\right) \operatorname{Im} \Sigma}+\frac{f^{[4]}\left(Q_{1}\right)}{128 f\left(Q_{1}\right)(\operatorname{Im} \Sigma)^{2}}\right. \\
& \left.+\mathcal{O}\left[\frac{f^{[6]}\left(Q_{1}\right)}{f\left(Q_{1}\right)(\operatorname{Im} \Sigma)^{3}}\right]\right\}, \tag{B6}
\end{align*}
$$

where $f^{[n]}\left(Q_{1}(t)\right)$ is the $n$th derivative of $f$ evaluated at $Q_{1}(t)$.

We can apply the Ehrenfest theorem to subsystem 1, something which yields equations of motion for the expectation values of $q_{1}$ and $p_{1}$ :

$$
\begin{align*}
\frac{d\left\langle q_{1}\right\rangle}{d t} & =\frac{\left\langle p_{1}\right\rangle}{m}  \tag{B7a}\\
\frac{d\left\langle p_{1}\right\rangle}{d t} & =-\left\langle\frac{d \mathcal{U}}{d q_{1}}\right\rangle-\lambda\left\langle\hat{V}_{2}\right\rangle\left\langle\frac{d \mathcal{V}_{1}}{d q_{1}}\right\rangle \tag{B7b}
\end{align*}
$$

Making use of Eqs. (B5) and (B6), we could rewrite these as

$$
\begin{equation*}
\frac{d Q_{1}}{d t}=\frac{P_{1}}{m} \tag{B8a}
\end{equation*}
$$

$$
\begin{align*}
\frac{d P_{1}}{d t}= & -\mathcal{U}^{[1]}\left(Q_{1}\right)\left\{1+\mathcal{O}\left[\frac{\mathcal{U}^{[3]}\left(Q_{1}\right)}{\mathcal{U}^{[1]}\left(Q_{1}\right) \operatorname{Im} \Sigma}\right]\right\} \\
& -\lambda \mathcal{V}_{1}^{[1]}\left(Q_{1}\right)\left\langle\hat{V}_{2}\right\rangle\left\{1+\mathcal{O}\left[\frac{\mathcal{V}^{[3]}\left(Q_{1}\right)}{\mathcal{V}^{[1]}\left(Q_{1}\right) \operatorname{Im} \Sigma}\right]\right\} . \tag{B8b}
\end{align*}
$$

These equations are exact in the sense that they hold if $\varphi_{1}$ is an exact solution of (B2). We now demand that the width of the state $\propto(\operatorname{Im} \Sigma)^{-1 / 2}$ is small compared to the third and higher derivatives of the potential and interaction functions

$$
\begin{equation*}
\left|\frac{\mathcal{U}^{[2 n-1]}\left(Q_{1}\right)}{\mathcal{U}^{[1]}\left(Q_{1}\right)}\right| \ll(\operatorname{Im} \Sigma)^{n}, \quad\left|\frac{\mathcal{V}_{1}^{[2 n-1]}\left(Q_{1}\right)}{\mathcal{V}_{1}^{[1]}\left(Q_{1}\right)}\right| \ll(\operatorname{Im} \Sigma)^{n} \tag{B9}
\end{equation*}
$$

for $n=1,2,3 \ldots$ Under these circumstances, we can clearly see the central values of our wave packet will evolve according to a dynamical system generated by the effective classical Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{CQ}}^{\mathrm{eff}}=\frac{P_{1}^{2}}{2 m}+\mathcal{U}\left(Q_{1}\right)+\lambda \mathcal{V}_{1}\left(Q_{1}\right)\left\langle\hat{V}_{2}\right\rangle \tag{B10}
\end{equation*}
$$

This is exactly the subsystem 1 classical-quantum Hamiltonian (47) introduced in Sec. III B with our assumed form of $\hat{H}_{1}$ and $\hat{V}_{1}$.

Now, while we can always select initial data for $\varphi_{1}$ such that $\operatorname{Im} \Sigma$ is large for some period, we generally expect the wave packet to spread such that the error terms in (B8b) become non-negligible at late times. In order to determine the rate of spreading, we need to impose the requirement that (B3) is an approximate solution of the wave equation when the width of the wave packet is much smaller than the scale of variation of $\mathcal{U}\left(q_{1}\right)$ and $\mathcal{V}\left(q_{1}\right)$. More specifically, we assume that it is legitimate to describe $U$ and $V_{1}$ with a quadratic approximation in some neighborhood of size $\sim(\operatorname{Im} \Sigma)^{-1 / 2}$ about the peak value of $\varphi_{1}$. We begin by substituting the wave function ansatz (B3) directly into the wave equation (B2) as well as series expansions of $\mathcal{U}$ and $\mathcal{V}_{1}$ about $q_{1}=Q_{1}$; i.e.,

$$
\begin{align*}
\mathcal{U}\left(q_{1}\right)= & \mathcal{U}\left(Q_{1}\right)+\mathcal{U}^{[1]}\left(Q_{1}\right)\left(q_{1}-Q_{1}\right) \\
& +\frac{1}{2!} \mathcal{U}^{[2]}\left(Q_{1}\right)\left(q_{1}-Q_{1}\right)^{2}+\cdots \tag{B11}
\end{align*}
$$

with a similar expression for $\mathcal{V}_{1}$. Then, equating coefficients of $\left(q_{1}-Q_{1}\right)^{0},\left(q_{1}-Q_{1}\right)^{1}$, and $\left(q_{1}-Q_{1}\right)^{2}$ on the left- and right-hand sides of the resulting expression, we obtain approximate ordinary differential equations for $\gamma, \Sigma$, and $P_{1}$. Along with Eq. (B8a), this gives a complete dynamical system for $\left\{Q_{1}, P_{1}, \gamma, \Sigma\right\}$ :

$$
\begin{equation*}
\frac{d Q_{1}}{d t}=\frac{P_{1}}{m} \tag{B12a}
\end{equation*}
$$

$$
\begin{align*}
& \frac{d P_{1}}{d t}=-\mathcal{U}^{[1]}\left(Q_{1}\right)-\lambda\left\langle V_{2}\right\rangle \mathcal{V}_{1}^{[1]}\left(Q_{1}\right),  \tag{B12b}\\
& \frac{d \gamma}{d t}=\frac{P_{1}^{2}}{2 m}+\frac{i \Sigma}{m}-\mathcal{U}\left(Q_{1}\right)-\lambda \mathcal{V}_{1}\left(Q_{1}\right)\left\langle V_{2}\right\rangle,  \tag{B12c}\\
& \frac{d \Sigma}{d t}=-\frac{2 \Sigma^{2}}{m}-\frac{\mathcal{U}^{[2]}\left(Q_{1}\right)+\lambda \mathcal{V}_{1}^{[2]}\left(Q_{1}\right)\left\langle V_{2}\right\rangle}{2} . \tag{B12d}
\end{align*}
$$

If $\left\{Q_{1}, P_{1}, \gamma, \Sigma\right\}$ satisfy these equations and the wave packet width is small, then we expect that (B3) is a good approximate solution to (B2). To confirm this, we can calculate the norm of the difference between the left- and right-hand sides of (B2) when (B12) is enforced:

$$
\begin{align*}
& \int_{-\infty}^{\infty} \left\lvert\,\left\{i \partial_{t}+\frac{\left.\partial_{q_{1}}^{2}-\mathcal{U}\left(q_{1}\right)-\lambda \mathcal{V}_{1}\left(q_{1}\right)\left\langle V_{2}\right\rangle\right\}\left.\varphi_{1}\right|^{2} d q_{1}}{2 m}\right.\right. \\
& =\frac{5}{768} \frac{\left[\mathcal{U}^{[3]}\left(Q_{1}\right)+\lambda\left\langle V_{2}\right\rangle \mathcal{V}_{1}^{[3]}\left(Q_{1}\right)\right]^{2}}{(\operatorname{Im} \Sigma)^{3}}+\cdots . \tag{B13}
\end{align*}
$$

Here, the "..." on the right-hand side indicates terms involving higher derivatives of $U$ and $V_{1}$ as well as higher inverse powers of $\operatorname{Im} \Sigma$. Hence, if $\operatorname{Im} \Sigma$ is sufficiently large, $\varphi_{1}$ will be a good approximate solution to the wave equation (B2). In this case, the evolution of the width of the wave packet will be given by (B12d). For particular choices of $\mathcal{U}$ and $\mathcal{V}$, one would need to solve the dynamical system (B12) for $\Sigma(t)$ to determine if and when the conditions (B9) break down. If the conditions do indeed fail over a characteristic timescale when the initial wave packet width is small, that timescale is known as the "Ehrenfest time."

We now turn our attention to subsystem 2. In the product state approximation, its effective Hamiltonian is

$$
\begin{equation*}
\hat{H}_{2}^{\text {eff }}=\hat{H}_{2}+\lambda\left\langle V_{1}\left(q_{1}\right)\right\rangle \hat{V}_{2} . \tag{B14}
\end{equation*}
$$

Making use of (B6), we can rewrite this as

$$
\begin{equation*}
\hat{H}_{2}^{\mathrm{eff}}=\hat{H}_{2}+\frac{\lambda \mathcal{V}_{1}\left(Q_{1}\right) \hat{V}_{2}}{1-\varepsilon}, \tag{B15}
\end{equation*}
$$

where, as in Sec. III B, $\varepsilon$ is given by

$$
\begin{align*}
\varepsilon & =\frac{\left\langle V_{1}\left(q_{1}\right)\right\rangle-\mathcal{V}_{1}\left(Q_{1}\right)}{\left\langle V_{1}\left(q_{1}\right)\right\rangle} \\
& =\frac{\mathcal{V}_{1}^{[2]}\left(Q_{1}\right)}{8 \mathcal{V}_{1}\left(Q_{1}\right) \operatorname{Im} \Sigma}+\mathcal{O}\left[\frac{\mathcal{V}_{1}^{[4]}\left(Q_{1}\right)}{\mathcal{V}_{1}\left(Q_{1}\right)(\operatorname{Im} \Sigma)^{2}}\right] . \tag{B16}
\end{align*}
$$

Hence, if

$$
\begin{equation*}
\left|\frac{\mathcal{V}_{1}^{[2 k]}\left(Q_{1}\right)}{\mathcal{V}_{1}\left(Q_{1}\right)}\right| \ll(\operatorname{Im} \Sigma)^{k}, \quad k=1,2,3 \ldots, \tag{B17}
\end{equation*}
$$

then the $\varepsilon$ term in (B14) can be neglected and subsystem 2 will be governed by the effective Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{CQ}}^{\mathrm{eff}}=\hat{H}_{2}+\lambda \mathcal{V}_{1}\left(Q_{1}\right) \hat{V}_{2} . \tag{B18}
\end{equation*}
$$

We have hence recovered the subsystem 2 classical-quantum Hamiltonian operator (48) of Sec. III B specialized to our choice of $\hat{V}_{1}$.

To summarize, for the particular choices (B1) the sharply-peaked wave-function ansatz (B3) leads us to the conclusion that subsystems 1 and 2 are well described by the coupled classical and quantum Hamiltonians

$$
\begin{align*}
& \mathcal{H}_{\mathrm{CQ}}^{\text {eff }}=P_{1}^{2} /(2 m)+\mathcal{U}\left(Q_{1}\right)+\lambda \mathcal{V}_{1}\left(Q_{1}\right)\left\langle\hat{V}_{2}\right\rangle,  \tag{B19a}\\
& \hat{H}_{\mathrm{CQ}}^{\text {eff }}=\hat{H}_{2}+\lambda \mathcal{V}_{1}\left(Q_{1}\right) \hat{V}_{2} \tag{B19b}
\end{align*}
$$

provided that the conditions (B9) and (B17) hold. Furthermore, the evolution of the width of subsystem 1's wave function will be governed by (B12) as long as the width $(\operatorname{Im} \Sigma)^{-1 / 2}$ is sufficiently small.

## 2. Quadratic potentials

In this subsection, we specialize to the case when both the main $\mathcal{U}$ and interaction $\mathcal{V}_{1}$ potentials are quadratic monomial functions:
$\mathcal{U}\left(q_{1}\right)=\frac{1}{2} \Omega_{1} q_{1}^{2}, \quad \mathcal{V}_{1}\left(q_{1}\right)=\sqrt{\bar{\Omega}} q_{1}^{2}, \quad m=\frac{1}{\Omega_{1}}$.
This is similar to the $\nu=2$ coupled oscillator case considered in Sec. V except that we do not necessarily assume that subsystem 2 is also an oscillator.

This case is interesting because several of the exact formulas from the previous subsection simplify considerably. ${ }^{7}$ For example, the Ehrenfest equations of motion (B8) become exactly

$$
\begin{align*}
& \partial_{t} Q_{1}=\Omega_{1} P_{1},  \tag{B21a}\\
& \partial_{t} P_{1}=-\left(\Omega_{1}+\lambda \sqrt{\bar{\Omega}}\left\langle\hat{V}_{2}\right\rangle\right) Q_{1} . \tag{B21b}
\end{align*}
$$

That is, the exact expectation values of $\hat{q}_{1}$ and $\hat{p}_{1}$ evolve according to the CQ Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{CQ}}^{\mathrm{eff}}=\frac{1}{2} \Omega_{1}\left(Q_{1}^{2}+P_{1}^{2}\right)+\lambda \sqrt{\bar{\Omega}} Q_{1}^{2}\left\langle\hat{V}_{2}\right\rangle . \tag{B22}
\end{equation*}
$$

Also, the right-hand side of (B13) is identically equal to zero, implying that (B3) is an exact solution to the wave equation provided that (B8) are satisfied in addition to
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$$
\begin{align*}
\partial_{t} \gamma & =\frac{1}{2} \Omega_{1} P_{1}^{2}+i \Omega_{1} \Sigma-\frac{1}{2}\left(\Omega_{1}+\lambda \sqrt{\bar{\Omega}}\left\langle V_{2}\right\rangle\right) Q_{1}^{2} \\
\partial_{t} \Sigma & =-2 \Omega_{1} \Sigma^{2}-\frac{1}{2}\left(\Omega_{1}+\lambda \sqrt{\bar{\Omega}}\left\langle V_{2}\right\rangle\right) \tag{B23}
\end{align*}
$$
\]

Another exact relation is

$$
\begin{equation*}
\left\langle V_{1}\left(q_{1}\right)\right\rangle=\frac{\sqrt{\bar{\Omega}}}{2}\left(Q_{1}^{2}+\frac{1}{4 \operatorname{Im} \Sigma}\right), \tag{B24}
\end{equation*}
$$

which gives that the effective Hamiltonian of subsystem 2 is

$$
\begin{equation*}
\hat{H}_{2}^{\mathrm{eff}}=\hat{H}_{2}+\frac{\lambda \sqrt{\bar{\Omega}}}{2}\left(Q_{1}^{2}+\frac{1}{4 \operatorname{Im} \Sigma}\right) \hat{V}_{2} \tag{B25}
\end{equation*}
$$

In this scenario, the classical-quantum approximation will be realized if one assumes $Q_{1}^{2} \gg|4 \operatorname{Im} \Sigma|^{-1}$ so that

$$
\begin{equation*}
\hat{H}_{2}^{\mathrm{eff}} \approx \hat{H}_{2}+\frac{1}{2} \lambda \sqrt{\bar{\Omega}} Q_{1}^{2} \hat{V}_{2} \tag{B26}
\end{equation*}
$$

which then implies that Eq. (B23) need not be explicitly solved for $\Sigma$ and $\gamma$ in order to solve for $Q_{1}, P_{1}$, and $\left|\varphi_{2}\right\rangle$.

Of course, to actually determine if $Q_{1}^{2} \gg|4 \operatorname{Im} \Sigma|^{-1}$ is a reasonable assumption, one does need to solve (B23) for $\Sigma$. When the interaction is small, $\lambda \ll 1$, we can easily obtain

$$
\begin{align*}
Q_{1}(t) & =\sqrt{2}|\alpha| \cos \left(\Omega_{1} t+\phi_{1}\right)+\mathcal{O}(\lambda)  \tag{B27a}\\
\Sigma(t) & =\frac{2 \Sigma_{0}-\tan \Omega_{1} t}{2\left(1+2 \Sigma_{0} \tan \Omega_{1} t\right)}+\mathcal{O}(\lambda) \tag{B27b}
\end{align*}
$$

where $\Sigma_{0}=\Sigma(0)$ with $\operatorname{Im} \Sigma_{0}>0$ and we have parametrized the solution for $Q_{1}(t)$ in a manner consistent with Sec. V D and Appendix D. Notice that if $\Sigma_{0}=i / 2$, we obtain that $\Sigma(t)=i / 2+\mathcal{O}(\lambda)$ for all time; i.e., the wave packet has a nearly constant width. Other than the $\mathcal{O}(\lambda)$ correction, these are the well-known coherent state solutions of the simple harmonic oscillator. When $\Sigma_{0} \neq i / 2$, we recover the oscillator squeezed state solutions subject to $\mathcal{O}(\lambda)$ corrections.

From (B27), we see that the condition $Q_{1}^{2} \gg|4 \operatorname{Im} \Sigma|^{-1}$ can be satisfied for almost all $t$ if $|\alpha|^{2} \gg\left|\Sigma_{0}\right|^{-1}$. This is essentially the same as demanding that subsystem 1 be initially prepared in a high energy state. However, it should be noted that because there are times for which $Q_{1}(t)=0$, it is impossible to satisfy $Q_{1}^{2} \gg|4 \operatorname{Im} \Sigma|^{-1}$ for all $t$. However, the time intervals over which the condition fails to hold will be very short if $|\alpha|^{2} \gg\left|\Sigma_{0}\right|^{-1}$. Outside of these intervals, the effective Hamiltonian of subsystem 2 will reduce down to the classical-quantum form

$$
\begin{equation*}
\hat{H}_{2}^{\mathrm{eff}} \approx \hat{H}_{\mathrm{CQ}}^{\mathrm{eff}}=\hat{H}_{2}+\frac{1}{2} \lambda \sqrt{\bar{\Omega}} Q_{1}^{2} \hat{V}_{2} \tag{B28}
\end{equation*}
$$

## APPENDIX C: BORN-OPPENHEIMER APPROXIMATION FOR ONE-DIMENSIONAL POTENTIAL

In this appendix, we consider the Born-Oppenheimer approximation to our bipartite system when subsystems 1 and 2 each represent particles moving in one-dimensional potentials. Our treatment is somewhat similar to a calculation presented in Singh and Padmanabhan [18], but there are some key differences. While [18] analyzes both time-independent (via the WKB approximation) and timedependent Schrödinger equations (via sharply peaked states), we will only work on the latter. There are also some technical assumptions in [18] that we prefer to avoid; these are discussed in further detail below.

For this appendix, we assume that
$\hat{H}_{1}=\hat{p}_{1}^{2} / 2 m_{1}+m_{1} \mathcal{U}_{1}\left(\hat{q}_{1}\right), \quad \hat{V}_{1}=\mathcal{V}_{1}\left(\hat{q}_{1}\right)$,
$\hat{H}_{2}=\hat{p}_{2}^{2} / 2 m_{2}+m_{2} \mathcal{U}_{2}\left(\hat{q}_{2}\right), \quad \hat{V}_{2}=\mathcal{V}_{2}\left(\hat{q}_{2}\right)$,
where $\left[\hat{q}_{i}, \hat{p}_{j}\right]=i \delta_{i j}$ and the $\mathcal{U}_{1,2}$ and $\mathcal{V}_{1,2}$ potential functions are real. Notice that the $\mathcal{U}_{1,2}$ potentials each have a prefactor of the particle masses $m_{1,2}$ for later convenience. As elsewhere in this paper, subsystem 1 is expected to behave classically, which, in the context of the Born-Oppenheimer approximation, means that the mass of particle 1 should be large. That is, we will work in the $m_{1} \rightarrow \infty$ limit.

The complete time dependent Schrödinger equation for the wave function $\psi=\psi\left(t, q_{1}, q_{2}\right)$ is

$$
\begin{align*}
i \frac{\partial \psi}{\partial t}= & -\frac{1}{2 m_{1}} \frac{\partial^{2} \psi}{\partial q_{1}^{2}}+m_{1} \mathcal{U}_{1}\left(q_{1}\right) \psi-\frac{1}{2 m_{2}} \frac{\partial^{2} \psi}{\partial q_{2}^{2}} \\
& +m_{2} \mathcal{U}_{2}\left(q_{2}\right) \psi+\lambda \mathcal{V}_{1}\left(q_{1}\right) \mathcal{V}_{2}\left(q_{2}\right) \tag{C2}
\end{align*}
$$

We will make an explicit product state ansatz for $\psi$ :

$$
\begin{equation*}
\psi\left(t, q_{1}, q_{2}\right)=\psi_{1}\left(t, q_{1}\right) \psi_{2}\left(t, q_{2}\right) \tag{C3}
\end{equation*}
$$

Since subsystem 1 is meant to exhibit classical properties, we assume that its wave function is a Gaussian sharply peaked about $q_{1}=Q_{1}(t)$ :

$$
\begin{equation*}
\psi_{1}=(2 / \pi)^{1 / 4} e^{i m_{1} \Gamma(t)} e^{i m_{1} v_{1}(t)\left[q_{1}-Q_{1}(t)\right]} e^{i m_{1}^{2} \varsigma(t)\left[q_{1}-Q_{1}(t)\right]^{2}} . \tag{C4}
\end{equation*}
$$

This is the same ansatz (B3) we made use of in the Appendix B to derive the classical-quantum approximation for a similar potential problem with a few changes of notation:

$$
\begin{equation*}
\gamma=m_{1} \Gamma, \quad P_{1}=m_{1} v_{1}, \quad \Sigma=m_{1}^{2} \varsigma \tag{C5}
\end{equation*}
$$

The $m_{1}$ scalings appearing on the right-hand sides of these definitions are required to make the $m \rightarrow \infty$ BornOppenheimer limit work out correctly.

The normalization of $\psi$ requires that

$$
\begin{equation*}
1=\int_{-\infty}^{\infty}\left|\psi_{1}\right|^{2} d q_{1}=\int_{-\infty}^{\infty}\left|\psi_{2}\right|^{2} d q_{2}, \tag{C6}
\end{equation*}
$$

which yields that

$$
\begin{gather*}
0<m_{1}^{2} \operatorname{Im} \varsigma=\exp \left(-4 m_{1} \operatorname{Im} \Gamma\right) \\
\left\langle q_{1}\right\rangle=Q_{1}(t), \quad\left\langle p_{1}\right\rangle=m_{1} v_{1}(t) . \tag{C7}
\end{gather*}
$$

Using these and our assumed Hamiltonian, we can use the Ehrenfest theorem to easily show that

$$
\begin{equation*}
v_{1}=\frac{d Q_{1}}{d t} \tag{C8}
\end{equation*}
$$

As in the previous appendix, we assume that $\operatorname{Im} \Sigma$ is large such that the width of the wave function in the $q_{1}$ direction is much smaller than the characteristic variation scale of the potentials $\mathcal{U}_{1}$ and $\mathcal{V}_{1}$. We therefore seek a solution of (C2) valid in some neighborhood of $q_{1}=Q_{1}(t)$. More specifically, we substitute $(\mathrm{C} 3)$ into $(\mathrm{C} 2)$ and expand the result in powers of $\delta q_{1}=q_{1}-Q_{1}(t)$. We obtain

$$
\begin{equation*}
0=c_{0}+c_{1} \delta q_{1}+c_{2} \delta q_{1}^{2}+\mathcal{O}\left(\delta q_{1}^{3}\right) \tag{C9}
\end{equation*}
$$

Here,

$$
\begin{align*}
c_{0}= & m_{1}\left[\frac{d \Gamma}{d t}-i \varsigma-\frac{v_{1}^{2}}{2}+\mathcal{U}_{1}\left(Q_{1}\right)\right]-i \frac{1}{\psi_{2}} \frac{\partial \psi_{2}}{\partial t} \\
& -\frac{1}{2 m_{2}} \frac{1}{\psi_{2}} \frac{\partial^{2} \psi_{2}}{d q_{2}^{2}}+m_{2} \mathcal{U}_{2}\left(q_{2}\right)+\lambda \mathcal{V}_{1}\left(Q_{1}\right) \mathcal{V}_{2}\left(q_{2}\right), \\
c_{1}= & m_{1} \frac{d v_{1}}{d t}+\frac{\partial}{\partial q_{1}}\left[m_{1} \mathcal{U}_{1}\left(q_{1}\right)+\lambda \mathcal{V}_{1}\left(q_{1}\right) \mathcal{V}_{2}\left(q_{2}\right)\right]_{q_{1}=Q_{1}}, \\
c_{2}= & m_{1}^{2} \frac{d \varsigma}{d t}+2 m_{1}^{3} \varsigma^{2} \\
& +\frac{\partial^{2}}{\partial q_{1}^{2}}\left[m_{1} \mathcal{U}_{1}\left(q_{1}\right)+\lambda \mathcal{V}_{1}\left(q_{1}\right) \mathcal{V}_{2}\left(q_{2}\right)\right]_{q_{1}=Q_{1}} . \tag{C10}
\end{align*}
$$

As in the previous appendix, we demand that each of the coefficients of $\delta q_{1}^{0}, \delta q_{1}^{1}$, and $\delta q_{1}^{2}$ vanish independently in (C9). ${ }^{8}$ Furthermore, let us make the approximation that in the $m_{1} \rightarrow \infty$ limit
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$$
\begin{equation*}
m_{1} \mathcal{U}_{1}\left(q_{1}\right)+\lambda \mathcal{V}_{1}\left(q_{1}\right) \mathcal{V}_{2}\left(q_{2}\right) \approx m_{1} \mathcal{U}_{1}\left(q_{1}\right) \tag{C11}
\end{equation*}
$$

\]

Finally, we demand that the coefficients of $m_{1}^{0}$ and $m_{1}^{1}$ in the above expression for $c_{0}$ individually vanish. This gives us a complete set of equations for all of the unknown functions:

$$
\begin{equation*}
\frac{d Q_{1}}{d t}=v_{1} \tag{C12a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d v_{1}}{d t}=-\mathcal{U}_{1}^{[1]}\left(Q_{1}\right) \tag{C12b}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \Gamma}{d t}=i \varsigma+\frac{v_{1}^{2}}{2}-\mathcal{U}_{1}\left(Q_{1}\right) \tag{C12c}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \varsigma}{d t}=-2 m_{1} \varsigma^{2}-\frac{1}{m_{1}} \mathcal{U}_{1}^{[2]}\left(Q_{1}\right) \tag{C12~d}
\end{equation*}
$$

$i \frac{\partial \psi_{2}}{\partial t}=-\frac{1}{2 m_{2}} \frac{\partial^{2} \psi_{2}}{d q_{2}^{2}}+\left[m_{2} \mathcal{U}_{2}\left(q_{2}\right)+\lambda \mathcal{V}_{1}\left(Q_{1}\right) \mathcal{V}_{2}\left(q_{2}\right)\right] \psi_{2}$.

We see that (C12a) and (C12b) are the classical equations of motion for subsystem 1 neglecting subsystem 2 (or, in other words, in the $\lambda \rightarrow 0$ limit). Apart from a change in notation, Eqs. ( C 12 c ) and ( C 12 d ) are the same as evolution equations for the phase (B12c) and width (B12d) of a Gaussian wave packet in the $\lambda \rightarrow 0$ limit of the classical-quantum approximation. Equation (C12e) is exactly the time-dependent Schrödinger equation for subsystem 2 in the classicalquantum approximation for the system studied in this appendix. Therefore, we have essentially recovered the classical-background approximation (54) for the system described by the choices (C1).

Before moving on, we make note of something interesting. Suppose that we do not make the approximation (C11). Rather, let us replace the equations $c_{1}=0$ and $c_{2}=0$ with their expectation values in the state $(\mathrm{C} 3)$; i.e.,

$$
\begin{equation*}
\langle\psi| c_{1}|\psi\rangle=\langle\psi| c_{2}|\psi\rangle=0 \tag{C13}
\end{equation*}
$$

or, more explicitly,

$$
\begin{equation*}
\int_{-\infty}^{\infty} d q_{2} \psi_{2}^{*} c_{1} \psi_{2}=\int_{-\infty}^{\infty} d q_{2} \psi_{2}^{*} c_{2} \psi_{2}=0 \tag{C14}
\end{equation*}
$$

We then find that Eqs. (C12b) and (C12d) get modified to

$$
\begin{equation*}
\frac{d v_{1}}{d t}=-\frac{m_{1} \mathcal{U}_{1}^{[1]}\left(Q_{1}\right)+\lambda \nu_{1}^{[1]}\left(Q_{1}\right)\left\langle V_{2}\right\rangle}{m_{1}} \tag{C15a}
\end{equation*}
$$

$\frac{d \varsigma}{d t}=-2 m_{1} \varsigma^{2}-\frac{m_{1} \mathcal{U}_{1}^{[2]}\left(Q_{1}\right)+\lambda \mathcal{V}_{1}^{[2]}\left(Q_{1}\right)\left\langle V_{2}\right\rangle}{m_{1}^{2}}$.

These are the analogs of the classical-quantum equations of motion in the previous appendix. Perhaps this is not overly surprising as the strategy of replacing equations like $c_{1}=$ $c_{2}=0$ with their expectation values is not dissimilar to the leap made from the classical Einstein equations to the semiclassical system (2). However, this discussion does provide an intriguing counterpoint to our derivation of the classical-quantum equations of motion using density matrices in Sec. III B.

## APPENDIX D: PROPERTIES OF COHERENT STATES

In this appendix, we review some basic properties of coherent states $|\alpha\rangle$ of the simple harmonic oscillator. The Hamiltonian of the system is, as usual,

$$
\begin{equation*}
\hat{H}=\Omega\left(\hat{a}^{\dagger} \hat{a}+\frac{1}{2}\right), \quad\left[\hat{a}, \hat{a}^{\dagger}\right]=1 \tag{D1}
\end{equation*}
$$

In the Heisenberg representation, coherent states are eigenstates of the $\hat{a}$ operator with eigenvalue $\alpha$,

$$
\begin{equation*}
\hat{a}|\alpha\rangle=\alpha|\alpha\rangle \tag{D2}
\end{equation*}
$$

where $\alpha$ is a complex constant. Energy eigenstates of the Hamiltonian are, as usual,

$$
\begin{equation*}
\hat{H}|n\rangle=\Omega\left(n+\frac{1}{2}\right)|n\rangle, \quad n=0,1,2 \ldots \tag{D3}
\end{equation*}
$$

The expansion of an arbitrary coherent state in the energy eigenbasis reads

$$
\begin{equation*}
|\alpha\rangle=\sum_{n}\langle n \mid \alpha\rangle|n\rangle=\sum_{n} \frac{\alpha^{n} e^{-|\alpha|^{2} / 2}}{\sqrt{n!}}|n\rangle . \tag{D4}
\end{equation*}
$$

The position and momentum operators are

$$
\begin{equation*}
\hat{q}=\frac{\hat{a}+\hat{a}^{\dagger}}{\sqrt{2}}, \quad \hat{p}=\frac{\hat{a}-\hat{a}^{\dagger}}{\sqrt{2} i} \tag{D5}
\end{equation*}
$$

We have the expectation values
$\langle\hat{q}\rangle=+\sqrt{2}|\alpha| \cos (\Omega t-\phi), \quad\left\langle\hat{q}^{2}\right\rangle=\langle\hat{q}\rangle^{2}+\frac{1}{2}$,
$\langle\hat{p}\rangle=-\sqrt{2}|\alpha| \sin (\Omega t-\phi), \quad\left\langle\hat{p}^{2}\right\rangle=\langle\hat{p}\rangle^{2}+\frac{1}{2}$,
where $\phi=\arg (\alpha)$. Expectation values of higher powers of $\hat{q}$ can be obtained by making use of the identity

$$
\begin{equation*}
\left[\hat{A}^{n}, \hat{B}\right]=n \hat{A}^{n-1}[\hat{A}, \hat{B}] \tag{D7}
\end{equation*}
$$

which holds if $[\hat{A},[\hat{A}, \hat{B}]]=[\hat{B},[\hat{A}, \hat{B}]]=0$. We can use this to derive the following recursion relation for the expectation values of $\hat{q}^{n}$ for coherent states:

$$
\begin{equation*}
\left\langle\hat{q}^{n}\right\rangle=\langle\hat{q}\rangle\left\langle\hat{q}^{n-1}\right\rangle+\frac{1}{2}(n-1)\left\langle\hat{q}^{n-2}\right\rangle . \tag{D8}
\end{equation*}
$$

This yields

$$
\begin{align*}
& \left\langle\hat{q}^{3}\right\rangle=\langle\hat{q}\rangle^{3}+\frac{3}{2}\langle\hat{q}\rangle,  \tag{D9a}\\
& \left\langle\hat{q}^{4}\right\rangle=\langle\hat{q}\rangle^{4}+3\langle\hat{q}\rangle^{2}+\frac{3}{4},  \tag{D9b}\\
& \langle\hat{q} 5\rangle=\langle\hat{q}\rangle^{5}+5\langle\hat{q}\rangle^{3}+\frac{15}{4}\langle\hat{q}\rangle, \tag{D9c}
\end{align*}
$$

and so on. A very similar derivation results in a recursion relation for the central moments of $\hat{q}$ for coherent states:

$$
\begin{equation*}
\left\langle(\hat{q}-\langle\hat{q}\rangle)^{n}\right\rangle=\frac{1}{2}(n-1)\left\langle(\hat{q}-\langle\hat{q}\rangle)^{n-2}\right\rangle \tag{D10}
\end{equation*}
$$

Making note of $\left\langle(\hat{q}-\langle\hat{q}\rangle)^{0}\right\rangle=1$ and $\left\langle(\hat{q}-\langle\hat{q}\rangle)^{1}\right\rangle=0$, this yields

$$
\left\langle(\hat{q}-\langle\hat{q}\rangle)^{n}\right\rangle= \begin{cases}0, & n \text { odd }  \tag{D11}\\ 2^{-n / 2}(n-1)!!, & n \text { even }\end{cases}
$$
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[^1]:    ${ }^{1}$ In the more utilized Heisenberg picture, (1b) would be replaced by the Heisenberg equation of motion $d \hat{O} / d t=$ $i\left[\hat{H}_{\psi}(g), \hat{O}\right]+\partial_{t} \hat{O}$ for an arbitrary operator $\hat{O}$.

[^2]:    ${ }^{2}$ Some results in this paper, such as Eq. (38) below, are expected to generalize to the case where the last term in Eq. (4) is replaced with a finite sum of the form $\lambda \sum_{k} \mathcal{V}_{1}^{(k)}\left(q_{1}, p_{1}\right) \mathcal{V}_{2}^{(k)}\left(q_{2}, p_{2}\right)$. However, for simplicity, we consider the case of a single term interaction with a product structure.
    ${ }^{3}$ This kind of truncation is common in quantum chemistry; see the Appendix in [39], for example.

[^3]:    ${ }^{4}$ In this paper, all matrices labeled by lowercase letters in boldface type (e.g., u) are assumed to be column vectors normalized under the usual inner product (equivalent to the Frobenius norm); i.e., $\mathbf{u}^{\dagger} \mathbf{u}=\|\mathbf{u}\|_{\mathrm{F}}^{2}=1$.

[^4]:    ${ }^{5}$ We remark that the conservation of probability in the productstate and classical-quantum approximations can also be shown more directly from the relevant equations of motion (45) and (50c) by noting that the matrix operator on the respective righthand sides is Hermitian. This implies that the inner product between different quantum states $\langle\psi \mid \varphi\rangle$ is also conserved in time for each scheme.

[^5]:    ${ }^{6}$ Interestingly, it looks like $S_{\mathrm{VN}} \sim 2 S_{\mathrm{LIN}}$ from these simulations that over the interval $\tau \in\left[0,2 \tau_{\text {LIN }}\right]$, which might have been guessed from Eqs. (87), (93), and (94).

[^6]:    ${ }^{7}$ We should stress that in this appendix, the phrase "exact" is meant to be applied to for formulas that hold in the product state approximation without any additional assumptions.

[^7]:    ${ }^{8}$ At this stage, our approximation deviates from that of Singh and Padmanabhan [18]. In that paper, the authors assume that $\delta q_{1}=m_{1}^{-1 / 2} y$ and then demand that the coefficient of each power of $m_{1}$ vanish. This results in approximate equations of motion involving an arbitrary function $y=y\left(t, q_{1}\right)$; i.e., an underdetermined system of equations.

