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Symmetries and conservation laws associated with the ideal Einstein-Euler system, for stationary and
axisymmetric stars, can be utilized to define a set of flow constants. These quantities are conserved along
flow lines in the sense that their gradients are orthogonal to the four-velocity. They are also conserved along
surfaces of constant magnetic flux, making them powerful tools to identify general features of neutron star
equilibria. One important corollary of their existence is that mixed poloidal-toroidal fields are inconsistent
with the absence of meridional flows except in some singular sense, a surprising but powerful result first
proven by Bekenstein and Oron. In this work, we revisit the flow constant formalism to rederive this result
together with several new ones concerning both nonlinear and perturbative magnetic equilibria. Our
investigation is supplemented by some numerical solutions for multipolar magnetic fields on top of a
Tolman-VII background, where strict power-counting of the flow constants is used to ensure a self-
consistent treatment.
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I. INTRODUCTION

The intricate magnetic fields of neutron stars govern
most, if not all, of their persistent and transient activity.
Outbursts from the magnetar subclass are likely powered
by an ultrastrong internal field [1,2], for instance, while it is
the magnetospheric field that largely controls the mor-
phology of radio pulsars [3,4] and x-ray binaries [5,6].
Magnetohydrodynamic (MHD) modeling of neutron stars,
particularly within the realm of general relativity (GR), is
thus crucial to interpret their emissions.
Though theorized earlier from stability arguments [7–9],

the pioneering simulations by Braithwaite and collabora-
tors [10–12] led to the popularity of the “twisted torus”
model: an almost axisymmetric field with a toroidal
component that is confined to an equatorial torus. These
configurations are stable over many dynamical (Alfvén)
timescales (see also Refs. [13–15]), and thus are a leading
candidate for the field structure of mature neutron stars
(though it has been argued that nonaxisymmetric end states
are more likely [16,17]). MHD evolutions of pulsar
magnetospheres suggest that the inclination angle made
between the magnetic and rotation axes tends to zero at late
times [18], further promoting the degree of axisymmetry.
There is thus reasonable motivation for exploring the set of
stationary and axisymmetric (GR-)MHD equilibria, even if
a neutron star never truly attains such a state (because of
processes related to finite thermal [19] and electrical [20]
conductivity, for example).

It is generally advantageous to exploit symmetries when
approaching a theoretical problem. In cases of stationary
and axisymmetric MHD equilibria, there exists a number of
flow constants (also known as streamline invariants [21])
which reduce the complexity of the system [22–24]. More
precisely, these “flow constants” are functions which are
conserved along flow lines in the sense that their gradient is
orthogonal to the (four-)velocity. Equivalently, these are
functions which are conserved along surfaces of constant
magnetic flux. Their introduction allows for the basic (GR)
MHD equations to be rewritten in a form that is more
conducive to analytic and numerical investigation, such as
the familiar example of the Grad-Shafranov (GS) equation
which may contain some general toroidal function of the
magnetic flux (i.e. a flow constant) [25,26].
In the GR context, these flow constants were derived and

detailed by Bekenstein and Oron (hereafter BO; [27,28])
and others since, including Ioka and Sasaki (IS; [26,29])
and Gourgoulhon and collaborators [21,30–33]. Using this
formalism, BO were able to prove a surprising result about
GRMHD equilibria: configurations with mixed poloidal-
toroidal fields are singular in the limit of a vanishing
meridional flow. That is, the limit of vanishing meridional
flow also corresponds to the limit of either a purely poloidal
or purely toroidal magnetic field and a circular spacetime
[34]. The former is at least intuitive on a dynamical level:
inducing a toroidal field requires a poloidal current, and
hence meridional flow [35]. It is remarkable though that
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one cannot completely suppress the meridional flow if
considering a sequence of mixed-field equilibria. As purely
poloidal or toroidal fields are unstable [36–39], the BO
theorem suggests that meridional flows are a necessary
ingredient in realistic neutron star models (see also
Ref. [40]). This result seems to have gone largely unnoticed
in the literature.
The goal of this work is to revisit the flow constant

formalism and its corollaries, at both the nonlinear and
perturbative levels. Indeed, owing to the complexity of
nonlinear GRMHD, most models of neutron star equilibria,
such as those of Colaiuda et al. (C08; [41]) and Ciolfi et al.
(C09; [42]), invoke a perturbative scheme using an expan-
sion in the magnetic field. We discuss the various scenarios
in the context of the BO results, aiming to provide a fresh
look at the theory landscape and its implications for neutron
star structure. The special roles of the induction and GS
equations are discussed in detail. Our results are comple-
mented by some numerical solutions for perturbative
equilibria, which differ from existing ones in the literature:
we argue in Sec. IV E that previous choices may not be
physically admissible.
This work is split into two parts. A reader whose interests

are more focused toward nonlinear and general corollaries
of the flow constant formalism can contain their reading to
Secs. II and III, while one who is primarily interested in
perturbative equilibria may skip ahead to Sec. IV.
Numerical constructions of multipolar “twisted-torus” sol-
utions are presented in Sec. V, with discussion and
conclusions given in Sec. VI.
Natural units c ¼ G ¼ 1 are assumed throughout, unless

explicitly stated otherwise. Greek indices run over space-
time coordinates, while Latin indices are reserved for
purely meridional components (r,θ). As a quick guide,
some previous literature that is frequently referred to is
abbreviated as follows: BO78 ¼ Ref. [27], BO79 ¼
Ref. [28], IS03 ¼ Ref. [26], IS04 ¼ Ref. [29], C08 ¼
Ref. [41], and C09 ¼ Ref. [42].

II. GENERAL-RELATIVISTIC MHD
EQUILIBRIA WITH FLOW

CONSTANTS

This section presents certain key relationships between
flow constants and “primitive” quantities, such as the
poloidal magnetic field and the fluid velocity. Although
the results presented in this section can largely be found in
previous literature (most notably Refs. [21,26–34]), we
provide a summary here, with the eventual aim of pointing
out important corollaries and various limits in Sec. III. A
self-contained derivation of the flow constants (following
the steps of the original derivation of BO78 and BO79) can
be found in Appendix A. For completeness and to highlight
the role of GR, an analogous derivation in the Newtonian
limit is provided in Appendix B.

A. Metric tensor and conventions

At the full nonlinear level, we work with a general
stationary and axisymmetric metric gμν in spherical-like
coordinates ft; r; θ;φg with signature f−;þ;þ;þg. Later
on it will be convenient to introduce a static and spherically
symmetric “background,” where the magnetic field is treated
perturbatively (see Sec. IV). Here and in Sec. III, MHD
dynamics are treated nonlinearly, though the fluid is assumed
to be perfect, infinitely conducting, and barotropic.
The stress-energy tensor appearing in the Einstein

equations contains both fluid and electromagnetic compo-
nents. The fluid piece is written as

Tμν
fluid ¼ ðϵþ pÞuμuν þ pgμν; ð1Þ

where ϵ, p, and uμ denote the fluid energy density, pressure,
and four-velocity, respectively. The former parameter can
be expressed in terms of the rest-mass density and specific
internal energy ϵ̃ as

ϵ ¼ ρð1þ ϵ̃Þ: ð2Þ

With regard to these densities, there is a certain degree of
notational confusion in the literature. In Refs. [42,43], for
instance, ρ is used to denote the energy density, which
makes it appear at first glance that the resulting GS
equation disagrees with others in the literature [26,29],
though this is not the case (cf. Sec. IV E). The notation used
here is the typical one when working with the Tolman-
Oppenheimer-Volkoff (TOV) equations, for example. For a
barotropic fluid, the energy density and rest-mass density
are related through the first law of thermodynamics,
dðϵ=ρÞ ¼ −pdð1=ρÞ.
Expression (1) corresponds to the stress-energy of a

single fluid, where we have ρ ¼ mn for baryon mass, m,
and number density, n. In reality, neutron star matter
comprises multiple particle species (e−; p; n;…) and a
multifluid description is needed (see, for instance,
Refs. [44,45]). The distinction between particle constitu-
ents is important when considering the dynamics of
magnetized stars, as the four-current is entirely sourced
by the flow of the electrons relative to the other charged
particles in the limit of charge neutrality. The single fluid
description is based on the additional assumptions of a
negligible electron inertia and a common velocity for the
rest of the particles (charged and uncharged).
The flow constants we introduce in the next section that

arise from the induction equation should thus be strictly
associated with the electron number density and not the
global one. This point is discussed further in Sec. III C. For
a single fluid in the ideal MHD limit, the electromagnetic
stress-energy tensor is given by

Tαβ
EM ¼ gαβ

B2

8π
þ 1

4π

�
B2uαuβ − BαBβ

�
; ð3Þ
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where Bμ is the magnetic field four-vector. The electric and
magnetic components are generally given as Eμ ¼ Fμνuν

and Bα ¼ 1
2

ffiffiffiffiffiffi−gp
ϵαβγδuβFγδ for Levi-Civita symbol ϵαβγδ

and Faraday tensor Fμν ¼ Aν;μ − Aμ;ν. Here Aμ is the vector
potential, whose existence is implied by Maxwell’s equa-
tions, ∇½αFμν� ¼ 0, and Eμ ¼ 0 defines the ideal MHD
condition of infinite conductivity.
A result of immediate interest concerns a theorem by

Carter [46,47]. While a strictly azimuthal flow ðui ¼ 0Þ
implies that one can consider a circular spacetime, gti ¼
gφi ¼ 0, inclusion of meridional flows or mixed poloidal-
toroidal fields generally forces these extra off-diagonal
terms to be nonzero and means one cannot work with the
Papapetrou metric [48]. Intuitively, if one considers a radial
flow (ur ≠ 0), for instance, it is clear that the physical
dynamics are not symmetric under time reversal if the
system is also rotating. Similarly, for a mixed magnetic
field there will generally be a poloidal current and the same
logic applies [35]. Spacetimes with purely toroidal fields
are still circular, however, since one can then exploit the
azimuthal coordinate/gauge freedom [31]. Additionally,
one can always set grθ ¼ 0 regardless.
The necessity of noncircular components is one key

reason why constructing mixed poloidal-toroidal equilibria
at a nonlinear level is so difficult in GR [49]; it is only
recently that such equilibria have been numerically con-
structed [32] and evolved [33] self-consistently1 (see also
Refs. [25,40,51] for some Newtonian solutions). Aside
from mathematical complexity, these extra pieces enrich
the physical system as discussed in Sec. VI.

B. The BO flow constants

In this section we list the formulas for the flow constants,
as derived in the BO papers [27,28] and the aforementioned
references. A proper derivation is relegated to Appendix A
owing to the length of the calculations involved. Each of
the constants here are derived from the conservation law
∇μTμν ¼ ∇μðTμν

fluid þ Tμν
EMÞ ¼ 0 together with the Einstein

equations Rμν − 1
2
Rgμν ¼ 8πTμν of a general stationary and

axisymmetric spacetime.
Although we use the term “flow,” Eq. (A17) from

Appendix A shows that for any conserved Q (i.e.
uαQ;α ¼ 0) one necessarily has that BαQ;α ¼ 0. Intro-
ducing the magnetic potential ψ ¼ Aφ, which can be shown
to satisfy Bαψ ;α ¼ 0, we express the flow constants in a
more familiar form using ψ . For circular spacetimes, it is
always possible to introduce a zero-angular-momentum

observer such that the poloidal field admits a
Chandrasekhar-like description with Br ∝ ψ ;θ and Bθ ∝
ψ ;r up to metric factors [49]. Although the decomposition is
not as simple in general, we still have that Bi ∝ Aφ by
definition and thus Bi ¼ OðψÞ to leading order since
uiAt;i ¼ 0 from the ideal MHD condition uνFtν ¼ 0 (see
also Sec. 2.1.2 in C08).
Adopting the notation of IS03 and IS04, we have the

following relations among the five flow constants
CðψÞ;ΩðψÞ; EðψÞ; LðψÞ, and DðψÞ:

E ¼ −
�
μþ B2

4πn

�
ut −

C
4π

ðut þΩuφ
�
Bt; ð4Þ

L ¼
�
μþ B2

4πn

�
uφ þ

C
4π

ðut þΩuφ
�
Bφ; ð5Þ

D ¼ E − ΩL; ð6Þ

where μ is the specific enthalpy (this is defined in
Appendix A and should not be confused with the chemical
potential unless the temperature is everywhere zero). Some
of these constants can be used to express the magnetic field
Bμ and meridional flow ui (i ¼ fr; θg) via

Bμ ¼ −Cn½ðut þ ΩuφÞuμ þ δμt þ Ωδμφ� ð7Þ

and

B2 ¼ −CnðBt þΩBφÞ: ð8Þ

Using (8) in Eqs. (4) and (5) one finds the alternative
expressions

E ¼ −μut þ
CΩ
4π

ðutBφ − uφBtÞ; ð9Þ

L ¼ μuφ þ
C
4π

ðutBφ − uφBtÞ: ð10Þ

It is illuminating to decompose (7) into components, viz.

Bi ¼ −Cnðut þ ΩuφÞui; ð11Þ

Bφ ¼ −Cn½Ωþ ðut þΩuφÞuφ�; ð12Þ

Bt ¼ −Cn½1þ ðut þΩuφÞut�: ð13Þ

Following IS04 and BO79, these constants can be inter-
preted as follows. EðψÞ and LðψÞ represent the total
enthalpy of the plasma and specific enthalpic angular
momentum of the magnetic field, respectively; DðψÞ
symbolizes the specific plasma energy according to a
corotating observer, and ΩðψÞ relates to the angular

1It has been argued that even for mixed, virial-strength fields,
the degree of noncircularity is of order ≲10−3 [34,50]. Whether
this remains true for all physical setups is unclear owing to the
numerical nature of the statement, but for computational purposes
a circular approximation may be reasonable.
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velocity2 of the fluid. These constants can be thought of as
“Bernoulli-like,” in the sense that there is a simple but
nontrivial hydrodynamic limit; the constant D in particular
can be directly identified with the Bernoulli integral (see
appendixes). The remaining constant CðψÞ—representing
the magnetic field strength relative to the magnitude of
meridional flow—is instead “inductionlike.” The existence
of this constant is a direct consequence of the ideal
assumption Eμ ¼ 0 and becomes trivial in the nonmagnetic
limit. Moreover, expression (11) shows that in the limit of
vanishing meridional flow, ui → 0, the poloidal field
generally vanishes unless C → ∞.

C. The Newtonian flow constants

Flow constants analogous to the ones found by BO78 in
the context of GRMHD equilibria are known to exist in
Newtonian axisymmetric-stationary systems. These are
discussed, for instance, in Mestel’s textbook [24] but their
origins can be traced back to older work [7,22,23]. Here we
summarize the expressions relating these constants with the
various hydromagnetic parameters (adopting standard vec-
torial notation); a detailed derivation of these expressions
can be found in Appendix B.
The defining property of a Newtonian flow constant Q

is v · ∇Q ¼ 0. It is easy to show (see Appendix B) that
the same flow constant is a function QðψÞ, where the
magnetic scalar potential ψ is defined via the poloidal field
component

Bp ¼ ∇ψ × ∇φ: ð14Þ

As in GR, the Newtonian constants can be grouped
according to their “equation of origin,” namely the ideal
induction [Eq. (B3)] or the Euler equation [Eq. (B1)]. In the
first group we find the flow constants CN and ΩN which,
as their notation suggests, are analogous to the GR ones C
and Ω. These appear in the following relation between the
magnetic field and fluid velocity:

B ¼ CNρðv −ϖΩNφ̂Þ; ð15Þ

where ϖ ¼ r sin θ. In particular, the poloidal/meridional
component of this expression is

Bp ¼ CNρvp: ð16Þ

In the second group we find the following three Bernoulli-
like flow constants which result by projecting the Euler
equation along the v and B vectors:

EN ¼ 1

2
v2 þΦþ h −

ΩNCN
4π

ϖBφ; ð17Þ

LN ¼ ϖ

�
vφ −

CN
4π

Bφ

�
; ð18Þ

DN ¼ 1

2
v2 þΦþ h −ϖΩNvφ; ð19Þ

where h is the fluid enthalpy and Φ is the gravitational
potential.

III. COROLLARIES OF THE FLOW CONSTANT
FORMALISM

In this section, we make use of the flow constant
formalism to establish some corollaries regarding the
possible set of magnetic equilibria.

A. The “no toroidal field theorem” and necessity
of meridional flow

One of the most surprising consequences of the flow
constant MHD formalism is the theorem derived in BO79
under a circular spacetime assumption (see their Sec. VI
for more context): “the absence of meridional circulation
implies the vanishing of the toriodal [sic] magnetic field.”
The validity of this theorem hinges on the simultaneous

presence of the meridional flow and the flow constant C
in the “induction-originated” equation (7). Indeed, setting
ui ¼ 0 in (11), and in combination with a nonvanishing
poloidal field Bi ≠ 0, leads to the requirement C → ∞. This
divergence would cause the hydrodynamical constants E, L
to diverge, too, unless [see Eqs. (4) and (5)]

Bt ¼ gttBt þ gtφBφ þ gtiBi ¼ 0; ð20Þ

Bφ ¼ gφφBφ þ gtφBt þ gφiBi ¼ 0: ð21Þ

The determinant of this linear system is non-vanishing in
the absence of horizons, and as a consequence the unique
solution is the trivial one, Bt ¼ Bφ ¼ 0.
As an additional intuitive argument supporting the

theorem’s conclusion, consider how the toroidal field
appears to a locally inertial observer. The relevant tetrad
component reads BðφÞ ∝ LðψÞ=CðψÞ up to metric factors
(e.g., [29,42]; see Sec. V). Since C → ∞ in the ui → 0
limit, keeping the above nonzero requires that L → ∞ at an
equally fast rate if the observer is to witness a toroidal field.
This is clearly incompatible with the hydrodynamic limit,
and thus we are forced to conclude that the toroidal field
must vanish to maintain consistency.
Therefore a stationary-axisymmetric MHD equilibrium

without meridional flow must be purely poloidal as well as
purely spacelike. As far as astrophysically relevant MHD
equilibria are concerned this is not an acceptable situation

2Note that what is called Ω here generally differs from the
actual angular velocity uφ=ut, with agreement only in the limit
that the toroidal field vanishes; see Eq. (4.42) of Ref. [31], noting
that what we callΩ is denoted there by ω and −A by BO. Because
of its hybrid nature, Ω could also be considered inductionlike.
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as it is well known that purely poloidal fields are generi-
cally unstable (e.g., [36,39]). This means that a stable
mixed poloidal-toroidal configuration should be accom-
panied by some amount of meridional flow.
As an aside we note that a vanishing meridional flow is

still compatible with a purely toroidal field (which is also
generically unstable [35,38]). Under these circumstances,
setting ui ¼ Bi ¼ 0 in (11) does not imply a divergent flow
constant C. Moreover, the vanishing poloidal field implies
Frφ ¼ Ftr ¼ 0 and again Ω ≠ uφ=ut (see Appendix A).
The two nonvanishing field components then read
Bt ¼ Cnðuφ −ΩutÞuφ and Bφ ¼ −Cnðuφ −ΩutÞut; these
expressions can be compared with those found in Ref. [52],
which studied nonlinear toroidal equilibria.

B. The Grad-Shafranov equation

Without presenting details, which are carefully laid out
by IS03, the Euler equation can be shown to lead to the GS
equation3

0 ¼ Jφ −ΩJt þ 1

C
ffiffiffiffiffiffi−gp ½ðμurÞ;θ − ðμuθÞ;r�

þ nuφðL0 − ΛC0Þ − nut½E0 − ΛðCΩÞ0�; ð22Þ

where

Λ ¼ 1

4π
ðutBφ − uφBtÞ ð23Þ

and Jμ ¼ ∇νFμν=4π is the four-current. Many studies of
equilibria concern themselves only with Eq. (22), discard-
ing other information under the assumption that the other
ideal MHD equations are trivial. This is not really the case,
however, as the number of free functions in (22) makes
conceptually obvious. As pointed out in Sec. II B, the flow
constant C arises directly from the induction equation, and
thus key physical points are missed if one considers (22) in
isolation (see also Sec. III C). One such point was described
in Sec. III A, namely that setting the meridional flow to zero
but keeping a mixed poloidal-toroidal field is inconsistent,
even though such a choice leaves (22) well behaved.
Another concerns the nature of Alfvén points (i.e. where
the magnetic energy density matches the kinetic energy
density of the flow) and the stellar surface, which we
discuss in Sec. III D.

C. The role of the induction equation

Although we work within a relativistic framework in this
paper, many of the issues we discuss carry over at a
Newtonian level. This is exemplified by the presence of

BO-like flow constants in Newtonian systems (Sec. II C).
Owing to the complexity of multifluid dynamics in GR,
especially when convective motions and mixed magnetic
fields are permitted, we opt to describe some physical
features related to induction here in a Newtonian language.
In particular, the fact that inductionlike flow constants are
only associated with the electron fluid while the others are
associated with the bulk applies to both frameworks. This
bares on the physical interpretation of various limits, as
discussed throughout, some of which have been addressed
in detail by Prix [44].
Our objective in this section, therefore, is to provide a

careful rederivation of the induction-originated CN and ΩN
flow constants by accounting for the distinct proton and
electron fluid velocities. These are denoted, respectively, as
vc and ve. The induction equation itself can be derived from
Faraday’s law, ∇ ×E ¼ −∂tB=c, and the Euler equation
for the electron fluid with the inertial terms omitted, i.e.

E ¼ −
1

c
ve ×Bþ ∇ðμe þmeΦÞ: ð24Þ

The resulting equation is

∂tB ¼ ∇ × ðve × BÞ: ð25Þ

The manipulations of the “single-fluid” induction equation
described in Appendix B can be exactly repeated if we
change v → ve and ρ → ρe. In terms of the poloidal/
meridional and toroidal/azimuthal components of the
vectors B, v,

B ¼ Bp þ Bφφ̂; ve ¼ vep þ veφφ̂; ð26Þ

we find

Bp ¼ CNρevep; ð27Þ

where CN is constant along poloidal field lines, i.e.

Bp · ∇CN ¼ 0: ð28Þ

In axisymmetry this is equivalent to

ve · ∇CN ¼ 0; ð29Þ

which shows that CN is also conserved with respect to the
electron flow.
The poloidal field can be written in a divergence-free

form in terms of the scalar potential ψðr; θÞ,

Bp ¼ ∇ψ × ∇φ: ð30Þ

In this parametrization the poloidal field lines lie in
constant ψ surfaces, and therefore the same must be true
for the flow lines of vep. As a consequence, CN ¼ CNðψÞ.

3The following conversion rule should be applied when
adapting formulas from IS to our notation: μIS ¼ μ=m, QIS ¼
Q=m where Q ¼ fC; L; E;Dg.

MAGNETIC EQUILIBRIA OF RELATIVISTIC AXISYMMETRIC … PHYS. REV. D 108, 084006 (2023)

084006-5



Further manipulation of Eq. (25) leads to the flow
constant ΩNðψÞ as part of an expression for the toroidal
field

Bφ ¼ CNρeðveφ −ϖΩNÞ: ð31Þ

In combination with (27), this allows us to write the
Newtonian counterpart of Eq. (7) as

B ¼ CNρeðve −ϖΩNφ̂Þ: ð32Þ

The final step consists in expressing ve in terms of the total
current J and the proton velocity (which in nonsuperfluid
matter can be taken to coincide with the neutron fluid
velocity). Making use of the assumed charge neutrality of
the system, ne ¼ nc, we have

ve ¼ vc − J=ne; ð33Þ

which then implies that

B ¼ CNρeðvc −ϖΩNφ̂Þ − CNmeJ: ð34Þ

Assuming ne ¼ 0 at the surface, this expression can easily
accommodate a nonvanishing magnetic field as long as
J ≠ 0, thus alleviating any pathological behavior at the
surface (see related discussion in the following section).
In practice, this may not be an issue since astrophysical
neutron stars are endowed with a nonvacuum magneto-
sphere in which ne is nonvanishing [53]. Equation (34) may
also invalidate the BO result applying in the limit vcp → 0

(see the final paragraph of Appendix B), as CN → ∞ is no
longer necessary to maintain Bp ≠ 0 if the poloidal current
Jp does not vanish.
As a final point, although entropy gradients have been

ignored here, one generally has v ·∇s ¼ 0 in the single
fluid case, meaning that s ¼ sðψÞ. Yoshida et al. [54] argue
that this forces a vanishing meridional flow else convec-
tively unstable regions with∇p · ∇s < 0 exist in a realistic,
stratified star. This is clearly in conflict with the BO
conclusion, though the above considerations, which natu-
rally carry over to GR, may remedy the situation.

D. The stellar surface and other singularities

In the context of twisted-torus models where one
considers the GS equation in isolation, the vanishing
density at the stellar surface generally poses no problem
to regularity. In fact, in the exterior of a static star where
n ¼ 0 and there is a purely poloidal “test” field, Eq. (22)
decouples with respect to the angular coordinates and
admits an analytical solution in terms of hypergeometric
functions [55]. Although rotating stars will not be sur-
rounded by a vacuum in reality [53], the vacuum GS
equation necessarily describes a force-free magnetosphere

(see Ref. [56] for a discussion of “force-free” in the GR
context).
When considering nonzero velocity fields, the limit

n → 0 needs special attention as a result of Eqs. (7)
and (8). The two subequations which are most relevant
here are written again for convenience, viz.

Bi ¼ −Cnðut þ ΩuφÞui; ð35Þ

Bφ ¼ −Cn½Ωþ ðut þΩuφÞuφ�: ð36Þ

The toroidal field can be assumed to be confined in the
stellar interior, rendering Eq. (36) trivial at the surface and
beyond, without placing any restriction on C. The poloidal
equations are clearly problematic though at n ¼ 0, unless
C → ∞ for every ψ curve that crosses the surface or one
carefully treats the multifluid dynamics, as in Sec. III C.
This and a related problem can be described in terms of the
poloidal Alfvén Mach number,4

M2
A ¼ −

4πμ

C2nðgtt þ 2Ωgtϕ þΩ2gϕϕÞ
: ð37Þ

From Eqs. (5) and (8), it can be shown that uφ tends to
diverge asMA → 1 (i.e. at the Alfvén surface) unless L and
Ω are proportional to each other there [29]. This problem
is discussed in the Newtonian context by Mestel [57]
and Ogilvie [58] (see also Sec. VI C in Ref. [31]).
Unfortunately, this does not really help reduce the pool
of flow constants since proportionality is only required in a
particular limit. The more obvious problem is that for a
finite value of MA to be maintained one requires C2n > 0

everywhere, which would seem to demand C ∼ ψ−1 with a
field confined to the interior such that ψ → 0 toward the
surface (see also Sec. IV). Although this choice was the one
adopted in IS04, it is clearly unrealistic.
There are several possibilities worth considering in order

to avoid this conundrum:
(i) The ideal MHD approximation (upon which the BO

relations are based) breaks down in the limit n → 0.
This is somewhat expected as, in reality, it is
meaningless to discuss a current or velocity gradient
without matter (e.g., manipulations of the ideal
MHD assumption Eμ ¼ Fμνuν ¼ 0 become dubi-
ous; see Appendix A).

(ii) A nonrelaxed crust alters (or invalidates) some of
the BO relations. That is, the term Tμν

shear, defined
through the Carter-Quintana equations [59], may
also enter into the total stress-energy tensor. This
term will naturally adjust the boundary conditions

4It is somewhat unintuitive thatMA does not depend explicitly
on the magnetic field, though this is because the poloidal
flow scales with the poloidal magnetic field, as evident from
expression (35).
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and flow constant structure (see Ref. [60] for some
results in the Newtonian context). The presence of
an ocean further complicates the dynamics.

(iii) The function CðψÞ behaves in such a way that
it tends to infinity everywhere except in an equato-
rial torus. Suppose that ψ attains a maximum
ψc at the stellar surface, and we write C ¼
C̃=½ψðψ − ψcÞΘðψ − ψcÞ� for constant C̃ with the
meridional flow confined to the region ψ > ψc.
Outside of this torus (e.g., at the surface) we have
C → ∞ but ui → 0 and so Bi from Eq. (35) can be
nonzero even if n → 0 there, while inside both ui

and C are finite with n > 0 and so Bi is well behaved
there also. Although there are mathematical issues
with this approach related to the undefined limit of
the Heaviside function as ψ → ψc, one has to bear in
mind that the use of discontinuous functions is a
convenient way of modeling sharp yet continuous
gradients of the real physical system.

(iv) The neutron star is unlikely to be surrounded by
vacuum in reality as mentioned previously, arguably
rendering this issue moot. Care must be taken in this
case to choose appropriate boundary conditions, for
instance using the Goldreich-Julian number density
nGJ ∼ Bμuμ [53]. If n → 0 anywhere in the exterior
universe, however, this problem reappears at that
interface. Note this is related to point (i), as the ideal
MHD approximation itself may not be valid in a
tenuous magnetosphere.

IV. PERTURBATIVE EQUILIBRIA

This section considers perturbative MHD equilibria,
where “weak” (see below) magnetic fields are superim-
posed as perturbations on a nonmagnetic background. For
most of what follows, the background star is assumed to be
static; the rotating case is discussed separately in Sec. IV C.
The hydrostatic metric we use takes the form

ds2 ¼ gTOVμν dxμdxν

¼ −e2νdt2 þ e2λdr2 þ r2ðdθ2 þ sin2θdφ2Þ; ð38Þ

where we use the superscript “TOV” to indicate that, at a
background level, we work with a static and spherically
symmetric star whose geometry is described by the TOV
equations.

A. General remarks

The following sections consider the leading-order behav-
ior of the flow constants, essentially through a power-
counting analysis. A similar procedure was undertaken by
IS04; however, they assumed that rotation is always sub-
leading and that ψ → 0 at the stellar surface (cf. Sec. III D).

One goal of this section is to reexamine their results when
these conditions are relaxed.
First, it is instructive to define perturbative when

considering an expansion in terms of magnetic parameters.
If, as is typical in numerical GR investigations, we further
consider “units” of length such that the star has unit mass,
M⋆ ¼ 1, the basic measure of magnetic flux becomes the
dimensionless number ½Gcm2� ¼ 1.39× 10−30ð1.4M⊙=M̃Þ
for physical-units mass M̃. Given that the magnetic flux is
related to the local field strength through ψ ≈ BR2

⋆, where
R⋆ denotes the stellar radius, we see that expansions in
powers of ψ are well behaved (ψ ≪ 1) provided that
ðB=GÞðR⋆=cmÞ2 × 1.39 × 10−30ð1.4M⊙=M̃Þ ≪ 1, which
requires B ≪ 7.2 × 1017 G for R⋆ ¼ 106 cm and M̃ ¼
1.4M⊙. This same limit can be independently derived by
demanding that the magnetic pressure at the center of the
star is much less than the minimum central hydrostatic
pressure. This limit is physically equivalent to a magnetic-
to-gravitational-binding energy ratio much below unity.
Although we consider expansions in ψ , it is not obvious

that this is the most natural approach when considering a
rotating star. In reality, most if not all neutron stars are both
“slow” (rotating much slower than the breakup limit) and
“weakly magnetized” (as defined above), and it may be
more appropriate to consider a double expansion in both uφ

and ψ simultaneously in the form of a magnetic-Hartle-
Thorne scheme (see Ref. [61] for such an approach).
We ignore such complications here (though see footnote 5
below).

B. The magnetic field as a perturbation
of a nonrotating star

Here we treat the magnetic field as a perturbation on a
static star, with the magnetic stream function ψ used as a
perturbative bookkeeping parameter. We assume the fol-
lowing scaling for the magnetic field components:

Bi; Bφ ¼ OðψÞ; Bt ¼ OðψγÞ; ð39Þ

for some γ ≥ 1. To be more precise, the scaling Bi ¼ OðψÞ
is a direct consequence of the definition of ψ ¼ Aφ (see
Sec. II B), and we impose a comparable toroidal field to
maintain linearity (cf. Sec. IV E). This “3þ 1” scaling
accommodates the presence of a mixed poloidal-toroidal
field to leading order, while also taking into account the
post-Newtonian character of Bt.
Metric perturbations appear first at Oðψ2Þ since Tαβ

EM ∼
B2 [26], i.e.

gμν ¼ gTOVμν þOðψ2Þ: ð40Þ

As discussed earlier, a magnetic field may induce fluid
motion in an otherwise static configuration. We suppose
that azimuthal flow appears at some subleading order,
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uφ ¼ OðψηÞ; Ω ¼ OðψηÞ; ð41Þ

for η ≥ 1, together with ut ¼ Oð1Þ set by the wind equation
utut ¼ −1 at leading order. The meridional flow scaling is
taken to be

ui ¼ OðψβÞ; ð42Þ

for some β ≥ η. The flow constants E, L, and D are
hydrodynamical. That is, they are present even as ψ → 0.
We Taylor-expand these through

E ¼ E0 þ E1ψ þ E2ψ
2 þOðψ3Þ; ð43Þ

L ¼ L0 þ L1ψ þ L2ψ
2 þOðψ3Þ; ð44Þ

where E0 and L0 are nonmagnetic parameters and the
expansion forD follows from Eq. (6). Last but not least, the
flow constant C is assumed to scale as

C ¼ OðψαÞ; ð45Þ

where α ≠ 0, since inductionlike constants should not enter
at background order. The above scalings are not indepen-
dent; inserting them in Eqs. (11), (12), (13), and (8), we
obtain

ψ ∼ nutψαþβ; ð46Þ

ψ ∼ nutuφψα ∼ nψαþη; ð47Þ

ψγ ∼ nðΩut − uφÞψαþη; ð48Þ

and

ψ2 ∼ nðBt þ ΩBφÞψα ∼ nψαþk; k ¼ min½γ; ηþ 1�;
ð49Þ

respectively, where the symbol ∼ is used to relate param-
eters with a nontrivial ψ-scaling. The balance of ψ-powers
in the first two expressions leads to

α ¼ 1 − η; β ¼ η: ð50Þ

Subsequently, Eqs. (48) and (49) lead to

γ ≥ 1þ η; Ωut − uφ ¼ Oðψγ−1Þ ≲OðψηÞ: ð51Þ

The resulting scalings C ∼ ψ−1 and ui; uφ ∼ ψ2 are
consistent with the analysis of IS04 if we set η ¼ 2.
More generally, however, any η > 1 with α ¼ 1 − η < 0
is viable, though demanding integer solutions to permit
(Laurent/Taylor) expansions forces η ¼ 2 and α ¼ −1.
The remaining “hydrodynamical” Eqs. (9) and (10) are

compatible with them and offer no new information about
the scalings. It is also easy to verify that

gTOVtt ðutÞ2 ¼ −1þOðψ2Þ: ð52Þ

One last remark concerns the nonmagnetic (ψ → 0) limit of
the MHD equations. The balance of ψ-powers implemented
here means that all of them should automatically behave
smoothly in that limit (for example, the above purely
magnetic equations reduce to a trivial 0 ¼ 0).
For a static star, the above analysis thus determines the

leading-order behavior of the flow constants irrespective of
the true system’s initial conditions.

C. The magnetic field as a perturbation
of a rotating star

Much of the previous section’s results depend on the
crucial assumption of a nonrotating star in the limit ψ → 0.
More astrophysically relevant is the scenario where the star
is rigidly rotating in the nonmagnetic limit and gtφ ≠ 0

(though cf. footnote 5 below). In such a case,

uφ ¼ Oð1Þ; Ω ¼ Oð1Þ: ð53Þ

As rigid rotation may preclude comparable energy parti-
tions, we instead allow for a more general scaling of the
toroidal field through

Bφ ¼ OðψλÞ; ð54Þ

together with5 Bi ¼ OðψÞ. As before, we assume

ui ¼ OðψβÞ; C ¼ OðψαÞ: ð55Þ

Upon inserting these in Eqs. (11), (12), and (13) we find

ψ ∼ nutψαþβ; ð56Þ

ψλ ∼ nutuφψα ∼ nψα; ð57Þ

ψγ ∼ nðΩut − uφÞψα; ð58Þ

from which we easily deduce that

α ¼ λ; αþ β ¼ 1; γ ¼ α: ð59Þ

5Note that if At ∼ ui and uφ ¼ Oð1Þ, the arguments outlined at
the beginning of Sec. II B would appear to imply Bi ¼ OðψχÞ
with χ ¼ min½β; 1�. This, however, forces λ ¼ 0 if β ≤ 1 which
leads to a contradiction. Physically speaking though, this simply
echoes the sentiment that it does not really make sense to talk
about a nonmagnetic star with circulating charged particles (i.e.
the “background” does not truly exist). On the other hand, if the
fluid is composed only of uncharged matter, then the flow
constant C does not exist; cf. Sec. III C.
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If we have comparable poloidal and toroidal field strengths,
then we find that α ¼ 1, β ¼ 0. That is,

ui ¼ Oð1Þ; C ¼ OðψÞ; ð60Þ

for λ ¼ 1. These scalings could be preempted from Eq. (50)
with η ¼ 0, though they are markedly different from those
obtained for a nonrotating star in Sec. IV B. In particular,
a leading-order meridional flow is an uncomfortable result
as it implies a strong deviation from rigid rotation in the
nonmagnetic limit. This impasse prompts us to explore
nonstandard scalings for the toroidal field component, in
combination with a subleading and noninteger-scaling
meridional flow, β > 0. This requirement gives λ ¼
1 − β < 1, which entails a toroidally dominated MHD
equilibrium unless ψ itself is nonperturbative (i.e. ψλ > ψ
for 0 < ψ ; λ < 1). Some discussion on this point is given
in Sec. VI.

D. Linearized Grad-Shafranov equation

Here we consider a perturbative and integer expansion of
the GS equation (22) without Oð1Þ rotation. Based on the
previously obtained scalings and writing

C ¼ C̃=ψ ; ð61Þ

where C̃ is a constant parameter, we have

Jφ ∼OðψÞ; ΩJt ≲Oðψ2Þ; Λ ¼ 1

4π
utBφ þOðψ5Þ;

ð62Þ

1

C
ffiffiffiffiffiffi−gp ½ðμurÞ;θ − ðμuθÞ;r� ∼

ψβ−α

C̃
∼Oðψ3Þ; ð63Þ

nuφðL0 − ΛC0Þ ¼ nuφðL1 þ 2L2ψ − αΛC̃ψα−1Þ

¼ nC̃uφ
Λ
ψ2

þOðψ2Þ; ð64Þ

and

− nut½E0 − ΛðCΩÞ0�

¼ −nut
�
E1 þ 2E2ψ −

ΛC̃
ψ

ðΩ0 −Ωψ−1Þ
�
þOðψ2Þ:

ð65Þ

The above imply that (22) takes the form

Oðψ2Þ ¼ Jφ þ nC̃
uφΛ
ψ2

− nut
	
E1 þ 2E2ψ − Ω2ΛC̃



; ð66Þ

with ΩðψÞ ¼ Ω2ψ
2. Upon inserting the approximate Λ

from Eq. (62), one finally obtains the OðψÞ GS equation

0 ¼ Jφ þ n
4π

�
C̃
uφutBφ

ψ2

− ut½4πðE1 þ 2E2ψÞ −Ω2utBφC̃�
�
: ð67Þ

By using expression (10), one can also rewrite this equation
using the flow constant L (modulo some factors) in
exchange for utBφ; see Sec. V.
The first interesting aspect of Eq. (67) we point out is that

the term ∼nutE1 is Oð1Þ, and therefore we should expect
E1 ¼ 0. That is to say, a strict power-counting argument
appears to preclude the possibility of E1 ≠ 0, else in the
nonmagnetic limit (67) unphysically implies that 0 ¼ nut.
The choice E1 ≠ 0 is, however, made in the literature
(where Eiþ1 are usually rebranded as ci), as discussed in the
next section.
A second point concerns the explicit appearance of Ω,

which is absent in the linearized equation presented by IS04
[see their Eq. (64)]. We believe this is because these authors
implicitly assume η > 2 rather than η ¼ 2 as written in their
Eq. (58), meaning that all Ω terms are ignored as being
higher order. [Note also the typo in their Eq. (60) in the
expansion of DðψÞ.]

E. Some remarks on previous literature

In this section, we discuss the perturbative GS equation
and compare various approaches toward it found in the
literature. Ignoring Ω corrections at all orders, writing
E0ðψÞ ∝ FðψÞ and L0=C̃ ∝ ζ, one can eventually write the
linear GS equation in coordinate form as

0 ¼ Jφ − ζ2e−2νψ − r2 sin2 θðϵþ pÞFðψÞ; ð68Þ

with F00ðψÞ ¼ 0. We write Eq. (68) in this way so as to
match the OðψÞ equation presented by C08 [i.e. their
Eq. (57)]. Sometimes the parameter ζ is upgraded to a
general function of ψ , making (68) nonlinear (see below).
Strict linearization of the GS equation limits the possible

set of equilibria matching to an exterior poloidal electro-
vacuum, with the only options being (i) the entire field is
confined within the star, (ii) Bφ is discontinuous and there
is a nonzero surface current, or (iii) ζ ¼ 0 and Bφ ¼ 0
identically. To see this, note that if one matches to an
exterior where ψ ≠ 0, then ζ2ψ ≠ 0 at the surface unless
ζ ¼ 0 everywhere or ζðR⋆Þ ¼ 0 imposed by hand discon-
tinuously. Option (i) is that selected by IS04 and others
(e.g., [62]), while (ii) is chosen by C08.
While neither of these options characterize a realistic

system, they are the only choices available for a mixed
poloidal-toroidal field at strictly linear order. An alternative
is to consider nonlinear choices for ζ2ψ and/or FðψÞ,
allowing a toroidal field that decays regularly toward the
boundary (à la twisted torus), such as in Refs. [42,43,63].
However, if one were to take ζ ∝ ψ (for instance),
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quantities explicitly related to ui should appear in the GS
equation since meridional flow enters at Oðψ3Þ. Omitting
these terms thus implies that power-counting is not handled
self-consistently, presenting a conceptual problem. At
quadratic order one could avoid the appearance of meridio-
nal terms (i.e. taking ζ ∝ ffiffiffiffi

ψ
p

), though this again likely
rules out a regular toroidal component. Moreover, metric
perturbations should be accounted for as these appear at
Oðψ2Þ, though this is often circumvented with the Cowling
approximation.
A related issue surrounds FðψÞ; C08 and others (e.g.,

[42,43,45,63]) Taylor-expand this function as

FðψÞ ¼ c0 þ c1ψ þOðψ2Þ; ð69Þ

though declare c0 ¼ OðBÞ. In C08, the authors study the
simpler system (68) with c1 ¼ 0, which admits decoupled
multipoles. In C09, by contrast, both c0 and c1 are kept and
the multipole expansion becomes nontrivial (cf. Sec. V). In
either case, however, it seems inconsistent to keep c0 ≠ 0
since this would imply one does not recover 0 ¼ 0 in the
nonmagnetic limit, ψ → 0.
The above two points show that there are subtle issues

involved in the construction of magnetic equilibria, aside
from those related to induction explored previously. In the
next section we resolve the second of these points, meaning
that we numerically build equilibria where c1 ≠ 0 but
c0 ¼ 0, doing so in the flow-constant language. Solving
the nonlinear system self-consistently with a twisted-torus
configuration, meridional flow, and metric backreactions is
left to future work.

V. WORKED EXAMPLES OF MIXED,
MULTIPOLAR MHD EQUILIBRIA

To start our numerical investigation of the impact of
discarding the E1 coefficient while keeping E2, it is
convenient to express (67) in component form. While
we ignore rotational corrections at background order, it
turns out that introducing Ω ¼ Ω2ψ

2 simply leads to a
rescaling of the E2 constant due to Eq. (6), and thus setting
Ω2 ¼ 0 leads to no loss of generality in our approach. We
also opt to replace the constant E2 by D2 through Eq. (6) to
avoid confusion, as El is often used to represent the energy
stored in an l-pole. One eventually finds

0 ¼ e−ν
�
∂rðeν−λ∂rψÞ þ

eνþλ

r2
sin θ∂θ

�
∂θψ

sin θ

��

þ
�
4πL0

C̃

�
2

eλ−2νψ þ 8πD2r2sin2θeλðpþ ϵÞψ ; ð70Þ

which agrees with previous literature once conventions
have been accounted for (e.g., the tt-component of the TOV
metric in C09 is eν rather than e2ν).

In order to ensure that the toroidal field is confined to the
stellar interior, while maintaining a self-consistently lin-
earized6 equation that is not plagued by singularities at the
stellar surface, we impose a linear variant on choice
(iii) described in Sec. III D in the form

C̃ → C̃=Θðjψ=ψcj − 1Þ: ð71Þ

Independent of the choice of C or L, we note thatD2 ≠ 0
prevents a decoupling of the multipolar components in
Eq. (70). Indeed, the penultimate term behaves as ∼ψ while
the last behaves as ∼D2ψ sin2 θ, breaking the angular
symmetry. The obvious choice D2 ¼ 0 is not permitted
since the boundary conditions cannot be satisfied (see
below). Therefore, even the linear GS problem requires
a multipolar solution. To make progress, we follow the
method of C09 by projecting the equation onto a Legendre
basis. We introduce a multipolar expansion

ψðr; θÞ ¼
Xlmax

l¼1

flðrÞ sin θ
dPlðcos θÞ

dθ
; ð72Þ

where a finite lmax is necessary because of numerical
limitations. Making use of the orthogonality relations

Z
π

0

dθ
dPlðcos θÞ

dθ
dPl0 ðcos θÞ

dθ
sin θ ∝ δll0 ; ð73Þ

we project Eq. (70) into harmonics by multiplying by
Legendre polynomials and integrating. This produces a
coupled set of lmax ordinary differential equations for the
functions flðrÞ (see Sec. VA for numerical details).
The system is closed by setting appropriate boundary

conditions and choosing a hydrostatic equation of state
(EOS). For the former, we make the standard choices that
(i) the field behaves as regularly as possible toward the
origin, flðr → 0Þ → αlrlþ1 for some constants αl [see,
e.g., Eq. (24) of C09], and (ii) the field matches smoothly to
electrovacuum. The latter condition can be straightfor-
wardly expressed since Eq. (70) can be solved analytically
when p ¼ ϵ ¼ L0 ¼ 0 via hypergeometric functions that
decay as fl;ext ∼ r−l with amplitudes representing the
electromagnetic multipole moments.
We work with the analytic Tolman-VII solution for

simplicity, the details of which are reproduced here for
the reader’s convenience. The energy density takes the form
(e.g., [64])

6As discussed in Sec. IV E, one cannot guarantee thatBφ decays
smoothly as r → R⋆ in a strictly OðψÞ setup. It is necessary that
nonlinearities enter into Eq. (70) via L or C to avoid this; the choice
L0 → L0ðψ − ψcÞΘðjψ=ψcj − 1Þ, similar to that made by C09 and
Ref. [45], is one possibility. Strict linearization thus leads to some
unrealistic features, whether it be ψ → 0 toward the boundary,
such as IS04 impose, or a jump discontinuity.
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ϵðrÞ ¼ ϵcð1 − x2Þ; ð74Þ

for central value ϵc ¼ 15M⋆=8πR3
⋆ and dimensionless

radius x ¼ r=R⋆, which implies that grr is found through

e−2λ ¼ 1 −
8π

15
R2
⋆ϵcx

2ð5 − 3x2Þ: ð75Þ

The pressure and gtt component of the metric are rather
more involved, and are given by

pðrÞ ¼ 1

4πR2
⋆

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3Ce−2λ

p
tanϕT −

C
2
ð5 − 3x2Þ

�
ð76Þ

and

e2ν ¼ ð1 − 5C=3Þ cos2 ϕT; ð77Þ

where C ¼ M⋆=R⋆ is the compactness and

ϕT ¼ arctan

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

3ð1 − 2CÞ

s
þ log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

6
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2C
3C

rs

−
1

2
log

�
x2 −

5

6
þ

ffiffiffiffiffiffiffiffiffi
e−2λ

3C

r �
: ð78Þ

At the stellar surface ðr ¼ R⋆Þ we have p ¼ ϵ ¼ 0 and the
metric functions match the Schwarzschild exterior. We now
have a well-defined boundary problem.

A. Numerical methods

A few numerical remarks are in order before we can
present a solution. First, integrals involving the Heaviside
function, i.e. over the toroidal terms that are radially
rescaled functions of the form

IlðrÞ ¼
Z

π

0

dθΘ
�ψðr; θÞψc

 − 1

�
ψðr; θÞ dPlðcos θÞ

dθ
; ð79Þ

cannot be evaluated trivially like the poloidal components
(though see Ref. [45] for an analytic approach). One
method is to use a smooth, sigmoidlike approximation
for the Heaviside function, which allows Il to be evaluated
analytically for low values of l. In this work, the integrals
(79) are approximated with a sum via Simpson’s method.
That is, we approximate angular integrals over a small
subregion θ∈ ða; bÞ via

R
b
a dθXðr; θÞ
b − a

≈
Xðr; aÞ

6
þ 2Xðr; aþb

2
Þ

3
þ Xðr; bÞ

6
; ð80Þ

where the full range 0 ≤ θ < π is subdivided into a uniform
grid of nϕ points. Experimentation reveals that a resolution
of nϕ ¼ 256 produces solutions that are not visibly

different from those with nϕ > 256 for most cases.
However, for fields with L0=C̃ ≳ 0.1 the toroidal field
occupies only a small volume (see Sec. V B), and so
higher resolution is needed to accurately evaluate Il.
Solutions to the projected GS equations are achieved via

a fourth-order Runge-Kutta method applied to the vector
ðf1; f2;…; flmax

Þ, with step size chosen such that the global
error is controlled to be at most one part in ≳106 (see
Sec. V C). The surface boundary condition can be written
as (see, e.g., C09)

f0lðR⋆Þ ¼
f0l;extðR⋆Þ
fl;extðR⋆Þ

flðR⋆Þ; ð81Þ

which guarantees we match some multipolar exterior.
Numerical implementation of the condition flðr→ 0Þ→

αlrlþ1 is trickier and must be achieved by shooting for
solutions with the most regularity (i.e. with the shallowest
gradients around r ¼ 0). We perform a sequence of refining
scans over values of D2 and multipolar coefficients
f0lðR⋆Þ=flðR⋆Þ, for any given values of the toroidal
amplitude L0 and compactness M⋆=R⋆, until we converge
to a solution that is regular within a specified tolerance.
Such a procedure is computationally expensive for
lmax > 3 because we must scan over a set of dimension
lmax (noting that we can fix the dipole moment without loss
of generality, though cf. Sec. V C), and typically we need
a precision of order ≲10−4 in the eigenvalues to avoid
divergences. Greater precision is required for strong toroi-
dal fields, else the solutions display a numerical twist and
make it appear as if ψ has additional nodes. Curiously, C08
found that disconnected solutions with multiple nodes are
genuine features of dipolar, c0 ≠ 0 equilibria [see their
Fig. 2(d)], while in our case they only appear if the
eigenvalues are approximated with insufficient precision.
Regardless, keeping terms up to the octupole gives a
representation of the true solution to (70) at the ≲10%
level, even for fields with strong toroidal fields, as found by
C09 and us here.

B. Results

Implementing the approach described above, we present
mixed poloidal-toroidal and multipolar solutions to (70)
with a Tolman-VII background (74)–(78). In general, we
can plot the field line structure, as measured by a locally
inertial observer, using the tetrad components of the field
given by [29] (up to the sign convention; cf. C09)

BðrÞ ¼ −
ψ ;θ

r2 sin θ
; ð82Þ

BðθÞ ¼
e−λ

r sin θ
ψ ;r; ð83Þ
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and

BðφÞ ¼ −
4πL0

C̃r sin θ
Θðjψ=ψcj − 1Þe−νψ : ð84Þ

For concreteness, we set the stellar compactness equal to
0.2, i.e. R⋆ ¼ 5M⋆ in geometric units.
As a first (relatively crude) approximation, consider the

pure dipole case, fl≥2ðrÞ ¼ 0. Fixing the dipole moment to
some arbitrary (though subvirial) value, we find the purely
poloidal (L0 ¼ 0) solution with D2 ≈ 0.69214. The field
line structure is shown in the left panel of Fig. 1, with
the color scale indicating the poloidal strength relative
to the polar value, Bp ¼ jBðrÞðR⋆; 0Þj. Although there is no
toroidal field here by construction, we still show the region
jψ j > ψc for comparison with mixed-field cases. The
internal field attains a maximum of ≈3.2 times the polar
value Bp, as indicated by the color scale. Instead setting
L0 ¼ 0.04C̃ to include a modest toroidal field, we find
D2 ≈ 0.40386. The associated field line structure is shown
in the right panel of Fig. 1.
The strength of the poloidal field is reduced for increas-

ing L0. For L0 ¼ 0.04C̃, for instance, the field achieves a
maximum Bmax=Bp ≈ 2.3 (right panel). Moreover, as found
in previous literature though in a different notation,
increasing the ratio L0=C̃ shrinks the toroidal volume (as
is evident from the size of the equatorial rings in Fig. 1).
The eigenvalue D2 decreases monotonically as we increase

L0, though the gradient softens after L0=C̃ ≳ 0.1. Even-
tually, if one sets a very large L0, then Bφ occupies such a
small volume that the solution in most of the star is
unaffected, and the eigenvalue D2 asymptotes toward
a (lmax-dependent) floor value of D2;min ≈ 0.236. This
is simply a consequence of the linearization
(cf. Refs. [45,63]); choosing more complicated flow con-
stants allows one to control the toroidal volume and
strength simultaneously (see Sec. V C).
We next construct a purely poloidal but multipolar

solution with lmax ¼ 3. Although we could include a
quadrupolar term, likely important for astrophysical sys-
tems as evidence from NICER and hotspot modeling
suggests that hemispherically asymmetric magnetic geom-
etries are prevalent in nature (such as in PSRJ0030þ 0451
[65]), the trivial solution f2ðrÞ ¼ 0 is permitted because the
even and odd parity sectors decouple, as also noted by C09.
Although equilibria with f2ðrÞ ≠ 0 exist,7 we focus on odd-
parity multipoles for simplicity.
Including an octupole moment, the numerical scan

reveals D2 ≈ 0.6750 and f1ðR⋆Þ=f3ðR⋆Þ ≈ 22.7795 for

FIG. 1. Field line structure of the solution to the dipole projection of the linearized GS equation (70), for a Tolman-VII background of
compactness R⋆ ¼ 5M⋆, where we set L0 ¼ 0 (left panel) and L0 ¼ 0.04C̃ (right panel). The color scale shows the relative magnitude of
the poloidal field relative to the (arbitrary) polar field value, with redder shades indicating a stronger field. The shaded ellipsoids at the
equator delimit the surface jψ j ≥ ψc, where the toroidal field resides, although BðφÞ vanishes identically in the poloidal case (left). The
red annulus depicts the “crustal” region 0.9R⋆ ≤ r ≤ R⋆.

7The situation is subtle. Mixed polarity solutions exist only for
sufficiently large values of L0 given a compactness. To see this,
note that in the purely poloidal case the equations fully decouple,
and unless the eigenvalue D2 happens to match in both equations
there will be no solution. Although we do not show the field
structure, an example of a nodeless, dipole-dominated solution is
L0 ¼ 0.06C̃, D2 ≈ 0.2936, and f1ðR⋆Þ=f2ðR⋆Þ ≈ 90.11.
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L0 ¼ 0. The field structure is shown in the left panel of
Fig. 2. The largeness of f1ðR⋆Þ=f3ðR⋆Þ indicates that the
octupole contribution is relatively weak, though its impact
in the core is evident because the field maximum increases
to B=Bp ≈ 3.7 (≈15% larger than the dipole case; Fig. 1).
A mixed field solution with L0 ¼ 0.04C̃, requiring D2 ≈
0.3905 and f1ðR⋆Þ=f3ðR⋆Þ ≈ 10.320, is depicted in the
right panel. As before, the volume of the toroidal region
decreases as we increase L0 and the poloidal field decreases
in strength (Bmax=Bp ≈ 2.6). Additionally, including a toroi-
dal component also requires that the octupole contribution
becomes stronger, with the “kink” in the field lines near
polar latitudes around r ∼ 0.9R⋆ becoming more prominent.
Larger values of L0 demand smaller ratios of

f1ðR⋆Þ=f3ðR⋆Þ; for example, for L0 ¼ 0.1C̃ we find D2 ≈
0.234492 and f1ðR⋆Þ=f3ðR⋆Þ ≈ 6.0101. This solution,
depicted in Fig. 3, is interesting because the toroidal center
migrates toward the surface and shrinks in volume enough
that Bφ becomes confined to the region 0.9 ≤ x ≤ 1

representing a (hypothetical) crust. Such equilibria may
be more realistic than ones with core-dominated fields
owing to the torque instability described in Ref. [66].
Similar to Fig. 2, the solution we find is nodeless, and the
toroidal field is confined strictly by the neutral curves,
unlike some of the peculiar solutions found by C08 and
C09. Although not shown, a range of equilibria with
varying L0 were constructed, and we found that the
nodeless property persisted. In C08, by contrast, there
are discrete ranges (of ζ) such that magnetically discon-
nected solutions exist (see their Fig. 2). In cases with mixed
polarity, we find solutions with some minimum number of
nodes only.

We conclude by noting that the important distinction
with cases where D1 ≠ 0 (i.e. c0 ≠ 0) is that solutions
constructed for D1 ¼ 0 are unique, for a given EOS,
because there are no free parameters. In C09, for instance,
they were able to find solutions with an integer number of
nodes in ψ because of the c0 ≠ 0 freedom (see their Fig. 6).
One might argue that solutions where ψ → 0 internally, at
least for odd multipoles, are physically undesirable as they
indicate a singular limit of the flow constant formalism
(cf. IS04 and Sec. III D). In our case, it seems that only

FIG. 2. Similar to Fig. 1, though including octupole contributions, for L0 ¼ 0 (left) and L0 ¼ 0.04C̃ (right).

FIG. 3. Similar to Fig. 2, though with a stronger toroidal field,
viz. L0 ¼ 0.1C̃, that is confined to the “crust.”
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the minimum node solution can be found, indicating that
these extra solutions are artifacts of the additional freedom.
Although this is difficult to prove rigorously, we have
performed fine scans over the parameter space and can only
consistently converge to the eigenvalues given above; no
other choices give a regular solution. Overall though, the
main quantitative features of our solutions are similar to
those found in the aforementioned references.
Although we could continue this sequence of solutions

by increasing lmax, the field line geometry is unlikely to
change dramatically because the ratio flðR⋆Þ=f1ðR⋆Þ
decreases as a function of l (as found by C09).

1. Meridional flow

Even though the meridional flow does not enter into
Eq. (70) at linear order, its presence is guaranteed by the
existence of a toroidal field (see Sec. III A). The tetrad
components of the velocity vector can be found through
[see, e.g., Eqs. (135)–(137) in IS04]

vðrÞ ¼
Θðjψ=ψcj − 1Þ
C̃ðϵþ pÞr2 e−2νψ

∂ψ

∂θ
; ð85Þ

vðθÞ ¼ −
Θðjψ=ψcj − 1Þ
C̃ðϵþ pÞr sin θ e

−λ−2νψ
∂ψ

∂r
; ð86Þ

and

vðφÞ ¼ e−ν
�
Ωr sin θ −

L0Θðjψ=ψcj − 1Þe−2ν
4πC̃2ðϵþ pÞr sin θ ψ2

�
: ð87Þ

It is interesting to remark that BðφÞ depends on the

combination L0=C̃, while the meridional components (85)
and (86) depend only on C̃. This is again an artifact of the
linearization procedure and shows that a family of meridio-
nal flows of essentially arbitrary amplitude exist for a given
ψ (provided the perturbative criteria is satisfied).
Figure 4 shows the meridional flow, in the case where ψ

corresponds to the dipole case shown in the right panel of
Fig. 1. Even though the denominator in the flow compo-
nents (85) and (86) diverges at the stellar surface, the
overall velocity vanishes there because of Eq. (71).

C. Regular toroidally dominated configurations
free of surface currents

As described in Sec. V B, linearization imposes a limit
to the toroidal energy stored in the field: increasing L0

in an attempt to boost BðφÞ shrinks the toroidal volume.
Moreover, the strict linearization of the GS equation
implies that it is not possible to have a regular toroidal
field which is nonzero internally and vanishes externally if
ψ ≠ 0 at the boundary. These restrictions can be lifted
simultaneously if we allow for a nonlinear EðψÞ and
LðψÞ, though the price to pay is self-consistency with

power-counting, as detailed in Sec. IV E. Nevertheless,
we can compute solutions with nonlinear flow constants.
Motivated by the choices made in Ref. [63], though again
setting E1 ¼ 0, we consider the functions

EðψÞ ¼ E2ψ ½k1ðjψ=ψcj − 1ÞκΘðjψ=ψcj − 1Þ
− k2LðψÞ − k3�; ð88Þ

LðψÞ ¼ L0ψðjψ=ψcj − 1ÞΘðjψ=ψcj − 1Þ; ð89Þ

for parameters L0; κ; k1; k2, and k3. The choice k1 ¼ k2 ¼ 0
returns (43) with a rescaled value of E2. The motivation for
the above inclusions are that one wishes to enhance the
region of closed field lines—achieved through k1 and
κ—while allowing the toroidal energy density to grow
by minimizing the azimuthal current Jφ—achieved through
k2 (see Ref. [63] for a discussion). Furthermore, the non-
linear choice (89) (also made in other works, e.g., [45])
ensures that the toroidal field decays smoothly toward the
stellar surface for suitable κ, thus preventing surface
currents. A dipolar solution to Eq. (22), though again at
the expense of ignoring meridional components and metric
corrections, is found using the method described in
Sec. VA for the choices κ ¼ 4, k1 ¼ 1, k2 ¼ 10,
k3 ¼ −0.1, and L0 ¼ 1.1C̃. The eigenvalue we converge
to is D2 ≈ 9.49276. The field components, exhibiting a
strongly dominant BðφÞ, are shown in Fig. 5. Note that
because we consider a nonlinear GS equation here, the

FIG. 4. Meridional flow, restricted to the toroidal region, for
the solution shown in the right panel of Fig. 1. For improved
visibility, only the eastern hemisphere of the star is shown and the
“crustal” region is not depicted. The color scale shows the relative
amplitude of the (clockwise) flow, normalized by an arbitrary
constant as described in text.
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exact normalization of the dipole moment affects the
solution.8 The figures here correspond to a physical value
of Bp ≳ 5 × 1014 G.
The combined effect of these choices is that the toroidal

field is both strong and vast. Furthermore, BðφÞ decays
smoothly to zero as ψ → ψc, indicating an absence of
surface currents and discontinuities. Direct integration
reveals that the toroidal-to-total energy ratio is

Etor

Etot
¼

R
dVB2

φ=8πR
dVB2=8π

¼ 0.956; ð90Þ

meaning that the toroidal field houses ≈95.6% of the total
magnetic energy. Such a configuration may be relevant
for magnetars. For instance, ≈36 ks phase modulations
in the x-ray pulses of 1E 1547.0–5408 have been con-
sistently observed [67], possibly indicating a freely pre-
cessing source. Since the spin period of this object is
P ¼ 2.087 s, the modulation periodicity suggests a quad-
rupolar ellipticity of order ∼6 × 10−5, and thus a toroidal
field of strength BðφÞ ∼ 1016 G since the polar field strength
is only Bp ∼ 1014 G (see also Ref. [68]).
Though more formal checks can be made with the GR

virial relations (e.g., [52]), the extent of numerical errors,
quantified by the left-right mismatch in the radial projection
(s) of Eq. (70) in dimensionless units (i.e. the residual), is
shown in Fig. 6. The local error reaches ∼10−9 at worst,
indicating a reliable solution.

VI. DISCUSSION

In this paper we revisit the impact of “flow constants,”
introduced by BO in the GR context [27,28], on the
construction of stationary and axisymmetric neutron star
equilibria. The main results of this work are twofold. The
first part presents a modern review of the general formalism
in both GR and Newtonian gravity (Sec. II), spelling out
important corollaries at the general, nonlinear level
(Sec. III). One key argument we present is that consid-
eration of the GS equation alone gives the misleading
impression that terms related to meridional flows can be
discarded: such a choice is inconsistent with a mixed
poloidal-toroidal field according to the BO theorem
(Sec. III A), required in canonical twisted-torus models
and from a stability standpoint. The second part explores
perturbative constructions, where an expansion in the
subvirial flux ψ is taken (Sec. IV), with numerical
equilibria built in Sec. V. We find that power-counting
arguments suggest that some choices for flow constants
made in previous literature are not, strictly speaking, self-
consistent. Fortunately though, our numerical equilibria for
static stars, where strict order counting is enforced, are both
qualitatively and quantitatively similar to existing models
(see, e.g., Refs. [41,42,45,63]).
In considering the perturbative equilibria of stars that are

rotating at background order, we find that power-balancing
relations for the flow constants predict that the toroidal
field and meridional flow scale as Bφ ¼ OðψλÞ and ui ¼
Oðψ1−λÞ, respectively, with 0 < λ ≤ 1 (Sec. IV C). Since
jψ j ≪ 1 for the perturbative scheme to be valid, this implies
that the toroidal field is larger than the poloidal one, though
not necessarily in the global sense of total energies: the
toroidal field may be locally stronger but confined to a
small volume (cf. Sec. V B). It is generally thought that
strong toroidal fields are necessary to explain frequent
magnetar outbursts [69], a conclusion which is supported
by stability theory [14] together with observations of large
pulse fractions [70] and≳10 ks phase modulations in x-ray

FIG. 5. Tetrad components of the magnetic field—BðrÞ (dotted
line), BðθÞ (dashed line), and BðφÞ (solid line) evaluated at either
the equator or pole—for a solution to the nonlinear GS equation
with the flow constant choices (88) and (89), with κ ¼ 4, k1 ¼ 1,
k2 ¼ 10, k3 ¼ −0.1, and L0 ¼ 1.1C̃.
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FIG. 6. Residual of the numerical solution shown in Fig. 5. This
plot is typical for solutions shown in this work.

8It is clear from these solutions that nonlinear dynamics are
important as concerns the magnetic field itself even for ampli-
tudes well below the virial limit. The impact on the stellar
structure is tiny, however, even though metric corrections appear
at Oðψ2Þ.
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light curves [67]. Based on this, one may conjecture that
magnetar birth conditions preferentially select values of
λ ≪ 1 while “ordinary” neutron stars have λ≲ 1. However,
in modeling rotating stars one must be careful when taking
expansions for the flow constants [such as in Eq. (43)]
as simple Taylor series are precluded by the necessity of
noninteger powers (i.e. one should use Puiseux series
instead). For future work, it would be worthwhile consid-
ering self-consistent GS equilibria at successive (fractional)
orders in ψ , including meridional flow, metric corrections,
and multifluids (see the discussion in Sec. III C).
Given that the equilibria constructed here are molded

around twisted torii, we expect that the stability results
regarding such configurations carry over [12]. Whether
mixed poloidal-toroidal fields are long-term stable is not
a fully settled matter though (especially in GR), as non-
axisymmetric instabilities may be endemic to barotropic
stars [71] while convective instabilities can operate in
nonbarotropic systems with meridional flows [54].
In a full, time-dependent simulation, one should be able

to specify initial data which eventually translate into flow
constants when equilibrium is reached, if indeed it ever is.
While in considering the time-independent GRMHD equa-
tions one is free to choose the flow constants arbitrarily, it is
far from obvious whether a star set up with some initial
data would actually reach such a state. This is highlighted
by recent “long-term” GRMHD simulations, where late-
time behavior depends sensitively on the initial energy
partition [72]. Even if one ignores meridional flows and
rotation, the toroidal function is totally free and rich
families of GS-equilibria exist [73]. Providing a definitive
answer to how these constants behave given some initial
data, or which combinations of them are stable, is an
extremely difficult problem which we do not solve here. A
future approach to this kind of “inverse problem” would be
to try and fit the flow constants to (stable) numerical
solutions. To this end, a crucial ingredient, not present in
our investigation, is the magnetic helicity: it has been
argued that magnetic fields evolve so as to minimize
changes in the global helicity (i.e. to be as conserved as
possible) [43,74].
The existence of meridional flow has important physical

consequences. One effect was considered by IS04, who
noted that noncircularity induces additional types of frame
dragging into spacetime which violate reflection symmetry
about the equator. Such effects could, in principle, be tied to
equatorially asymmetric hotspot formation [65] or natal
kicks [29].
The meridional flow could lead to an additional channel

of magnetic diffusion via the viscous damping of the
internal circulation. The associated dissipation timescale
is identical to the standard viscous timescale, tvisc ∼ R2

⋆ρ=η,
where η is the shear viscosity coefficient. As an example,
we consider mature neutron stars with a neutron superfluid,
in which case viscosity is dominated by electron-electron

scattering. The corresponding viscosity coefficient is ηee ≈
6 × 1020ρ215T

−2
8 g=cm s [75], where T8 ¼ T=108 K and

ρ15 ¼ ρ=1015 g cm−3, and we find tvisc ∼ 0.05ρ−115T
2
8 yr

(we note that the corresponding timescale for nonsuperfluid
matter is of the same order of magnitude with a modified
density scaling ρ−1 → ρ−5=4). This timescale is much
shorter than typical neutron star ages. Since the poloidal
field and meridional flow are proportional to each other
[Eq. (11)], this naïvely suggests that poloidal fields should
be comparatively weak in mature stars, unless somehow
regenerated by the toroidal field through MHD exchanges
or if the proportionality factor C adjusts in tandem. Either
way, time-dependent effects of a meridional flow could
have a profound influence on the magnetic evolution and
observational appearance of neutron stars. Future observa-
tions of gravitational waves may elucidate the situation.
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APPENDIX A: FLOW CONSTANT
DERIVATION (GR)

This appendix provides a self-contained derivation of the
flow constants originally discussed in BO78 and BO79.
Under the assumption of a stationary-axisymmetric system
we have Q;t ¼ Q;φ ¼ 0 where Q stands for any geometric
or electromagnetic function. Note that nothing else is
assumed about the metric or the fluid flow.
The first group of flow constants does not depend on the

Euler equation and therefore is a good starting point for our
analysis. By definition, we have

Ftφ ¼ 0; ðA1Þ

Frφ;θ ¼ Fθφ;r; ðA2Þ

Ftr;θ ¼ Ftθ;r: ðA3Þ

The t; r;φ components of the ideal MHD condition Eμ ¼
Fμνuν ¼ 0 lead to

Ftθuθ þ Ftrur ¼ 0; ðA4Þ

Frφur þ Fθφuθ ¼ 0; ðA5Þ

Frtut þ Frθuθ þ Frφuφ ¼ 0: ðA6Þ

ARTHUR G. SUVOROV and KOSTAS GLAMPEDAKIS PHYS. REV. D 108, 084006 (2023)

084006-16



Ignoring the singular possibility ui ¼ 0 for now, we may
solve (A4) and (A5) for Ftθ; Fθφ and insert the results in
(A3) and (A2). We find, respectively,

d
dτ

logFtr ¼ ur
Ftr;r

Ftr
þ uθ

Ftr;θ

Ftr
¼ −uθ

�
ur

uθ

�
;r
; ðA7Þ

d
dτ

logFrφ ¼ ur
Frφ;r

Frφ
þ uθ

Frφ;θ

Frφ
¼ −uθ

�
ur

uθ

�
;r
: ðA8Þ

It follows that

d
dτ

log

�
Frφ

Ftr

�
¼ 0 ⇒ Ftr=Frφ ¼ Ω; ðA9Þ

where Ω is a flow constant. Using this in (A4) and (A5)

Ftθ=Fθφ ¼ Ω: ðA10Þ

Meanwhile, we can rewrite (A8) as

d
dτ

logFrφ ¼ −uμ;μ þ uμ
uθ ;μ
uθ

: ðA11Þ

The baryon conservation equation ∇μðnuμÞ ¼ 0 can be
written in the equivalent form uμ;μ ¼ −d½logð ffiffiffiffiffiffi−gp

nÞ�=dτ,
and the previous expression becomes

d
dτ

log

�
Frφffiffiffiffiffiffi−gp
nuθ

�
¼ 0 ⇒

Fφrffiffiffiffiffiffi−gp
nuθ

¼ C; ðA12Þ

where C is another flow constant. This result can be
combined with (A5) to similarly show that

Fθφffiffiffiffiffiffi−gp
nur

¼ C: ðA13Þ

Finally, (A6) in combination with (A9) and (A12) leads to

Frθ ¼
ffiffiffiffiffiffi
−g

p
Cnðuφ −ΩutÞ: ðA14Þ

Using the above expressions in the definition of the
magnetic field we find

Bi ¼ −Cnðut þ ΩuφÞui: ðA15Þ

In fact, using the definition of Bμ, we can produce the more
general four-vectorial expression

Bα ¼ −Cn½ðut þΩuφÞuα þ δαt þ Ωδαφ�: ðA16Þ

This is a key relation between the magnetic field, the flow
constants, and the fluid parameters. With the help of this
relation we can prove the following interesting property for
any constant dQ=dτ ¼ uαQ;α ¼ 0:

BαQ;α ¼ −Cn½ðut þ ΩuφÞuαQ;α þQ;t þ ΩQ;φ� ¼ 0;

ðA17Þ

meaning that Bα and Q share the same level surfaces.
The final conservation law of this first group relates to

the magnetic energy. It originates from the orthogonality
between the Lorentz force and the four-velocity, i.e.

uα∇βT
αβ
EM ¼ −uαFαβJβ ¼ 0: ðA18Þ

The use of (3) for Tμν
EM together with the orthogonality

property uαBα ¼ 0 allows us to rewrite this condition as

d
dτ

B2 ¼ −2B2∇αuα − 2uαBβ∇βBα: ðA19Þ

With the help of ∇αuα ¼ −uαn;α=n and uαBβ∇βBα ¼
−BαBβ∇βuα this expression becomes

d
dτ

B2 ¼ 2B2
d
dτ

log nþ 2BαBβ∇βuα: ðA20Þ

Expanding the covariant derivative in the first and third
terms,

0 ¼ B2
d
dτ

log nþ BαBβuα;β − BαBα
;βuβ: ðA21Þ

Moreover, we can exploit another equivalent expression for
dB2=dτ in the form

uβBαBα
;β ¼

d
dτ

B2 − uβBαBα;β; ðA22Þ

together with BβBαuα;β ¼ −uαBβBα;β. Inserting these in
(A21) and after some rearrangement we obtain

d
dτ

log

�
B2

n

�
¼ 1

B2

�
Bα dBα

dτ
− uβBiBβ;i

�
: ðA23Þ

After expanding the right-hand-side terms and using (A16)
we can finally arrive to a “magnetic energy” conservation
law

d
dτ

�
B2

n
þ CðBt þ ΩBφÞ

�
¼ 0: ðA24Þ

This implies the existence of a new flow constant F ,

B2

n
þ CðBt þ ΩBφÞ ¼ F : ðA25Þ

In the second group of conservation laws we find expres-
sions derivable from the Euler equation. Projecting that
equation along Bμ,
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�
ϵþ pþ B2

4π

�
Bαaα ¼ −Bαp;α þ

B2

4π
∇αBα: ðA26Þ

For the divergence of the magnetic field we can write

∇αBα ¼ 1

2
ffiffiffiffiffiffi−gp ϵαβγδ∇αuβFγδ: ðA27Þ

This can be inverted

1

2
ffiffiffiffiffiffi−gp ϵαβγδFγδ ¼ uαBβ − uβBα; ðA28Þ

and we can rewrite (A27) in the far more elegant form

∇αBα ¼ Bαuβ∇βuα: ðA29Þ

The same is true for Eq. (A26), which becomes

ðϵþ pÞ∇αBα ¼ −Bαp;α: ðA30Þ

Introducing the chemical potential, which is just the
specific enthalpy in the limit of zero temperature as
considered here,

μ ¼ dϵ=dn ¼ ðϵþ pÞ=n; ðA31Þ

we can easily show that p;α ¼ nμ;α ¼ ðϵþ pÞμ;α=μ, and as
a result (A30) reduces to a total divergence

∇αðμBαÞ ¼ 0: ðA32Þ

An equivalent form for this expression is

μð ffiffiffiffiffiffi
−g

p
BiÞ;i ¼ −

ffiffiffiffiffiffi
−g

p
μ;iBi: ðA33Þ

Combining this with (A15) and the baryon conservation
equation ð ffiffiffiffiffiffi−gp

nuiÞ;i ¼ 0 leads to the conservation law

d
dτ

log ½μðut þ ΩuφÞ� ¼ 0: ðA34Þ

The corresponding flow constant D is defined as

D ¼ μðut þΩuφÞ ¼ μuαðδαt þ ΩδαφÞ: ðA35Þ

The remaining conservation laws represent a generalization
of the hydrodynamical Bernoulli theorem (e.g., [30]). If ξα

is a Killing vector, it is easy to show that ∇αðTαβξβÞ ¼ 0.

For Tαβ ¼ Tαβ
EM þ Tαβ

fluid this identity leads to

nuαðχuβξβÞ;α −
1

4π
½ξβBβ∇αBα þ BαðξβBβÞ;α�

þ ξβgiβ
�
pþ B2

8π

�
;i
¼ 0; ðA36Þ

where we defined the generalized chemical potential
χ ¼ μþ B2=4πn. Using (A32)

nuαðχuβξβÞ;α þ
Bα

4π

�
ξβBβ μ;α

μ
− ðξβBβÞ;α

�

þ ξβgiβ
�
pþ B2

8π

�
;i
¼ 0: ðA37Þ

Furthermore, using (A16) for Bα as well as (A34) allows us
to rewrite this expression as

d
dτ

�
χuβξβ þ

C
4π

ðut þΩuφÞξβBβ

�
¼ −

ξi

n

�
pþ B2

8π

�
;i
:

ðA38Þ

Insofar as the spacetime is endowed with the two standard
Killing vectors, ξα ¼ fξαt ; ξαφg ¼ fδαt ; δαφg, the right-hand-
side term in the preceding expression vanishes, and we
arrive at the two conserved quantities

E ¼ −
�
χuα þ

CD
4πμ

Bα

�
ξαt ¼ −χut −

CD
4πμ

Bt; ðA39Þ

L ¼
�
χuα þ

CD
4πμ

Bα

�
ξαφ ¼ χuφ þ

CD
4πμ

Bφ: ðA40Þ

These expressions represent MHD generalizations of the
conserved specific energy and angular momentum of a
nonmagnetic fluid. In particular, the bracketed terms can be
identified as the system’s canonical four-momentum.
A final nontrivial result follows from the combination of

E, L, and Eq. (A25). We have

E − ΩLþD ¼ FD=4πμ; ðA41Þ

and given that μ is not constant along flux surfaces,
we should have FD ¼ 0. Noticing that D ¼ 0 implies a
vanishing poloidal field according to (A15), we find that
the only acceptable solution is F ¼ 0. Then, D ¼
−ðE −ΩLÞ and the conservation law (A25) reduces to

B2 ¼ −CnðBt þΩBφÞ: ðA42Þ

It is clear now that the constants E and D are degenerate in
the nonmagnetic limit, and thus one may say thatD has “no
perfect fluid analogue” as commented by BO78.
For the remainder of this appendix we assume, in addition

to stationarity and axisymmetry, a strictly azimuthal fluid
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flow, i.e. uμ ¼ ðut; 0; 0; uφÞ [as discussed elsewhere in the
paper, this type of flow entails a circular metric and as a
consequence uμ ¼ ðut; 0; 0; uφÞ]. From the ideal MHD
equation (A6) we have utFαt þ uφFαφ ¼ 0, and therefore,
in the absence of meridional flow (and a nonvanishing
poloidal field), the flow constantΩ can be identified with the
angular frequency

Ω ¼ uφ=ut: ðA43Þ

In terms of the scalar magnetic potentials Φ ¼ At;ψ ¼ Aφ

we can write Fαt ¼ Φ;α; Fαφ ¼ ψ ;α and from the previous
expressions we find Φ ¼ ΦðψÞ and Ω ¼ −dΦ=dψ . The
Ω ¼ ΩðψÞ result represents the relativistic version of
Ferraro’s theorem for differentially rotating MHD systems
(e.g., [31]).
Finally, from the definition of Bα we find the following

expressions for the poloidal field components:

Br ¼ ψ ;θffiffiffiffiffiffi−gp
ut
; Bθ ¼ −

ψ ;rffiffiffiffiffiffi−gp
ut
: ðA44Þ

These can be combined to give Biψ ;i ¼ Bαψ ;α ¼ 0. This
result represents a well-known geometric property, namely,
that the poloidal field lines lie in ψ level surfaces.

APPENDIX B: FLOW CONSTANT DERIVATION
(NEWTONIAN)

Here we present a self-contained derivation of the flow
constants in the Newtonian context; unlike their GR
counterparts these are well known, for example, a concise
introduction can be found in Mestel’s textbook [24], though
original derivations can be traced back to Prendergast [7],
Chandrasekhar [22], and Woltjer [23]. Some important
exceptions arise between the GR and Newtonian cases,
which we point out here.
The ideal MHD equations for a “cold” Newtonian

system are

∂tρþ ∇ · ðρvÞ ¼ 0; ðB1Þ

ρð∂t þ v · ∇Þv ¼ −ρ∇Φ − ρ∇hþ 1

4π
ð∇ × BÞ ×B

¼ −ρ∇ðΦþ hÞ − ∇
�
B2

8π

�
þ 1

4π
ðB · ∇ÞB;

ðB2Þ

∇ ·B ¼ 0; ∂tB ¼ ∇ × ðv × BÞ; ðB3Þ

together with an EOS and the Poisson equation ∇2Φ ¼
4πGρ for the gravitational potential. Note that we have
opted for working with enthalpy instead of pressure,

dp ¼ ρdh ⇒ ∇p ¼ ρ∇h: ðB4Þ

A general strategy for deriving conservation laws for scalar
quantities is to take the scalar product of the above
equations with the two available vectors, fv;Bg, and
subsequently impose axisymmetry and stationarity. In
the present context a conservation law means “conservation
along flow lines,” in other words,

v · ∇Q ¼ 0; ðB5Þ

for any scalar function Q. Since by assumption ∂tQ ¼ 0,
this condition amounts to Lie transportation, LvQ ¼ 0.
The ideal MHD condition is encapsulated in the induc-

tion equation, and, as in the GR analysis, we start our
discussion from there. The assumed symmetries of the
system imply

v ×B ¼ ∇Φe; ðB6Þ

from which it follows that the electrostatic potential Φe is
conserved, v · ∇Φe ¼ 0.
The decomposition of the vectors v, B into poloidal and

toroidal components,

v ¼ vp þ vφφ̂; B ¼ Bp þ Bφφ̂; ðB7Þ

allows us to write (B6) as

vp ×Bp þ Bφðvp × φ̂Þ − vφðBp × φ̂Þ ¼ ∇Φe: ðB8Þ

The projection of this equation along φ̂ yields

vp ¼ kðr; θÞBp: ðB9Þ

This expression should represent the Newtonian analog
of Eq. (A15), so we expect k to be inversely proportional
to ρ. This is easy to show with the help of ∇ ·Bp ¼
0;∇ · ðρvpÞ ¼ 0. From these we have Bp · ∇ðρkÞ ¼ 0

which is equivalent to the conservation law

v · ∇CN ¼ 0; ðB10Þ

with CN ¼ 1=ρk. Thus we have found

Bp ¼ CNρvp; ðB11Þ

which represents the Newtonian analog of (A15).
The poloidal field can be expressed in terms of the

magnetic potential function ψðr; θÞ in the usual way,

Bp ¼ ∇ψ × ∇φ: ðB12Þ

This parametrization guarantees that poloidal field lines as
well as the meridional flow lines lie in constant ψ surfaces,
Bp · ∇ψ ¼ 0; vp · ∇ψ ¼ 0. We can conclude that
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v · ∇ψ ¼ 0; ðB13Þ

which means that conserved quantities are functions Q ¼
QðψÞ [see (B5)]. Using the above expressions in (B8) gives

ϖ−1ðvφ − kBφÞ∇ψ ¼ ∇Φe; ðB14Þ

where ϖ ¼ r sin θ. The curl of this expression leads to the
conserved quantity

ϖ−1ðvφ − kBφÞ ¼ ΩNðψÞ: ðB15Þ

This result allows us to write the Newtonian counterpart
of (A16)

B ¼ CNρðv −ϖΩNφ̂Þ; ðB16Þ

and identify ΩN as the Newtonian analog of Ω (notice that
in the absence of a toroidal field this constant reduces to the
angular frequency parameter, vφ ¼ ϖΩN).
The remaining “hydrodynamical” constants DN, EN, LN

should emerge from projections of the Euler equation. The
azimuthal component of that equation gives

vp · ∇ðϖvφÞ ¼
1

4πρ
Bp · ∇ðϖBφÞ: ðB17Þ

Using (B16) we can write this expression as a conservation
law, v · ∇LN ¼ 0, where

LN ¼ ϖ

�
vφ −

CN
4π

Bφ

�
: ðB18Þ

The last two constants EN and DN are found by dotting the
Euler equation with v and B. We find

1

2
ρ∂tv2 þ ρv · ½ðv · ∇Þv� þ ρv · ∇ðΦþ hÞ

þ v · ∇
�
B2

8π

�
−

1

4π
v · ½ðB · ∇ÞB� ¼ 0; ðB19Þ

ρB · ∂tv þ ρB · ½ðv · ∇Þv� þ ρB · ∇ðΦþ hÞ ¼ 0: ðB20Þ

We can manipulate some of the terms appearing in these
expressions, viz.

ρv · ½ðv · ∇Þv� ¼ ∇ ·

�
1

2
ρv2v

�
þ 1

2
v2∂tρ;

ρv · ∇ðΦþ hÞ ¼ ∇ · ½ρvðΦþ hÞ� þ ðΦþ hÞ∂tρ: ðB21Þ

For our stationary system, Eq. (B19) becomes

0 ¼ ∇ ·

�
ρv

�
1

2
v2 þΦþ h

��
ðB22Þ

þv · ∇
�
B2

8π

�
−

1

4π
v · ½ðB · ∇ÞB�: ðB23Þ

In the nonmagnetic case this equation would have led to the
familiar Bernoulli flow-line constant B ¼ v2=2þΦþ h
[22]. The absence of ρ in the magnetic terms in (B23) does
not allow the same kind of manipulation (unless ρ is
constant). However, the fact that ∇ ·Bp ¼ 0 and vp ¼
Bp=CNρ may allow for a Bp · ∇Q ¼ 0 conservation law.
Using index notation ði; j ¼ fr; θ;φgÞ for clarity, the
magnetic tension term can be written as

viBj∇jBi ¼ Bj∇jðviBiÞ − BiBj∇jvi: ðB24Þ

At the same time, from the induction equation we have

Bj∇jvi −∇jðvjBiÞ ¼ 0; ðB25Þ

and the magnetic tension term becomes

viBj∇jBi ¼ ∇ · ½ðv ×BÞ ×B� þ 1

2
v · ∇B2: ðB26Þ

The resulting Euler equation is

0 ¼ ∇ ·

�
ρvp

�
1

2
v2 þΦþ h

�
−

1

4π
ðv ×BÞ × B

�
; ðB27Þ

where we have exploited axisymmetry to set v → vp in the
first term. The last term can be written as

ðv ×BÞ × B ¼ −ϖΩN

�
B2
pφ̂ −BpBφ

�
: ðB28Þ

In axisymmetry the first right-hand-side term is divergence-
free, and the Euler equation reduces to

v · ∇
��

1

2
v2 þΦþ h

�
−

1

4π
ϖΩNCNBφ

�
¼ 0: ðB29Þ

We have thus arrived to the MHD generalization of the
Bernoulli constant

EN ¼ 1

2
v2 þΦþ h −

ΩNCN
4π

ϖBφ: ðB30Þ

Unlike the analogous GR result (A39), (B30) does not
depend on the chemical potential.
Our last order of business for this section is the

manipulation of Eq. (B20). Removing the time derivative

B · ½ðv · ∇Þv� þ B · ∇ðΦþ hÞ ¼ 0: ðB31Þ

The first term can be manipulated with the help of the
induction equation to give
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Bivj∇jvi ¼ ∇jðvjviBiÞ −
1

2
Bj∇jv2: ðB32Þ

The axisymmetric Euler equation is equivalent to

v · ∇
�ðB · vÞ

CNρ
þΦþ h −

1

2
v2
�
¼ 0; ðB33Þ

and the corresponding flow constant is

DN ¼ B · v
CNρ

þΦþ h −
1

2
v2: ðB34Þ

With the help of (B16) we can rewrite this as

DN ¼ 1

2
v2 þΦþ h −ϖΩNvφ: ðB35Þ

As in GR, it can be noticed that the constants EN and DN
are degenerate in the nonmagnetic limit (both being equal
to the Bernoulli constant B in different frames).
We remark that we have been unable to obtain an

analogous F flow constant in the Newtonian case, though
the relation DN ¼ EN −ΩNLN essentially corresponds to
setting F ¼ 0 in GRMHD [see Eq. (A41)].
The “no toroidal field theorem” discussed in Sec. III A

persists in the present Newtonian context. Indeed, consid-
ering the limit of vanishing meridional flow, vp → 0, we
find that (B11) predicts CN → ∞ if we require a poloidal
magnetic field to be present. However, we can see that the
divergence of CN makes both the hydrodynamic constants
EN and LN divergent unless Bφ → 0 since there are no other
terms available for counterbalancing. As in GR, we are thus
forced to conclude that the field must be purely poloidal.
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