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Stability analysis of warm quintessential dark energy model
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A dynamical system analysis is performed for a model of dissipative quintessential inflation realizing
warm inflation at early primordial times and dissipative interations in the dark sector at late times. The

construction makes use of a generalized exponential potential realizing both phases of accelerated
expansion. A focus is given on the behavior of the dynamical system at late times and the analysis is
exemplified by both analytical and numerical results. The results obtained demonstrate the viability of the
model as a quintessential inflation model in which stable solutions can be obtained.
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I. INTRODUCTION

Cosmic inflation [1-6], proposed as a solution to the
fine-tuning problems of the big bang theory, describes an
accelerated expanding phase in the early Universe. It is also
commonly assumed to be driven by a potential energy
dominated scalar field, called the inflaton. On the other
hand, the observational discovered late-time cosmic accel-
eration of our Universe [7,8] can also be explained by the
dynamics of a scalar field, called the quintessence [9,10]
(for reviews, see, e.g., [11,12]). There has been constant
effort in the literature to unify the early- and the late-time
cosmic accelerations by making the same scalar field play
the role of both the inflaton and the quintessence field (for
recent reviews, see [13,14] and references therein).
However, the main obstacle to unify the early- and the
late-time accelerations by a single scalar field is that, as in
conventional cold inflation, the energy density in the
inflaton field must, at least partially, decay to radiation
at the end of inflation in order to reheat the Universe, while
part of the energy density of the inflaton must survive until
recently if the inflaton should also play the role of
quintessence. To overcome this difficulty, a number of
alternative reheating mechanisms have been proposed, such
as gravitational reheating [15,16], instant preheating
[17,18], curvaton reheating [19,20], nonminimal [21], or
Ricci reheating [22,23], just to cite some examples.
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Another novel way of overcoming the reheating problem
in such unified models is to opt for warm inflation (WI)
[24] as the inflationary model (for recent reviews on WI,
see, e.g., [25,26]). WI is a variant inflationary scenario
where the inflaton field, having strong couplings with other
fields, dissipates its energy to a thermal bath during
inflation. As a constant thermal bath is maintained through-
out WI, it smoothly ends in a radiation dominated Universe,
without invoking the need of a separate reheating phase.
Thus, WI can naturally alleviate the problem of reheating in
such unified quintessential inflation models. Besides, the
constraints set by the swampland conjectures (especially
the de Sitter conjecture [27,28]), which prohibit construc-
tions of de Sitter vacua in string theory, cannot be easily
met by the conventional inflationary models [29,30]. WI,
however, naturally overcome those constraints [31-34]
and, thus, can be considered as a viable inflationary
paradigm in string landscapes. On the late-time acceleration
front, quintessence is in better agreement with the swamp-
land conjectures than a nonzero cosmological constant A
[29]." Hence, unifying WI with quintessence has an added
advantage even from the point of view of effective field
theories consistent with a quantum gravity ultraviolet
realization.

"It is to note that, in general, quintessence dark energy models,
preferred by the swampland conjectures [29], exacerbates the H,
tension as have been pointed out in [35,36]. For some of the
recent discussions concerning the differences on the value of H,,
between the measurements coming from the cosmic microwave
background [37] and by local distance measurements [38—40],
see, e.g., Refs. [41-49].

© 2023 American Physical Society
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The first two attempts [50,51] made in the literature to
unify WI with late-time quintessence-driven acceleration,
dissipative effects played a role only during the early-time
inflationary phase, after which they die down when WI
ends. Afterwards, it was assumed that the late-time accel-
eration was driven by standard quintessence dynamics,
where the quintessence field is treated to be decoupled from
the rest of the matter in the Universe. Above all, two
different forms of potentials of the same scalar field are
required to drive the two accelerating phases, at early and at
late times, in these models. There has been another novel
attempt to unify WI and the late-time acceleration [52],
where the scalar field first dissipates its energy to a
radiation bath during inflation and, at a later stage, due
to couplings with matter, it dissipates its energy to the
matter content of the Universe. This nonrelativistic matter
content, generated due to the dissipation of the scalar field,
is shown to be able to account for the dark matter in the
Universe. Besides, in the implementation considered in
Ref. [52] only one form of the scalar potential (a gener-
alized form of exponential potential) is required to drive
both the early- and the late-time accelerations, which is an
added advantage. Thus, this model accounts for inflation,
dark matter and dark energy at one go.2

The main feature of WI, which distinguishes it from the
standard inflationary paradigm, is the dissipative effects of
the inflaton field during inflation. The presence of dis-
sipation makes WI a rich dynamical system, whose stability
in the early Universe has been previously analyzed in the
literature [54-58]. However, a study of how a similar
analysis could be carried out when those dissipative effects
can extend up to the late times, is still largely missing. In the
unified model described in [52], dissipation effects are
effective even after the inflationary phase, and interactions
in the postinflationary epoch are motivated fully from the W1
picture. Though this might have similarities with models
describing interactions in the dark sector (see, e.g., the review
papers [59,60]), the model studied here is, however, much
more reminiscent of the WI idea, but extending it to
quintessential inflation models. Therefore, we will call the
late-time acceleration of this model as warm quintessential
dark energy model. The aim of this paper is to perform the
first study in the literature of the stability of the dynamical
system of this warm quintessential dark energy model.

We have organized this paper as follows. In Sec. II, we
discuss the model whose stability we want to determine in
this paper. In Sec. III, we discuss the dynamical system
produced by the model and show that it indeed accounts for
four different phases of evolution: (a) inflation; (b) radiation
domination; (c) matter domination; and (d) dark energy
domination for some generic choices of parameters.

?A double-field warm inflation model was also recently been
proposed [53], where inflation, dark matter and dark energy can
be realized in a single setup.

In Sec. IV, we qualitatively show that the late-time
acceleration is an attractor solution of the model. In the
following section, Sec. V, we perform a rigorous dynamical
system analysis to study the stability of the system depend-
ing on different model parameters. In Sec. VI, we discuss
our main results and conclude. Finally, an Appendix is
included where we also study the stability of the slow-roll
trajectories in both early- and late-time epochs.

II. MODEL

In our model, the quintessential scalar field decays to
both radiation and matter energy densities. Here, we
propose the complete set of background equations involv-
ing the quintessential scalar field ¢, the radiation fluid
energy density p, and the matter energy density p,,, with
evolution equations as given, respectively, by

G+3HP+ T p+ Y +V,y =0, (21
prt+ 4Hpr = Tr(;bzv (22)
pm + 3Hpm = de)zv (23)

where V , is the field derivative of the quintessential scalar
potential, T, describes the energy exchange between the
quintessential scalar field and radiation energy density, 1,
describes the energy exchange between the quintessential
scalar field and matter energy density and the Hubble
parameter is given by the Friedmann equation,

a? 1 [P
HZE?:W%,I (2+V+pr+pm>’ (2.4)

with a the scale factor and Mp = (87G)™2 ~2.44 x
10" GeV is the reduced Planck mass and G is
Newton’s gravitational constant.

We parametrize the dissipation terms Y, and Y, in the
following generic forms, which are motivated from many
early works on WI and also discussed in Ref. [52],

Y, = Copi‘prmi=cr, (2.5)

and

Y, = Copui pIM' 0, (26)
where C, and C,, are dimensionless constants and M is
some appropriate (constant) scale with mass dimension.
Hence, [Y,] =M and [Y,,] = M.> The various powers

*Note that in principle we do not need to have both dissipation
terms with the same mass scale and we could define them with
different scales. But any difference between these scales can be
absorbed in the dimensionless constants C, and C,, anyway.
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¢, p, k, g model the different dependencies that these
dissipation coefficients might have with the quintessence
background field, radiation energy density, and matter
energy density. These parameters are not all arbitrary
and the stability of the dynamical system can put strong
bounds on them, as we will see. In particular, the stability of
the system under slow-roll demands that |c| < 4 and |k| < 4
(see the Appendix for details).

Appropriate choices of dependencies on ¢, p, and p,, can
be made in Egs. (2.5) and (2.6) such that we can have, for
example, the dissipation coefficient Y,, given in Eq. (2.5),
dominating during inflation, thus leading to a WI regime,
while T,,, given in Eq. (2.6), only dominates at late times
[52]. While T, can be subdominant at primordial times, it
can help in setting an initial abundance for the matter
density. Given appropriate parameters C,, and M, we can
arrange for the matter-quintessence scalar field to display a
similar behavior found, e.g., in the case of nonminimal
couplings of the scalar field to matter [61], thus modeling
different energy exchange forms between the dark sector
components. The matter-quintessence scalar field interac-
tion term, under appropriate choices of parameters, can also
help in providing an extra friction force on the quintessence
scalar field and, thus, help making ¢ acquire a negative
equation of state at late times, signaling the beginning of
the dark energy (quintessence) domination epoch and even
making scalar fields with steeper potentials more likely to
work as a quintessence field, as we will see later.

III. THE DYNAMICAL SYSTEM

The evolution equations (2.1)—(2.3) can be brought into a
form appropriate for a dynamical system analysis by
defining the variables [62]

¢

X=—, 3.1
VOMp H (3.1)

vV 1
=\/z—, 3.2
Y \/;MPIH (32)

Pr
= , 3.3
" 3MEH? (33)

Pm
Q = . 3.4
m 3M1%1H2 ( )

Note that from the above definitions, we have that

x4y =Q, (3.5)

is the fraction in energy density of the quintessence scalar
field. From Egs. (3.1)—(3.4), the Friedmann equation (2.4)
becomes equivalent to

1=x>+y’+Q,+9Q,,. (3.6)

The evolution equations (2.1)—(2.3) can then be brought
into a dynamical system form as

- _3x(12— x?) erx 30, + 0))
+ %ﬂyz - 3x7y2’ (3.7)
, 3y 3x%y  3y3 3 yQ,
y=7+7—7—\/;xy/1+ > (3.8)
= —V6x(=1+T)2, (3.9)
Q, = 6x%Q, — Q, +3x°Q, — 3y’Q, + Q2, (3.10)

where, in the above equations, a prime means derivative
with respect to the number of e-folds, ' = d/dN, where
dN = Hdt, while Q, and Q,, are the dissipation ratios,
defined as

T
=L 3.11
0 =57 (3.11)
and
T
=" 12
0 =32 (3.12)

In Egs. (3.7)-(3.10) we have also introduced the variable 4,
which is defined as

B V(@)
A= —Mp Vi) (3.13)
and I" in Eq. (3.9) is defined as
V()Y 4p()
r=—r %7 3.14
V30) 19

Note that the Egs. (3.7)—(3.10) are general and valid in
principle for any potential. To complete the dynamical
system, we also need the evolution equations for the
dissipation ratios Q,, and Q, and to fix the form of the
inflaton potential V(¢). For definiteness, let us consider
the generalized exponential inflaton potential of the form,

V() = Ve d4/Mn)" (3.15)
where V| is the normalization of the potential, a is a
dimensionless constant here taken as positive and n > 1 for
potentials steeper than the simple exponential potential.
This form of potential was originally proposed in Ref. [63]
and considered also in Refs. [64—-67] for quintessential
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inflation in the cases of absence of dissipation (i.e.,

radiation production). The first use of this potential in

the context of warm quintessential inflation was in

Ref. [52] and later also considered in Refs. [68,69].

Studies involving observational predictions for this model

in the context of WI were developed in Refs. [70,71].
From the potential (3.15), we then obtain that

-1 =
rog- )<i>‘ : (3.16)
na na
and
n—1
A= na(i> . (3.17)
Mp
Note that for n # 1, ¢ is related to 4 by
A\
¢=Mp|—| . (3.18)
na

From the above definitions, the evolution equations for Q,,
and Q, can be expressed, respectively, as

;o 3(2 - k)Qm + 3()(2 _yz)Qm

On = 4 2
o Q
+Vogx (") g, + Lt
2 2
3kx?Q2, (3.19)
2(-14+ 2 +y*+9Q,)° '
3(1-20)0, | 3(x* =y*)0,
/
0, = > + >
S 3ex’Q7 | 0,Q,
+\/gpx<%> "0, + czng +Q2 . (3.20)

In writing the system of equations Egs. (3.7)—(3.10),
(3.19), and (3.20), we have considered the fraction in
energy density in matter as equivalently to the first integral
of Eq. (2.3) and which is determined through the constraint
Eq. (3.6). The system of equations Egs. (3.7)—(3.10), (3.19)
and (3.20), together with Eq. (3.6), hence, form a complete
set of equations describing the dynamics of the system.

In Ref. [52], the evolution equations (2.1)—(2.3) were
solved assuming a dissipation coefficient T, given by

T, = Cp g2, (3.21)
while Y, was taken to be of the form Y, =71, ; + Y, 5,
where

Y1 = Copil /97, (3.22)

1.0
0.8r
0.6 Qo

c [----- Qm
0.4+ Q,
0.2+
0.0}- ‘

0 20 40
N
FIG. 1. The energy density ratios as a function of the number

of e-folds for an inflaton potential with constants n =3
and a = 0.015. The initial conditions considered were such
that x(0) = 0.0025,Q,,(0) = 107, Q,(0) = 5.8 x 10719, (0) =
6.1 x 1073, while for the dissipation coefficient ratios we have
considered Q,(0) =107, Q,,,(0) = 1.2 x 107 for the ratio
corresponding to the dissipation coefficient Y, ; and Q,,,(0) =
1.7 x 107 for the dissipation coefficient T, , (the combination of
the two dissipation coefficients were considered such to reproduce
the analogous case of Ref. [52]).

Tm,Z = Mz/pflﬂ/4 (323)
Let us show that in this case, the dynamical system given by
Egs. (3.7)—(3.10), (3.19), and (3.20) lead to the same
dynamics as shown in Ref. [52]. In Fig. 1 we show the
result obtained by the solution of the dynamical system for
the energy density fractions €, €Q,, and €, and which is
obtained by a representative example of initial conditions.
We see that the system of equations (3.7)—(3.10), (3.19),
and (3.20) produce an evolution that is initially charac-
terized by an accelerated inflationary regime, when €2,
dominates. This phase smoothly goes to a radiation
dominated regime when €, dominates. Towards the end
of the evolution, it displays a short matter dominated phase,
before Q4 becomes the dominating component again in the
future, which corresponds to a dark energy phase.

108
10719
10—39 E

10759¢

FIG. 2. The evolution of the dissipation ratios Q,, O, |,
and Q,,,.
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In Fig. 2, we give the evolution of the dissipation ratios
0O,, Oy.1, and Q,, , obtained from Egs. (3.21)-(3.23). Note
that right after inflation both Q, and Q,,; drop similarly,
while Q,, , is enhanced after inflation, during the radiation
era, while flattening at late times. This shows that different
choices of the powers in Egs. (2.5) and (2.6), can lead to
different evolutions during different epochs in the Universe.

IV. LATE TIME DYNAMICS:
A QUALITATIVE ANALYSIS

Analyzing the complete dynamical system made of the
Egs. (3.7)—(3.10), (3.19), and (3.20) is too complicated
given that it is a six-dimensional order system. However,
we can still get valuable information looking at snapshots
of the system on a given plane. The most interesting plane
to look at is the plane (x,y), which gives us information
about the behavior of the trajectories passing through the
accelerated region. This is of particular importance when
studying the late-time dynamics of the system, where we
want to know about the ability of the system in reaching a
DE dominated regime. We perform this analysis next, and
leave the full dynamical system analysis of the late-time
dynamics for the next section.

Since we are interested in the late-time behavior of the
system, we can ignore the radiation related terms in
Egs. (3.7) and (3.8), which can then be approximated as

3x(1 —x?%) \/§ 3xy?
P S y? = 4.1
x 5 3xQ,, + Zﬂy 5 (4.1)
3y 3x%y 3y3 \/§
- R L ¥ 4.2
e A R Sl VP (42)
with the constraint that

x> 4+yr <1, (4.3)

and the trajectories in the plane (x, y) are then constrained
to be in the semi-circle defined by Eq. (4.3) and y >0
(meaning positive potential energy). At fixed values of A
and Q,,, the fixed points derived from Eqs. (4.1) and (4.2)
are given by

P, =(0,0), (4.4)
P, = (=\/1+20,.0). (4.5)
Py=(y/1+20,.0). (4.6)
Py = (x4.y4), (4.7)

where

342430, VAH6A(=140,) +9(1+0,)

RV 2161 ’
(4.8)
62 =2 +9(1+0,)?  [2-3(1+0,)
e { 1222 1222
BRI Q) U 0P (49)

It can be checked that both points P, and P5 are repelling
nodes, while P; is a saddle. The point P, is an attractor.

It is useful to look at the asymptotic value for P, for large
¢. From Eq. (3.17) we then have that 4 — 0. Expanding the
point P4 for A < 1, we obtain that its coordinates in the
plane (x,y) satisfy

A 3
X4 \/5(1+Qm)+0(/1 ), (4.10)
and
(1+420,,)42
y4~1—712(1+Qm)2+(’)(l4). (4.11)

Thus, the point P, is an attractor for the trajectories leading,
asymptotically, to a dark energy accelerating regime, with
the potential energy of the quintessence field dominating at
later times.

Note that the larger is Q,,, the easiest is to enter in the
accelerating regime, with x4, — 0 and y, — 1 for Q,, > 1
and A < 1. Physically, the dissipation term T, acts as a

10

FIG. 3. The region of parameters A and Q,, allowing for
acceleration at late times.
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FIG. 4. Snapshots of the phase space trajectories of the dynamical system in the plane (x,y) for different values of parameters.
Panel a: Q,, =0, 1= A,0.e1/10; Panel b: Q,, =1, 1 = e/ 10; Panel ¢: Q,, =1, 1 = Ayeea1/2; Panel d: Q,, =1, 2 = dpecels

Panel e: Qm =1,1= 3laccel'

friction term slowing down the quintessence field at later
times and making it easier to enter the accelerating
regime d > 0.

The region in the parameters Q,, and A for which the
point P, is in the accelerating regime is illustrated in Fig. 3.
Note that the larger values of (Q,, allow for steeper
potentials to work as quintessence fields (i.e., allowing
for later accelerated regimes). The boundary of the accel-
erating and nonaccelerating regions shown in Fig. 3 is

given by the condition x3 —y; = —1/3, i.e., where the
equation of state is exactly w = —1/3. It is found to be
given by

A’accel =V 2+ 6Qm

(4.12)

In Fig. 4, we give snapshots of the phase space trajectories
of the dynamical system in the plane (x,y) for different
values of parameters. The green shaded region denotes the
accelerating region, the blue shaded region is the kination
region, where the kinetic energy of the quintessence field
dominates, and which satisfies x> > 1/2. The gray region is
the matter dominated region.

Note that for Q,, > 0, the points P, and P; move away
from the boundary of the region shown in Fig. 4. This is

083517-6
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why they are not shown in Fig. 4 panels (b)—(e). Since P,
and P; lie in the kination regions, the trajectories then
emanate from the blue region. Note also that as 4 increases
(for a fixed value of Q,,), the point P, moves from the
accelerating region and towards the point P; for matter
domination. It is interesting to look at the corresponding
value of A, from the example given in Fig. 1. At later
times, the total dissipation ratio Q,, = Q,, | + O, flattens
with a value Q,, ~ 10*. From Eq. (4.12), the corresponding
value for A, 1S then A,...; ~ 240. The value of 1 at later
times in the case of the initial conditions used in the
example of Fig. 1 is Ay ~ 22 < Aycce- Thus, the system at
later times goes to the accelerating dark energy dominated
regime as expected.

V. LATE TIME DYNAMICS: FULL DYNAMICAL
SYSTEM ANALYSIS

The quintessential scalar field predominantly dissipates
to matter energy density during the late times as it is evident
from Fig. 1. Therefore, for the late-time dynamics, one can
ignore the contribution of the radiation bath (Q, ~0),
which means that we can also ignore the equations of
Q, and Q, as given in Egs. (3.10) and (3.20), respectively.
Hence, the previous dynamical system of six equations now
reduces to a dynamical system of four equations:

3x(1 = x?) \/§ 3xy?
(JFS it S A L .1
x 3 390y 3 === (5.1)
3y  3x%y  3y? 3
A s -
Y= 5 > 2xy/1, (5.2)
3(2_k)Qm 3(x2_y2)Qm
/
Om = 4 * 2
Veax (@ o 3kx>Q?
6gx| — - (53
! qx(ﬂ) O i e e Y
2 = Véx(n —1)(an)m 2=, (5.4)

and the constraint equation given in Eq. (3.6) becomes
1=x>+y*+Q,. (5.5)

We define the equation of state of the total fluid (including
both Q,, and Q) as

(5.6)

Before analyzing the set of autonomous equations, we
note that, though x and y are bounded between -1 to 1 by

the constraint given in Eq. (5.5), 4 and Q,, are unbounded
and can take values between 0 to oo. To obtain dynamical
parameters which are bounded, unlike 4 and Q,,, it
becomes convenient to introduce two new variables z
and ¢ that are defined as

pr=i
:7’ 5.7
STl 5.7)

0Oy
&= 40, (5.8)

which make z and £ range from0 <z <land 0 < ¢ < 1.
However, we found that the transformed dynamical set of
equations in terms of (x,y,z, &) displays only the trivial
critical point (0,0, z,0), while the other possible critical
points, including any accelerating solutions, remain hidden.
This seems to be a drawback of the choice of variables
made, but that can be overcame as follows. To work around
the above mentioned difficulty, we first redefine z as

1 — gt
z= ;
An—1

: (5.9)

which now ranges from —1 < z < 0 for values 1 <1 < oo.
Here we note that for values of 1 smaller than unity, z again
becomes unbounded which we do not want. That is why we
restrict the lower value of 4 to 1.

Next, we can make a nontrivial transformation of the
variables z and ¢ to two other parameters u and v as

_&-z _E-z
uié—i—z’ v = Z (5.10)
such that
_ 2u ~ 2u(1—u)
5—7(1“!)0, Sl rrLnt (5.11)

The & and z variables ranges (which are, respectively, given
by 0 < ¢ < 1 and —1 < z < 0) put constraints on the u and
v values as

2(u—1)u
MS_1:>U>72,
(u+1)
2u
u>l=ov> . (5.12)
u+1

Therefore, in terms of the four variables (x, y, u, v), we get
the set of autonomous equations as follows:
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;3 v(1 4+ u)? 3 4xu 3
* _\/E<v(l+u)2+2u(l—u)) +2x< 2 1}(1—|—u)—2u+1+x2 yz)’ (5.13)
Y= _XJZ)\/E <v(1 +Z§;::—_;Ii(l —u))n_ +3?y(1 2=y, (5.14)
.x2 u —u u —Uu x(an ;1
_%Fk (1~ u) 2(2 )«1+@u—ma{jk+i§%%%;mu+uyv+zu—mﬁ
X u 21} u —u an ;1
T y>}+“5“” S (5.1
.x2 v u 1 u 2U u— I/tz
v’=§§mu+( (1+2) )[jk+q\/6x(an)_l((l+ ()1++u)22” 2 )J%(sz_yz)}
2 ((M+u)v+2u(l —u)* 6kx*> u 2((1 + u)v —2u) 0
+ V6x(an) 4l T ) “a. T +u)_ 0+ [——+Q\/_X(an) =
u)?v + 2u — 2u?
(U+»&+Z;U 2 )+§“+“2‘fﬂ’ (5.16)

where Q,, = 1 — x> — y? from Eq. (5.5). It is to note that
the dynamical system analysis with steeper exponential
potentials (n > 1) is a tasking job, as has been pointed out
in [67]. The linear stability analysis [62] breaks down in
such cases as the real parts of some of the eigenvalues turn
out to be zero. In [67], the authors used the center manifold
theorem to analyze the stability of a system with steep
exponential potentials. However, for the present problem
we found that with dissipation of the scalar field to the
matter sector, the system becomes too intricate to be
analyzed employing the center manifold theorem tech-
nique. Therefore, we chose the nontrivial parametrization,
given in Eq. (5.10), which enables us to do the stability
analysis of the system with dissipation.

The nontrivial transformation in Eq. (5.10) has created a
complicated structure of the autonomous system, making it
difficult to identify the critical points analytically. Therefore,
we shall compute the fixed points by assuming some
representative values of the model parameters (k, ¢, n, @).
The advantage of this nontrivial transformation is that we can
find nontrivial fixed points and the linearization technique
[62] does not break down, allowing us to find nonzero
eigenvalues. We select the fixed points based on the con-
straints 0 < x> +y?><land0 < &< 1,-1 <z<0.

Before we proceed to find the fixed points and their
corresponding eigenvalues, we note that in Egs. (5.15) and
(5.16), the term x?>/Q,, is discontinuous at the point

(x=0,y=1),

2 x2
lim =0, lim = —1. 5.17
o l—xt—y? oyl -y 47

However, this discontinuity can be removed by multiplying
the above expression by x. Therefore, in the autonomous
equations this can be achieved by redefining the time
variable dN — xdN. This redefinition does not change the
dynamics of the system and it removes the discontinuity.
Therefore, the structure of the new autonomous system
becomes

dx

oy =@ xx (5.18)

where X = {x, y, u, v}. This set of autonomous equations is
now suitable for finding completely all the critical points.
The critical points for four different example cases have
been evaluated in Table 1. To determine the critical points
and for illustration, we have fixed the parameters n and a of
the potential as n =3 and a=0.015 as have been
considered in Ref. [52], while four different representative
choices for k and g are made. The motivation for the choice
of parameters come from the fact, as shown in Refs. [52]
and [70], that the type of runaway exponential potential that
we have studied here satisfies well the observations (e.g.,
the tensor-to-scalar ratio r and spectral tilt n) for the cases
for which the power n in the potential is equal to or larger
than 2. Hence, we have fixed in our examples the case
n =3 as a representative case, ensuring that the warm
inflationary dynamics can correctly satisfy the Planck
results for r and n,. The same reason motivated our
different choices for the constant « in the potential, while
the choices for k and ¢, that controls the dissipation in the
dark energy regime, were chosen in analogy to the similar
powers (c and p) appearing in the dissipation coefficient
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TABLE I. Critical points of the redefined autonomous system.

Points (x,y,u,v) Wit Q, Q,, Stability
Case . n=3,k=3,qg=-2,a=0.015

M, (0, any, any, any) —y? y? 1—y? Stable

M, (—0.06,0.96, 1.44,1.19) -0.92 0.92 0.08 Saddle

M, (0.34, 0.82, 2.02, 2.69) —-0.56 0.79 0.21 Saddle

M, (0.17, 0.23, 7.11, 2.01) —0.06 0.12 0.88 Saddle

M, (-0.16,0.04,3.59,1.93) 0.02 0.03 0.97 Saddle
Case II: n=3,k=-1,q=0,a=0.015

M, (0, any, any, any) —y? y? 1—y? Stable
Case Ill: n =3,k=0,9 =0,a =0.001

M, (0.20, 0.84, 1.99, 1.45) —0.66 0.74 0.26 Stable

M, (0.39, 0.87, 1.99, 4.33) —0.60 0.91 0.09 Saddle
Case IV: n=3,k=3,4g=0,a=0.015

M, (0, any, any, any) —y? y? 1—y? Stable

M, (0.38, 0.86, 1.99, 3.32) —-0.59 0.88 0.12 Saddle

M, (0.09, 0, 1.99, 1.66) 0.01 0.01 0.99 Saddle

during the inflationary regime. We discuss the stability of
these four chosen cases below.

A.CaseI: n=3,k=3,q=-2, a=0.015

Firstly, we consider the model with k = 3 and ¢ = -2,
which corresponds to the dissipation coefficient Y, ; (and
therefore Q,,) given in Eq. (3.22). According to Fig. 2,
this dissipation coefficient is responsible for the decay of
the quintessence field into matter during the early phases of
the evolution. In this case, we found the five critical points
as given in Table L.

The critical points M; and M, indicate accelerating
solutions with equation of state given by @, = —0.92 and
W = —0.56, respectively. In these cases, the scalar field
density dominates over the matter energy density. However,
we found both these points to be saddles. The critical points
M; and M, indicate matter domination, @, ~ 0, with
matter density dominating over the scalar field density.
Both of these points turn out to be saddles too. At the fifth
critical point, M, the eigenvalues turn out to be zero, the
conventional linearization technique is no longer appli-
cable. Hence, the stability for this critical point has to be
determined numerically by varying the initial conditions. If
x = 0 initially, (y, u, v) can take any value maintaining the
constraint relations 0<x*>+4+y><1, 0<&<1, and
—1 < z<0. We then evolve the system numerically and
the evolution of the dynamical parameters (x,y,u,v) is
depicted in Fig. 5. We show in this figure that, even if we
choose the initial values away from the critical point, they
converge to (x,y,u,v)=~(0,1,1.6,1.2) as time goes by,
ensuring a stable solution at late times. We plot the
evolution of the cosmological parameters @y, €4, and
Q,, for this critical point in Fig. 6. It is seen that @, tends to

—1 steadily at later times and the energy density is fully
dominated by the scalar field density €2,;. Figures 5 and 6
confirm that the critical point M|, is stable and yields an
accelerating solution with @, ~ —1.

B. Case II: n=3,k=-1,4=0, a=0.015

Here, we consider for illustration the model with k = —1
and g = 0, which correspond to the dissipation coefficient
T, (and therefore Q,, ,) given in Eq. (3.23). According to

0.25 1.0
0.20 0.8
0.15 0.6
x >
0.10 0.4
0.05 0.2
0.00 d 0.0
0 50 100 150 200 0 50 100 150 200
N N
2.8 1.6
26
24 / 1.5}¢
222 > 14
20
1.8 1.3
6 1.2
0 50 100 150 200 ) 50 100 150 200
N N

FIG. 5. Numerical evolution of the autonomous equations for
the critical point My with k =3,¢ = —-2,n =3, @ = 0.015. The
dynamical parameters x, y, u, and » have been evolved numeri-
cally with ten different initial conditions. The ten different
colored lines in each of these panels represent the evolution of
these parameters with these varied initial conditions. The initial
values of each of these parameters can be read from each of the
plots at N = 0.
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1.0

0.5

0.0

-0.5

-1.0

FIG. 6. Evolution of cosmological parameters (@, Qp, 2,,)
corresponds to the critical point M with k =3,g = -2,n =3,
a = 0.015.

Fig. 2, this dissipation coefficient is responsible for the
decay of the quintessence field into matter during late
times. We found only one critical point M, for this case. As
before, the eigenvalues for this critical point turn out to be
zero. Hence, we then resort again to a numerical analysis of
the stability for this point. Initially, (y, u, v) can take any
value maintaining the constraint relations 0 < x> + y? < 1,
0<é<1,and -1 < z <0, with fixed x = 0. We evolve
the system numerically and the corresponding evolution of
the dynamical parameters (x,y, u, v) is depicted in Fig. 7.
We see that although x, y, and v converge at late times, u
does not converge to a single value. Still, the system
does not diverge and, thus, shows stability at late times.

0.20 0.8 WV
0.15 0.6
x >
0.10 0.4
0.05 02
0.00 1 o0
0 50 100 150 200 0 50 100 150 200
N N
5 18
17
4 16
53 > 15
14
2 13
12
0 50 100 150 200 0 50 100 150 200
N N
FIG. 7. Numerical evolution of the autonomous equations for

the critical point M with k = —1,¢g =0,n = 3, = 0.015. The
dynamical parameters x, y, u, and » have been evolved numeri-
cally with ten different initial conditions. The ten different
colored lines in each of these panels represent the evolution of
these parameters with these varied initial conditions. The initial
values of each of these parameters can be read from each of the
plots at N = 0.

FIG. 8. Evolution of cosmological parameters (wml,Qd,,Qm)
corresponds to the critical point M with k = —1,g =0,n = 3,
a = 0.015.

To establish the stability of this point, we further plot the
evolution of the cosmological parameters @y, €24, and €2,,
for this critical point in Fig. 8. We see from the result shown
in that figure that @, steadily tends to -1 for any initial
condition, with scalar field density dominating over matter
energy density (€2, ~ 1). Both Figs. 7 and 8 show that the
critical point M, is stable and yields an accelerating
solution with @, ~ —1.

C.Case III: n=3,k=0,g=0, a=0.001

Here, we consider the model with a constant dissipation,
T,, = constant, which is obtained by setting k = g = 0.
Note that the x>/, term, which leads to the discontinuity
in Eqgs (5.15) and (5.16), comes with the factor k. Thus, by
setting k = 0, we no longer face the discontinuity in the
autonomous equations and Eqs. (5.13)-(5.16) yield the
critical points for this case. We found no critical point for
a = 0.015. However, after lowering the value to a to 0.001,
we found two critical points, both of them indicating
accelerating solutions. While M, with o, = —0.6, is a
saddle point, M (with @,,; = —0.66) turns out to be stable.
We did not find any stable accelerating point with @, ~ —1
for this case.

D. Case IV: n=3,k=3, ¢=0, a=0.015
Finally, we consider the model with k =3 and ¢ =0,

which yields a dissipation coefficient like Y, pfn/ 4 We
found three critical points for this case as shown in Table 1.
The critical point M| shows accelerating characteristics,
while M, produces nonaccelerating behavior at which
matter energy density dominates. Both M; and M, turn
out to be saddle points. The critical point M is studied
numerically, like in the first two models. The stability of the
system has been evaluated numerically in Fig. 9. We see
that the parameters steadily converges to the values
(x,y,u,v)~(0,1,1.6,1.2). We plot the evolution of the
cosmological parameters w, {24, and €, for this critical
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1.0
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FIG. 9. Numerical evolution of the autonomous equations for
the critical point My with k =3, ¢ =0, n = 3, a = 0.015. The
dynamical parameters x, y, u, and » have been evolved numeri-
cally with ten different initial conditions. The ten different
colored lines in each of these panels represent the evolution of
these parameters with these varied initial conditions. The initial
values of each of these parameters can be read from each of the
plots at N = 0.

L] % SRR SR S AR SR R SRR VS ]
0.5}
0.0
-0
L0 <t ]
0 50 100 150 200
N

FIG. 10. Evolution of cosmological parameters (@, Q. ,,)
corresponds to the critical point M, with k =3, ¢ =0, n =3,
a = 0.015.

point in Fig. 10, which shows that the model can produce a
stable accelerating solution with @, ~ —1.

VI. DISCUSSION AND CONCLUSION

In this paper, we have studied a phenomenological
model for quintessential inflation that is motivated from
warm inflation. At early times, the quintessential scalar
inflaton field decays into radiation during warm inflation,
while at late times it is allowed to decay into matter, thus
realizing a model of dissipative interaction in the dark
sector at late times. The construction also makes use of a

generalized exponential potential able to realize both
phases of accelerated expansion, at early- and late-times.
The full dynamical system was analyzed, with a focus on
the behavior of the dynamical system at late times. The
analysis was exemplified by both analytical and numerical
results and for different illustrative values of parameters.
The analysis performed here extents and generalizes the
results originally obtained in Ref. [52], where a version of
this model was first proposed. The results obtained dem-
onstrate the viability of the model as a quintessential
inflation model and in which stable solutions can be
obtained. In addition, we have also analyzed the stability
of the slow-roll solutions at both early- and late-times,
which allowed us to put some constraints in the model
parameters.
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APPENDIX: SLOW-ROLL ANALYSIS
OF THE DYNAMICAL SYSTEM

In this section, we shall consider the stability of the slow-
roll approximated dynamical system of the warm quintes-
sential dark energy model following [55]. From the set of
equations (2.1)—(2.3), we see that there are three dynamical
quantities ¢, p,, and p,,. We express the radiation energy
density p, in terms of the entropy density s as p, =
(3/4)sT and, thus, the above set of equations become

G+3H(1+Q,+Q,)p+V.,=0,
Ts+3HTs = 3HQ,¢?,

Under the slow-roll conditions, this set of background
equations then reduce to

3H(14+Q, + 0,)p + V., =0,
Ts = Qrd)zy

P = Q. (A2)

The leading order slow-roll parameters in this model
are [55]
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Here, we have defined an extra slow-roll parameter y in
connection with the dissipation to the matter energy
density, which is in general not present in standard WI
models.

We find it convenient to change the independent variable
from cosmic time ¢ to the inflaton field ¢ as a clock in the
equations of motion. We also define u = q’) and, thus,
d

&= uﬁ. Note that this variable u is different from the

dynamical variable u we defined previously in Eq. (5.10).
We also redefine p,, = w. Then, the set of equations given
in Eq. (A1) can be written as

W=-3H-T,-T, -V, u™l'= f(u,s,w),
s' = =3Hsu™' + T7'Tu = g(u, s, w),

w = =3Hwu' + T,u= h(u,s,w), (Ad)

where prime denotes derivative with respect to ¢.
Therefore, the background set of equations can be com-
pactly written as

X' = F(x), (AS)
where
u
x=| s (A6)
w

We take a background X, which satisfies the slow-roll
equations, Eq. (A2). Then, the linearized perturbations
satisfy the equations

5x' = M(X)éx — X, (A7)
where the M matrix is defined as
a(f.g.h)
M=—"" . A8
(1t W) | = 55 =0 (A8)

We find the matrix elements as

6_f:H

€
o [—3(1 +Qr+Qm)_m:| = A,
%_E[_Q_L
os s | 40, +0,)
+5(1+Qr+Qm)]EB,

of _H| 3k, Owe |_
T o ey e rond R
99 _Hs{o e |_,
wu W | (1+0,+0,)
dg H 0,€
=" le=-4—-—""="" |1 =D
s u[c (1+Qr+Qm)2} ’
dg Hs 0,.€ o
v w0, 0=
0h_HW[ B € ]_g
TR L Cr
oh _Hwi_ Qe | _,
aos  su | (1+0Q,+0,)?%
oh_H[ %k O ] _
%_u[3 - (1+Qr+Qm)2]_Z (A9)
The matrix M can then be read as

A B &

M=|2C D F (A10)
g H T

The sufficient condition for stability of this slow-roll
approximated system is that the M matrix varies slowly,
which is justified by having all the three eigenvalues of the
diagonalized matrix to be negative. If all the three eigen-
values of the diagonalized matrix are negative, then both
det(M) and tr(M) should be negative as well. We find, at
leading order (ignoring slow-roll parameters),

det(M) :%((c B4 —K) + (c—4) 4 +K)0,
+<C + 4)(k - 4)Qr)’

G(M)= T +et 3040, 40). (Al
Thus, to have det(M) negative, we find the conditions
—4 < ¢ <4 and —4 < k < 4. These conditions also make
tr(M) negative. We can see it explicitly that these con-
ditions yield three negative eigenvalues of the matrix M in

three different physical situations:
(1) Strong dissipative inflationary regime (Q, > 1
and Q,, < 1): During slow-roll, with these limits,
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we find three eigenvalues of the matrix M as
M=(3/4)(-4+k), 1,=2c¢-30Q,, and }3=—4—c.
We note that the three eigenvalues can be simulta-
neously negative only if —4 < ¢ <4 and —4 <k <4.

(2) Weak dissipative inflationary regime (Q, < 1 and
Q,, < 1): In this case, we find the three eigenvalues
as Ay =-3, 4 =—-4+c,and i3 = (3/4)(-4 +k).
Here also, we note that the conditions to get all the
three eigenvalues negative are —4 < c <4 and
—4 <k <4

(3) Quintessence driven dark energy dominated regime
(Q, < 1 and Q,, > 1): Here the three eigenvalues
turn out to be 4, = —4+¢, 4, = (3/2)(k-20,,)
and A3 = —(3/4)(4 + k). Like in the previous two
cases, in this case too, the conditions to get all the three
eigenvalues negative are —4 < c <4and —4 < k < 4.

Therefore, we see that for the system to be stabilized, the
form of the dissipative coefficients T, and T, must involve
the powers ¢ and k satisfying the conditions —4 < ¢ < 4
and -4 < k < 4.
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