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Linearly stable and causal relativistic first-order spin hydrodynamics
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We derive equations of motion for dissipative spin hydrodynamics from kinetic theory up to first order in
a gradient expansion. Choosing a specific form of the matching conditions, relating the change in the spin
potential to the spin diffusion and spin energy, we then show that the equations of motion, linearized around
homogeneous global equilibrium, are causal and stable in any Lorentz frame, if certain sufficient conditions

on the transport coefficients are fulfilled.
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I. INTRODUCTION

Relativistic spin hydrodynamics [1-34] is a recently
developed theory, mainly motivated by the observation of
polarization phenomena in heavy-ion collisions [35-42]. In
the framework of spin hydrodynamics, the spin tensor is
treated as an independent dynamical variable, with its
equations of motion following from the conservation of
total angular momentum [1,2]. If the system is in local
equilibrium, the spin tensor may be uniquely’ expressed as
a function of the so-called spin potential, which serves as
the thermodynamic potential for the conservation of total
angular momentum. The six equations of motion obtained
from the macroscopic conservation law for the angular-
momentum tensor then provide a closed system of equa-
tions of motion, determining the spin potential, and hence
the spin tensor. On the other hand, as soon as dissipative
effects are included in the theory, all components of the spin
tensor are independent, and one requires additional equa-
tions in order to determine the unknown components.

There are two common strategies to deal with such an
issue in a conventional hydrodynamic theory. In so-called
first-order hydrodynamics, one expresses all dissipative
components of the conserved currents, i.e., of the charge
current and the energy-momentum tensor, by spacetime
derivatives of the thermodynamic potentials, given by the
inverse temperature /3, the chemical potential over temper-
ature «, and the fluid velocity u*, up to first order in a
gradient expansion. Then, one obtains closed equations of
motion for the five independent quantities «, S, and u*,
which constitute the only dynamical variables of the theory.
A well-known example for such a theory is Navier-Stokes
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'"The form of the spin tensor depends on the choice of
pseudogauge [43]. Once a pseudogauge is chosen, the micro-
scopic definition of the spin tensor in this pseudogauge is a well-
defined function of the spin potential in local equilibrium.
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hydrodynamics [44]. Unfortunately, relativistic Navier-
Stokes equations of motion feature unphysical properties,
such as instability of global equilibrium and violation of
causality [45]. Recently, it has been found that such
unphysical behavior is not a general feature of first-order
theories, but instead is related to the choice of matching
conditions, which define the thermodynamic potentials in a
nonequilibrium situation. In Bemfica-Disconzi-Noronha-
Kovtun (BDNK) hydrodynamics, causality and stability
can be guaranteed, given that certain conditions on the
matching coefficients are fulfilled [46-50]. The discovery
of this new class of hydrodynamic theories led to a series of
recent investigations [51-58].

The other type of causal and stable hydrodynamic
theories is known as second-order hydrodynamics.2 In this
approach, all 14 components of the conserved currents are
treated dynamically and follow their own equations of
motion [59,60]. Second-order relativistic hydrodynamics is
established as an effective theory to describe the dynamics
in heavy-ion collision [61,62]; in particular, the equations
of motion for the 14 dynamical moments can describe the
evolution of the system already in a regime far from local
equilibrium due to the approximately boost-invariant
expansion in heavy-ion collisions [63,64]. On the other
hand, for systems sufficiently close to local equilibrium,
BDNK hydrodynamics is expected to yield a good descrip-
tion of the dynamics, while being simpler than second-
order hydrodynamics. Another advantage of BDNK hydro-
dynamics is that causality and stability of the equations of
motion can be easier controlled by adjusting the matching
conditions. Therefore, when deriving equations of motion

We follow the literature by using the terms “first-order” and
“second-order” hydrodynamics, although second-order hydro-
dynamics is not obtained by adding second-order terms to first-
order hydrodynamics. The crucial difference is the number of
dynamical variables, which are five for first-order but 14 for
second-order hydrodynamics.
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for spin hydrodynamics, it is desirable to include spin
degrees of freedom in both formulations, and decide in a
specific application whether first- or second-order spin
hydrodynamics is more suitable to describe the respective
situation.

First-order spin hydrodynamics with Navier-Stokes—type
matching conditions has been obtained in Refs. [7,22].
Recently, it has been shown that this theory suffers from
instability and acausality [65-68], similar to conventional
Navier-Stokes theory. Furthermore, second-order spin
hydrodynamics has been derived from spin kinetic theory
[69-72] (see also Refs. [73-78] for related work) in
Refs. [27,33] and from an entropy-current analysis in
Ref. [34]. The equations of motion in these theories are
expected to be causal and stable for a certain range of
transport coefficients, which is still to be investigated (see
Refs. [65,68] for first studies in this direction). On the other
hand, up to now a causal and stable formulation of
relativistic first-order spin hydrodynamics does not exist.
The goal of this paper is to fill this gap and provide BDNK-
type equations of motion for spin hydrodynamics together
with conditions on the transport coefficients, which, if
fulfilled, guarantee causality and stability of the theory, at
least in the linear regime around global equilibrium.

In this paper, we derive equations of motion for first-
order spin hydrodynamics from kinetic theory, using the
methods established in Refs. [27,33]. Assuming the colli-
sion term to be local, we obtain the equations of motion for
the spin potential from the conservation of the spin tensor.
Nonequilibrium contributions to the latter, which appear in
the conservation equation, are expressed in terms of
gradients of the thermodynamic potentials by making
use of the Boltzmann equation up to first order. There
are six dissipative components of the spin tensor for which
this strategy does not apply, since the projections of the
Boltzmann equation onto the relevant subspace in momen-
tum space are redundant with the already used conservation
law for the spin tensor. For this reason, one requires
matching conditions. We choose a matching that relates
the respective components of the spin tensor, corresponding
to spin energy and spin diffusion, to timelike derivatives of
the spin potential. While this is not the most general form of
matching, it is sufficient to render the equations of motion
for the spin potential causal and stable. To demonstrate this,
we linearize the resulting equations of motion around
homogeneous, i.e., nonrotating and unpolarized, global
equilibrium. Expanding the perturbations of the spin
potential in linear modes, we obtain dispersion relations
for the solutions. We then derive conditions on the transport
coefficients, which, if fulfilled, guarantee the causality
and stability of the theory in the linear regime in any
Lorentz frame.

This paper is organized as follows. In Sec. II, we derive
first-order equations of motion for the spin potential, and
linearize them around equilibrium. In Sec. III, we perform

the linear mode expansion, which splits up into longitudinal
and transverse spin modes. The stability and causality
conditions obtained from the dispersion relations of the
longitudinal spin modes are discussed in Sec. IV, while the
same is done for the transverse spin modes in Sec. V.
Finally, a summary of the stability and causality conditions
and conclusions are provided in Sec. VI.

We use the following notation and conventions:
a-b=a'b,, ayb,=a,b,—a,b by=a,b,+ab

vOus Ay vPus
Gu = diag(+,—. =, =), ¥ = 12 =1, and

= —€o123 = €
repeated indices are summed over. The dual of any
rank-2 tensor A* is defined as A" = "% A,; We do
not distinguish between upper and lower spatial indices of

three vectors.

I1. FIRST-ORDER SPIN HYDRODYNAMICS
FROM KINETIC THEORY

Our starting point to derive equations of motion for
dissipative spin hydrodynamics is the Boltzmann
equation [70]

p-of(x.p.8) = C[f], (1)

where f(x, p,8) is the distribution function in extended
phase space and €|[f] is the collision term. The conserved
quantities in spin hydrodynamics, which we aim to
calculate from the equations of motion to be derived in
the following, are the charge current N*, the Hilgevoord-
Wouthuysen (HW) energy-momentum tensor 7+, and the
HW spin tensor S*#*, given by [14]

Nt = (p"),
= (p"p"),
Shuv — 1 ﬂzﬂ” h ol { pHl ph 2
=5{P'Zs) - o (P p*). (2)
Here we introduced (- f dr(---)f(x, p,8), withdl' =

dPdS(p) denoting 1ntegrat10n over the extended phase
space, where the on-shell momentum measure is given by
dP = (d*p/2p°) and the spin measure reads

ds(p )—ﬁd“éé(é 3+3)5(p-8). (3)

We also defined the dipole-moment tensor
- 1 yuvaf
Zé = _Ee paQ’/i' (4)

In general, the HW energy-momentum tensor may have a
nonzero antisymmetric part, originating from a nonlocal
collision term, and leading to a nonconserved spin tensor
[70]. However, in this work we will consider a local
collision term, such that the spin tensor is conserved,
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9,5M = 0. (5)

Also note that the second term in the last equation in (2) is
conserved separately due to the conservation of the energy-
momentum tensor,

()}LTW1 - O (6)

Therefore, the conserved current related to the conservation
of total angular momentum is in our case given by the first
term in the expression for the spin tensor,

S =5 (%), (7)

| =

In the following, we will show how to obtain this quantity
within a gradient expansion around local equilibrium up to
first order. To this end, we expand the distribution function

f(x, p,8) in dissipative spin moments rf{‘ Db [27],

f(x,p,8) = feq(x, P, 8)

X éu,”_ﬁlﬂ>sﬂl»--ﬂ[p<m Cen pl‘/>’ (8)
where E, = p-u, p¥ =A"p,, p,, -+ p,, are irreduc-
ible tensors in momentum space, S; is the set of considered
spin moments, and the functions HE,I,)[ are defined in

Eq. (A8). The local-equilibrium distribution function up
to first-order in 7 is given by [70]

feq(x.p.8) =

n
e Ppta (1 + 1 Q”UZ§”> . (9)

(2zh)?

and fég) (x, p) denotes the local-equilibrium distribution
function at zeroth order in . Furthermore, f* = pu”, u" is
the fluid velocity, f# is the inverse temperature, « is the
chemical potential over temperature, and the antisymmetric
tensor €, is the spin potential.

In Refs. [27,33] we derived equations of motion for
second-order dissipative spin hydrodynamics from kinetic
theory using the method of moments. In that approach, the
24 spin moments constituting the components of the HW
spin tensor (2) are treated dynamically, following equations
of motion derived from the Boltzmann equation. On the
other hand, in this work, we will follow a different strategy
and express the spin moments as a function of the spin
potential up to first order in gradients. Therefore, only the
six independent components of the spin potential constitute
the dynamical variables of the theory, for which we will
derive equations of motion in the following. The spin tensor
can then be expressed in terms of the spin potential up to
first order in gradients. An infinite set of coupled equations

of motion for both the spin potential and the spin moments
has been obtained in Ref. [27] from the Boltzmann
equation (1) without further approximations and will be
used as the starting point for the derivation of first-order
spin hydrodynamics in this work. The only difference
concerning these equations lies in the matching conditions,
which are essential to obtain causal and stable first-order
hydrodynamics [46-50]. In second-order spin hydrody-
namics, it is convenient to choose a Landau-type matching
condition of the form

M;LJ}L’”U = M,{Jéél’w, (10)
where

JHY = XHTW — xVTH 4 pShHv (11)
is the total angular-momentum tensor. This has been done
in Refs. [27,33]. For a local collision term, as considered in
this work, and in combination with the standard Landau
matching condition’

w, T = u,Te (12)
the condition (10) is equivalent to

Misléﬂy = MﬁSé”l:] (13)
On the other hand, to obtain causal and stable first-order
hydrodynamics, it is essential to choose matching con-
ditions different from Eqs. (12) [46-50] and (13), as we will
see in the following (see also recent discussions in
Refs. [65-68] for instability of spin hydrodynamics with
Landau-type matching). We will therefore relax conditions
(12) and (13) and add the respective terms to the equations
of motion obtained in Ref. [27].

It is convenient to define the following components of
the spin potential:

0l = %e“ﬁf‘”uﬂﬂw (14)

and
H=—Q"u,. (15)
The equations of motion for w{ and i) are then derived by
inserting Eq. (8) into the conservation law for the spin

tensor (5) and performing the momentum integration with
the orthogonality relation (A10); cf. Ref. [27],

The matching condition for the energy-momentum tensor is
also called the hydrodynamic frame; e.g., Eq. (12) corresponds to
the Landau frame.
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Here we defined V¥ = AL¢” and A = u - 0A = dA/dr, as
well as the expansion scalar @ =V - u, the shear tensor
ot = Vi) = [(1/2)AYAY) — (1/3)A A, Veu’,  the
fluid vorticity @ = (1/2)V¥u*), and the thermodynamic
integrals 1,,, given in Eq. (A3). Note that Egs. (16) and (17)
differ from the corresponding equations in Refs. [27,33] by
the last two terms in each equation, which vanish in
Refs. [27,33] due to the matching condition (10).

To obtain a closed system of equations for wf, and kj, we
replace the independent spin moments in Eqgs. (16) and (17)
with the first-order approximations of the equations of
motion derived in Refs. [27,33] and for convenience again
shown in Appendix A of this work. We also note that spin
moments which are parallel to #* in the first index can be
expressed through orthogonal ones (see Ref. [27] and
Appendix A for details). On the other hand, the new
components uj,7yp + 7154 appearing in Egs. (16) and
(17), which would be zero for Landau matching (13),
cannot be determined from the equations of motion for the
corresponding spin moments, since the latter are redundant
with the conservation of the spin tensor (5). Instead, they
have to be determined through matching conditions. The
matching conditions serve to define the spin potential and
in general can have a form analogous to the matching
conditions for the energy-momentum tensor in Ref. [46],

uy(S5" — Sleg) = D, (18)

1 1 . n
- Te‘lﬂyﬂuuva(mszi —7) + %Ga’wﬂuuua(mzfop’ —Typ) = 22 (6" + & )ko,
4 . )
1310 — 1y po + I3lao>’<’6

1 1 1 d
—— P (Vigs 0 — i'Top 01) — Eeeﬂmﬁupflﬁ,a - aeﬂmﬁuu pe (UgTop + T1p4) } (17)

where D* is a function of 3, a, u,,, Q,,, and their first-order
derivatives. In principle, the most general form of D* may
be written as a sum of all possible tensor structures at our
disposal. However, due to the dependence on the spin
potential, which is absent in spinless hydrodynamics, in our
case taking into account all possible tensor structures would
result in long expressions, containing a large number of
arbitrary matching coefficients. To keep the discussion as
simple as possible, we note that causality and stability of
the equations of motion for the spin potential require the
presence of second-order time derivatives. Hence, we
choose matching conditions such that the spin moments
appearing in Eq. (18) are proportional to first-order time
derivatives of the spin potential. Inserting Egs. (7) and (8)
into Eq. (18), performing the integrals with the help of the
orthogonality relation (A10), and contracting the result

with eaﬂﬂyuﬂ or eaﬁwAng, respectively, we then find that
the following matching conditions are convenient:

g h .
M = 2 (G gk + EAY V),

)
T<ﬂ> _ uy,L.Vqﬂ — ld)<”>, 19
2 1 0
m

where the matching coefficients £, &, and 1 are functions of
p and a. The last term in the first line will serve to simplify
the equation of motion for x{j with an appropriate choice
of £ Since we choose a special form of the matching
conditions, the requirements on the transport coefficients
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derived in the remainder of this paper correspond to
sufficient, but not necessary, conditions for linear stability
and causality. Physically, the matching conditions (19)
relate the change in the spin potential to the dissipative
parts of the spin-diffusion tensor

1
= =5 (E,pV9) (20)

and the spin-energy tensor

1

N = —%u’%Eﬁé"), (21)
which are proportional to
" = (E,p¥8") — (E,p“¢") (22)
and
o= (E}8) — (E;9),, (23)
respectively.

Inserting Eqgs. (19) together with the first-order expres-
sions shown in Appendix A, Egs. (A13), (A15), and (A16),
for all appearing spin moments into Eqgs. (16) and (17), one
obtains a closed system of equations of motion for the spin
potential. In practice, these equations of motion should be
solved in order to determine the spin potential. Then, one
obtains an approximate expression for the distribution
function by inserting the result for the spin potential into
Egs. (A13), which are in turn inserted into Eq. (8). From the
distribution function one can then calculate all quantities of
interest, e.g., the spin tensor or the polarization.

Because of the length of the equations of motion for the
spin potential, we refrain from writing them out here.
Instead, we consider a simplified situation, given by small
perturbations of a homogeneous, i.e., nonrotating and
unpolarized, global equilibrium state,

ut = uly + Sut,

o = o,

P = Po+6p,
= b (24)

a=qy+ oa,

In the following, all projectors are meant with respect to the
unperturbed fluid velocity uf. Keeping only terms linear in
perturbations in Egs. (16) and (17), we obtain

iy + ooy ==, VOV g =,V - Vo

+ C3€(Mﬂbl/i#vlk‘0y (25)

and

k4 okl = —,VHV - ko — b,V - Vi
+ D3€”“”ﬂubvaw0ﬂ, (26)

where the calculation and the coefficients in the 14 + 24-
moment approximation are shown in Appendix B. We see
that in the linear regime the equations of motion for ) and «/,
couple to those for the spin-independent quantities only
through the transport coefficients, which are functions of j
and a. On the other hand, the equations of motion for f3, a, and
ut do not depend on the spin potential at all [27].* Therefore,
it is possible to first solve the equations of motion for
conventional BDNK hydrodynamics, and then study spin
effects by solving the equations of motion for the spin
potential on top. Since stability and causality of the first-order
equations of motion for the spin-independent quantities have
already been studied in several works [46-50], we will only
discuss the equations of motion (25) and (26) for the spin
potential in the following. Note that the decoupling of the
equations of motion implies that for the energy-momentum
tensor any matching conditions compatible with BDNK
hydrodynamics may be chosen. The discussion of the
causality and stability of the spin modes in the remainder
of this paper is independent of this choice.

We close this section with a remark on the pseu-
dogauge choice. The HW pseudogauge is particularly
convenient for the derivation of first-order spin hydro-
dynamics, since it directly relates the conservation laws for
the energy-momentum tensor and the spin tensor, Egs. (6)
and (5), to the microscopic collisional invariants, given
by the four-momentum and the dipole-moment tensor,
respectively [70],

0,7 — / drpG[f] =0,

0,5Mm = / AT G[f] = 0. (27)

The presence of these collisional invariants causes zero
modes of the collision term, and their equations of motion
have to be excluded from the collision matrix when inverting
it, as outlined in Appendix A. Imposing a matching con-
dition on the HW spin tensor [see Eq. (18)] directly
determines the spin moments corresponding to collisional
invariants. On the other hand, it would in principle also be
possible to choose a matching condition on the total angular-
momentum tensor in a different pseudogauge, which is
always conserved. Because of the arbitrariness of the
matching conditions, one could adjust them in a way that
Egs. (19) are recovered. In contrast to second-order spin
hydrodynamics, where the choice of dynamical spin
moments depends on the pseudogauge [33], first-order

“In principle, one could introduce a dependence on the spin
potential through the matching conditions. However, since this
would significantly complicate the calculation without being
particularly useful or physically reasonable, we exclude such a
matching in this work.

076011-5



NORA WEICKGENANNT

PHYS. REV. D 108, 076011 (2023)

spin hydrodynamics can therefore be derived independently
of the pseudogauge.

III. LINEAR MODE EXPANSION

We will now study the stability of small perturbations of
the homogeneous global-equilibrium state; see, e.g.,
Refs. [48,79,80]. Consider the local rest frame of the
unperturbed fluid, ug = (1,0) and perturbations of the
spin potential expanded in linear waves in the fluid rest
frame,

Swly = "M KX(0, @), Sy = ™M RX(0, k). (28)

4 (—iQ — (e + ) k> + o2
I =

0

The dispersion relations corresponding to nontrivial sol-
utions Q(k) are obtained from

detA; =0, (32)

or equivalently,
(=iQ— (€] + ) k> +¢gQ?) (=i — (d) + ;) k> + Dy Q?) =0.
(33)
On the other hand, for the transverse spin modes, we

project Egs. (25) and (26) orthogonal to k. With the
definition

X1 = (w1.x11) (34)
we obtain
A X, =0, (35)
where we introduced the 6 x 6 matrix

—iC3Bk

—iQ 4 ¢)Q? — ¢, k?
ALE(’ e mRh ) 2), (36)
—iQ+ by Q2 — bk

—id3 By
with
B{(" = ¢lki. (37)

To obtain the dispersion relations, it is more convenient to
calculate the solution directly than the determinant. We
have

k2 b3 C3

T oo o Q@ m bk =0, (38)
- 0 -

We can divide any three-vector into components parallel and
orthogonal to Kk,

a= LIHR +a,, (29)
where we defined k = k /k with k = |k|. The longitudinal
spin modes are obtained by projecting Eqs. (25) and (26)
parallel to k. Defining the vector X = (@, k) we find
with

0
). (31)
—iQ — (b + Dy)k? + 5yQ?

[
and therefore

coDQ* — i(co + Do) Q% — (1 + oy k*)Q?
+ (lbzkz + iCsz)Q —+ C2b2k4 — C3b3k2 =0. (39)

From the dispersion relations obtained as solutions of
Egs. (33) and (39), we will derive conditions for the
causality and stability of the theory in the rest frame.
We apply the following criteria [48,79,80]:

ImQ(k) >0 (stability),
0Q(k
klim Re 6l(c ) <1 (causality). (40)

The stability condition guarantees that the spin modes are
damped, and in contrast a negative imaginary part of Q
would lead to exponentially growing modes. Furthermore,
the causality condition ensures that the group velocity of
the spin modes is smaller than the speed of light. In general,
if Egs. (40) are fulfilled in the rest frame, this does not
imply causality and stability in an arbitrary frame. How-
ever, as we will see in the next sections, in our case we will
be able to prove stability and causality in any frame only
from the analysis in the rest frame. For the sake of
completeness, the analogs of Eqgs. (33) and (39) in a
boosted frame and some special solutions for the longi-
tudinal spin modes are shown in Appendix C.

IV. STABILITY AND CAUSALITY CONDITIONS
FOR THE LONGITUDINAL SPIN MODES

A. Stability

Consider the longitudinal spin modes in the rest frame
with the dispersion relations determined by Eq. (33). We
see immediately that if ¢, = 0 or by = 0, at least one of the
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dispersion relations has the same form as in Navier-Stokes
theory, with Q ~ ik?>. These types of solutions are never
stable in a moving frame. Therefore, we exclude this case
and assume ¢q # 0, Dy # 0 in the following. The solutions
for Eq. (33) then read

il 1 o+c¢
Q=x—=F /-5 +—7k 41
I 2(0 \/ 4C%+ Co ( )
and
il I b+
Qp=-—* /-5 +—Tk%. 42
27 2%, \/ 4027 by (42)

Note that the dispersion relations depend on the matching
coefficients ¢ and 1 through ¢, and d,. Let us first discuss
the limit of a small wave number for Eq. (41). The two
solutions of Eq. (41) correspond to a hydrodynamic and a
nonhydrodynamic longitudinal spin mode, with the latter
having the frequency

i
0

For the nonhydrodynamic modes to be stable in the limit
k — 0, we thus require ¢, > 0.

Considering Eq. (41) for an arbitrary wave number, we
find that for (¢; +¢;)/¢y > O there exists a matching-
dependent critical wave number

k.= ; (44)

2\/ Co(cl + Cz) '

where for k > k. the modes propagate. For the longitudinal
spin modes to be stable, we need Im QH >0,ie.,

¢o > 0 (propagating),

1 1 C1+C2

— k>0
2C0 4(% Co

(nonpropagating). (45)

Apparently the stability condition depends on the match-
ing. Inserting k > k. into the second inequality, we have

i |
2—%(1—\/1—4c0(c1+cz)k2> >?(1—\/1

0

Therefore, if ¢; 4+ ¢, > 0, all longitudinal spin modes are
stable in the rest frame if and only if ¢ > 0.If¢; 4+ ¢, < Oand
¢y < 0, there are unstable propagating modes. If ¢; + ¢, <0
and ¢y > 0, there are unstable nonpropagating modes.

An analogous discussion can be carried out for Eq. (42).
Hence, the stability conditions for the longitudinal spin
modes in the rest frame can be summarized as

C0>0,

¢ +¢ 20,

by > 0,
b +0,>0. (47)

B. Causality

Next, we discuss the requirements from the causality of
the longitudinal spin modes in the rest frame. The group
velocity v, = Red€2/dk of the propagating modes corre-
sponding to the solutions (41) is determined as

(¢ + o)k

119”1 ES . (48)
o/~ + 2R
For k — oo the group velocity becomes
¢ +c
v =\ T | Ko (49)

1
—deo(e) + cz)kg) =—>0,

2¢ [(e1 +¢2)/co > 0]. (46)

|
hence we need

|col > e1 + ¢ (50)

for causality. An analogous discussion of Eq. (42) yields
the condition

[Bo| > [by + b5. (51)

Equations (50) and (51) give a minimal required absolute
value of the matching coefficients ¢ and 1.

As mentioned before, in general, causality and stability
in the rest frame do not imply causality and stability in a
moving frame. However, here we have that Q ~ k for
k — oo. In this case, the causality in the moving frame can
directly be proven from Eq. (49). Since the group velocity
is constant, the boosted group velocity can be obtained
from Eq. (49) by simply applying relativistic addition of
velocities, and hence it cannot become larger than 1 [48].
Furthermore, if the theory is causal in any frame and stable
in the rest frame, it is also stable in any frame [49]. Since
the calculations for the longitudinal spin modes in a
boosted frame are still compact, the causality conditions
in a moving frame are for illustration purposes shown to be
identical to those in the rest frame in Appendix C.
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V. STABILITY AND CAUSALITY CONDITIONS
FOR THE TRANSVERSE SPIN MODES

A. Stability

Let us now discuss the transverse spin modes with the
dispersion relations given by the solutions of Eq. (39). Again
we first consider the limit of a small wave number. The
nonhydrodynamic modes for k — 0 have the frequency

Q : Q i
11,nh = b—(), 12,nh = g,

(k—=0). (52)

These modes are nonpropagating and stable in this limit due
to the already known conditions (47). Furthermore, we have
for the hydrodynamic modes (Q ~ k for k — 0)

Q) p==i

Gosk, (k= 0). (53)

We therefore obtain another stability condition,
303 < 0. (54)

The solution of Eq. (39) for an arbitrary wave number
can be straightforwardly obtained; however, we refrain
from writing it out due to the length of the expression.
Instead, to investigate stability, we rewrite Eq. (39) with
Q, =-iQ, as

Cobogi + (C() + DU)Qi + (1 + C(Obz)kz)ﬁi
+ (bz + Cz)kzél + C2b2k4 - C3b3k2 =0. (55)

Since this is a fourth-order polynomial in Q, with real
coefficients, we may apply the Routh-Hurwitz criterion for
the stability condition ReQ, < 0 (see, e.g., Ref. [48]).
Assuming the conditions (47) to be fulfilled, all coefficients
are larger than zero for all k if in addition

C2b2 > 0, (353 < 0. (56)
The Routh-Hurwitz criterion yields the additional require-
ment

0okt — 6503k _ (0 + ) (1 +eedyk® (D + cz)k2>
C()b() Co + bo Cobo Co + b() ’

(57)

The inequality has to hold for any k. Considering the terms
~k*, the relation can be simplified to

(cobdy — Czbo)2k4 >0, (58)

which is always fulfilled, since the coefficients are real, and
does not result in an additional condition. On the other hand,
from the terms ~kZ, we obtain the last stability condition

(59)

Given that Egs. (56) and (59) are fulfilled, the transverse
spin modes are stable in the rest frame.

B. Causality
The solutions of Eq. (39) for £ — oo read

D
QZLI = _2]‘27

o (k> ). (60)

c
2 _ 252
Qf, ==k,
€

Hence, the group velocities are obtained as

D
vgJ_l =Re —2, ’ij_z = Reﬁ, (k d 00) (61)
\/ Dy o

Since the terms under the square roots are positive, this
yields the causality conditions

D] < [Bo, |ea| < eol- (62)

However, these requirements are already implied by the
previously found conditions (47), (50), (51), and (56). As
Q ~ k for k — oo, the group velocity is again constant and
causality in the rest frame implies causality in any frame.
Together with the conditions for stability in the rest frame,
stability in any frame in guaranteed.

VI. CONCLUSIONS

In this paper, we derived linearly stable and causal
equations of motion for first-order spin hydrodynamics from
kinetic theory. The crucial step is to choose matching
conditions which relate the spin energy and spin diffusion
to time derivatives of the spin potential. This introduces
second-order time derivatives in the equations of motion for
the spin potential, rendering them causal and stable for a
certain class of transport coefficients, despite the presence of
second-order spatial derivatives, analogously to spinless
BDNK hydrodynamics. Linearizing the equations of motion
for the spin potential around homogeneous global equilib-
rium, we obtained the compact equations of motion (25) and
(26). We then derived conditions for causality and stability of
these equations in any Lorentz frame by analyzing the
dispersion relations for the linear modes corresponding to
small perturbations of the spin potential. These conditions on
the transport coefficients are summarized as follows:

C0>C]+C220, b0>bl+b220,

C2+b2

D, >0, .
202 C()—f—b()

C3b3 < O,

—C3b3 < (63)

Note that with our choice of matching conditions only ¢, and
Dy depend on the matching coefficients : and {. The other
transport coefficients are fixed functions of temperature and
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chemical potential, some of them also depending on the
microscopic interaction. Therefore, one has to check whether
the transport coefficients fulfill all requirements, potentially
depending on the model used for the collision term, before
applying the first-order spin hydrodynamics derived in
this work. Even if the stability and causality conditions
(63) are not fulfilled in a particular situation, this does not
imply that first-order spin hydrodynamics cannot be causal
and stable in that case. Instead, one may try to choose
more general matching conditions and adjust the additional
matching coefficients accordingly, at the expense of fac-
ing more complicated equations of motion. On the other
hand, if all conditions (63) are fulfilled for some choice of 1
and ¢, the matching conditions employed in this work are
sufficient for linear stability and causality of first-order spin
hydrodynamics.

The theory of causal and stable first-order spin hydro-
dynamics derived in this paper has potential applications
for both relativistic heavy-ion collisions and astrophysics.
In particular, it may be used to dynamically calculate the
local Lambda polarization for heavy-ion collisions. If the
causality and stability conditions are fulfilled, one can
numerically solve the equations of motion, obtaining a
result for the spin potential, and hence for the spin tensor
and the polarization, valid up to first order in gradients.
It would be interesting to compare such a result both to
local-equilibrium calculations [81-84] and results from
second-order spin hydrodynamics derived in Refs. [27,33].
This may shed light on the importance of polarization
dynamics beyond local equilibrium in heavy-ion collisions.
Furthermore, one may extend the work done in this paper
by analyzing linear stability conditions around an inho-
mogeneous (polarized and/or rotating) equilibrium state,
and general causality conditions not restricted to the linear
regime [47]. As another possible extension, one may also
consider a nonlocal collision term, which is responsible for
the conversion between orbital angular momentum and
spin, and will therefore lead to a coupling between the
equations of motion for the spin potential and the other
thermodynamic potentials.
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APPENDIX A: FIRST-ORDER SPIN MOMENTS
FROM EQUATIONS OF MOTION

In this appendix, we shortly outline how to obtain the
expressions for the spin moments valid up to first order in a

gradient expansion, which we will insert into Egs. (25) and
(26). The steps are analogous to those performed in
Ref. [27] and make use of the same assumptions, and
we refer to that work for a more detailed discussion.
Keeping only first-order terms in the equations of motion
for the spin moments obtained in Ref. [27], we find

h h

0 1 AU
-6 = o £900t - o L 8V,
h ~ v h v, .
—EQW Loiydy _El(ﬂrl)oeﬂ P, Q0p,

y h DA n &0
—e ) = 4m ALY + 4m AGALDY L (1))
n

- %w’élmz)ll” - —mﬂl(r+3)zfz/<1ﬂ>gﬂ
h ~
- %I(Pﬂ)l A%(V”QM)%
W) _ M@ ame h Vigad
-G = %5 O v ) +%I(r+3)2A5Aaf;V Orp
h ~ v
- EQW/}%U ﬂI(r+4)2 (A1)
with
0
f(r )= =L (rynyo = (i1
1
~ Dy [Ga(r11) (€0 + Po) = G(r1y10]
G G 5
) _ G3(r42) 2(r42)
& = ny — €y + Py) — =Pl (11302,
Doy 0 Do (€o 0) 3P r+3)2
@) _ "o
=1, ———— 1 (a, A2
& (32 = o p e (A2)

where ny is the local-equilibrium particle density, € is the
local-equilibrium energy density, and Py is the thermody-
namic pressure. Furthermore, we defined I# = VHa,, the
thermodynamic functions

1 e "
L,q(a.p) EW/dFEP (=D pupp)?feq(x, p.8)
(A3)
and

Gum = Liolmo = L (n-1)0L (m+1)05
an = I(n+1)q1(n—1)q - I%tp (A4)

as well as the collision integrals
(S’ﬁ’<”1“"‘"> = /dFE;pOn ...pﬂn>§ﬂ€[f]. (A5)

The latter can be expressed through spin moments as [27]

076011-9



NORA WEICKGENANNT

PHYS. REV. D 108, 076011 (2023)

¢ ==Y Bid,

nes,

—-zywﬁw

nes,

ZB

nes,

(S:ﬂ (vA)

where

B§,2:—16—1A”1 v / dPdP'dP,dP,V,

Xfeq (X,p)feq (x’p/)E;—lpOll ..pM)HL"Zl)p@l Py

(A7)

with W, being the transition rate (see Refs. [27,71] for
details). The coefficient function ngl is given by

o WIS oo
Hpn = T Z amnppm’ (Ag)
with
Pn=>_aiE, (A9)

being orthogonal polynomials in energy. The coefficients

aﬁ,lr) are determined such that

WO paby  i0) 0 )
2 dpm (A pap/)’) f (x, p)PPmPPn = 5mn’

(A10)

and the normalization reads w'') = (=1)!/I,;,. Note that
we neglect contributions from the nonlocal collision term in
this work. For spin moments with non-negative n and [ # 1,
we invert the matrix B to obtain

T/;l,ﬂr--m _ Z””Gﬂ My m (All)
res;
where we defined the matrix
) = (B(1>)—1 (A12)

For [ = 1, we symmetrize Eq. (Al1) in the two Lorentz

indices, since the antisymmetric part of ri" I which is the
only spin moment of tensor rank two we need in Egs. (25)
and (26), corresponds to a collisional invariant related to the
conservation of the spin tensor and is determined by the
matching conditions. We thus obtain

o) = RY) Ol + KOL AV, + K1Y QU
+ 8 P, Q.
) _ _@wm O U
RVQn (V” Q”ﬁ)uﬂ

A = /G QWP 1 QT AV VY

— K u, 0 (A13)
with
/0 =TS a0,
o 2m res,
R(voﬁz n = —%re&czyrl(rﬂ)l = ﬁl(s)l)n’
@g))n = —%reglgﬁlrl(rﬂ)o,
Kot = % f= s,s"l’) UESIE
Sfgn = - %ﬁ ; Tl a2,
res,

S, = 2 T
84 = 5, e
R(V2§)2,n = % rESIQSLIrl(ﬂr%)z,
[ %ﬁnezs,sgllr)l(r+4)2 (A14)

The minimal set of summation indices is given by the
14 + 24-moment truncation, S, ={0,2}, S, ={l1},
S, = {0}, for which the transport coefficients (A14) for
the respective spin moments reduce to those given in
Ref. [27]. This set may be extended to improve the
approximation. Note that in any case r =2 has to be
excluded from Sy and r = 1 from S; for the antisymmetric

spin moments when inverting the collision term, since ré” )

and T[1<” " are parts of the collisional invariants and are

fixed by the matching conditions. The components of the
spin moments parallel to u, are expressed through the
orthogonal ones using [27]

u
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U, Tr = _Tl:—l,,u’
wt" =-1,%, _%(szﬁv_)I —),
uﬂr’r”m T,NA 125( 204 - T¢+1,M)AM
S =), (AL5)

Finally, spin moments with negative r are obtained from the
relation [27]

ot Z T/’;,ﬂr“m%(_l;n

nes;

(A16)

with

o _ 2! / , ap !
%_’"_7@1“) dPE,; Hin (A popy) £ (x. p)

(A17)

(see also Ref. [60]).

APPENDIX B: TRANSPORT COEFFICIENTS
FOR LINEARIZED EQUATIONS OF MOTION

To derive Eqgs. (25) and (26) from Egs. (16) and (17), we
insert the following spin moments, obtained by linearizing
Egs. (A13):

= 25% e””"/’uav Kop + 25% a)o,
Tgw _Z’QVQ 1v a’l(?’
Té” WA _ ZQVQ'OMTG”M@V'DKO (B1)
We furthermore find from Egs. (A15)
u(meh — ) = 2(m*F, = )RGY, V- o,
”ﬂﬂo'M - _14_5(m2%(—11)1 - I)Amg(vlg)mv " W
F2rgl - DS, Voo, (B2)

where we used the 14 4 24-moment approximation. With
the matching conditions (19) we obtain

1 h
A ol g (min — ) = i (B3)

3

which implies

5
- <m2 ﬁ(vog)z’o -= ﬁggzﬂ) e Pu, NV kop.  (B4)

Using these results in Eqs. (16) and (17), we obtain at linear
order in perturbations

ho, 2 Q) ya
m2w02_130—131 {3m( ) = 18go, VeV 0
1 h AAUV a }’
—E—mze(iﬂ I3lu VAKOU—'— S%Vﬂlvﬁv( a))

1 1
L 2 s VS, 9 -0

2 o
+5(mF ~ 1)@<Vlgzylv-vwg] —szo} (BS5)

and
%k’é - _%{_131—26“" Pu,V jw0p

- ﬁ <3 2ﬁvgo 5 VQ o)v V[ﬂKa]

-5y, (-2v v ) +

h )

- fe”””/"uyvawoﬂ}- (B6)

Choosing
52_%<3 z@gi)_ég,), (B7)

we arrive at the equations of motion (25) and (26) with the
coefficients given by

2 m 2

0= R

1 1
Ji Ji L @%S)l,l (4m2%(—1)1 + 1)’
30 — 131

_m__2
-~ h5(I—13)

I3
I30—15
(B8)

C Q(VIS)).,I (2m2%(_11) + 3) s c3

_ 0 lee
bo = EC, b] = m <—mzﬁvg’0 + ERVQ'C’) s

m 1 (3 _p 1
bz:gry(gﬁm,oﬁL 5%90) by=-7.
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APPENDIX C: DISPERSION RELATIONS
IN A MOVING FRAME

We consider a general background velocity u, =

(y,yV,0,0) with y = 1/v/1 — V2, which can be obtained
from a Lorentz boost with velocity V of u’é L =(1,0),
assuming the boost to be in the x-direction without loss of
generality. Now denoting the wave vector in the fluid rest
frame by (Q,,k,) and the wave vector in the boosted
frame by (Q, k), we obtain the new dispersion relations by
taking Q — Q, and k — k, in Egs. (33) and (39), and then
using Q, = yQ —yVk, and k3 = y*(QV — k,)? — k3 with

|

[eoDg + 7*VAerdy + —¢ oy 7 VA]Q! + [—icy — idy — dy*eod VS + ¢(oDy4y* V3" +
— 3(—icg = id)r*Vk, — 1 — ¢(ob) (" VK2 + 4y V22 + y*k% —
272V2kE) — e3D3p2 VA Q2 +
=2/ K2V 4 272 Vkok2) + ¢o0, (=47 VK + 472 Vk,K2.)
V23 — cody) (r?k:

— 46y 0,74 V3, Q3 + [codoyrtOV2 k2
+ (idy + i6y) (=3 V3k, — 277 Vk,) + Dacy (674 VK2 —
— (icy + ido)3y> V2K + 212V, — ciobyy (214 VK3
+ 2630572 VA ]Q + ¢odoy* VAKE — (—icy — idg)y? V3K —
= (iby + icx) (r°kz = k7 )y Vi, + 6ba (r*k3 —

In the following, we will discuss only the longitudinal spin
modes for the sake of illustration of the arguments given in
the main text. Although the solution of Eq. (C2) for the
transverse spin modes can also be straightforwardly ob-
tained, it is not very enlightening due to its length.

As an example, consider Eq. (C1) for a small wave
number. The nonhydrodynamic modes for k — 0 are
given by

2r%kky + ki) — ¢33 (r2k3

kTE

Q(k) of the longitudinal spin modes in the boosted frame
from the first term in Eq. (33)

\/ Kk} + k%. We find for the new dispersion relation

r*leo — (¢ + ) VZQ?
+ [=iy = 2¢o?VE* + 7> (¢ + ¢2)2VEK]Q + iy VK

— (¢ + &) (r?k3 — k) + cor*V2k: = 0, (C1)

and the same equation with ¢ — d from the second term.
For the transverse spin modes we obtain from Eq. (39)

(idy + icy)y* V2
r*k)
[—4eodoy*V2k

= kp)r*Vik:

—k2) =0. (C2)

We see that in this limit the nonhydrodynamic modes are
stable given that both the stability conditions (47) and the
causality conditions (50) in the rest frame are fulfilled.
We now show that the conditions (47) and (50) are
sufficient to ensure causality of the longitudinal modes in
the boosted frame for any wave number. Assume that
Egs. (47) and (50) hold and consider the causality condition
for the dispersion relation for the longitudinal modes in a
general frame, given by Eq. (C1). Since Q ~ k in the limit

Pleo = (¢ + ¢)V2Q? — iyQ = 0, (C3) of large k, Eq. (C1) becomes for k — oo
with the result 72[% — (¢ + C2>V2]92 - ZYZV[CO — (6 + ) ]*Q
— (1 + @) (FPky = k7) + cor* V2 = 0, (Cs)
i
Qpian = > (k—0). (C4)
I rleo — (¢ + &) V7] which has the solution
|
Q) = Mvcosgk
€y — (C] -+ Cz)v
1 1 .
+ m \/(—2V2 + 1 —+ V4>C0(C1 + C2> 0052 0— F [CO - (Cl + C2)V2]<C1 + C2) Sln2 gk, (C6)

where we defined &, =

kcos@ and k; = ksin 6. The term under the square root is maximal for § = 0; therefore we have

1
UgSﬂ{[ (C1+C2)V+ \/ € CI+C2}<1
0

_(Cl +C2

St (e +¢)V -

(1 +V) cole;+¢) >0
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For V = 0 this reduces to the known condition (47). On the
other hand, for V =1 we obtain

co+(e1+¢2) =21/ ¢co(e; +¢) = (Vo —V/¢; +¢)*>0. (C8)

Since Eq. (C7) is a linear function of V, the inequality holds
forall 0 < V < 1. Hence, the longitudinal modes are causal
in any frame, explicitly demonstrating the statement made
in the main text.
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