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The idea that new physics could take the form of feebly interacting particles (FIPs)—particles with a
mass below the electroweak scale, but which may have evaded detection due to their tiny couplings or very
long lifetime—has gained a lot of traction in the last decade, and numerous experiments have been
proposed to search for such particles. It is important, and now very timely, to consistently compare the
potential of these experiments for exploring the parameter space of various well-motivated FIPs. The
present paper addresses this pressing issue by presenting an open-source tool to estimate the sensitivity of
many experiments—located at Fermilab or the CERN’s SPS, LHC, and FCC-hh—to various models of
FIPs in a unified way: the Mathematica-based code SensCalc.
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I. INTRODUCTION

The well-known shortcomings of the Standard Model
(SM) suggest to us the existence of new physics “beyond
the Standard Model” (BSM), which is generally expected
to involve new particles. There is currently no clear
theoretical guidance, nor experimental hints, about the
mass of the hypothetical new particles, which could range
from sub-eV all the way up to the Planck scale. Particles
with a mass below the electroweak scale are of particular
interest since they may be numerously produced at accel-
erators. The past experiments have already pushed the
limits on the couplings of such particles to tiny values;
hence they are called feebly interacting particles, or FIPs
for short. FIPs may be searched for at the main detectors of
colliders (ATLAS, CMS, ALICE, and LHCb at the LHC, or
their equivalents at future colliders such as the FCC-hh)
which are located very close to the collision point, or at so-
called lifetime-frontier experiments, which re-use existing

facilities or infrastructure and place a decay volume near
the interaction point or target. Lifetime-frontier experi-
ments may be broadly split into two classes [1]: collider-
based, which make use of the interaction points of ATLAS,
CMS, and LHCb, and extracted-beam experiments, which
use an extracted beam line hitting a target.
During the last few years, many lifetime-frontier experi-

ments have been proposed. Among extracted-beam experi-
ments, we can list SHiP [2,3], SHADOWS [4], and
HIKEdump [5] at the SPS, and DUNE [6,7] and DarkQuest
[8] at Fermilab. The proposed LHC-based experiments
include MATHUSLA [9] and FACET [10], associated with
CMS; FASER [11], SND@LHC [12] (together with their
upgrades, AdvSND and FASER2) and ANUBIS [13], close
to the ATLAS interaction point; CODEX-b [14] near LHCb;
and AL3X [15] at ALICE. Furthermore, lifetime-frontier
experiments will likely remain a part of the physics program
of future colliders, such as the FCC-hh [16].
To evaluate the potential of those experiments to search

for generic FIPs, the Physics Beyond Colliders (PBC)
initiative has proposed [1] a few benchmark models. They
include dark photons, millicharged particles, dark scalars,
heavy neutral leptons, and axionlike particles coupled to
various SM particles.
While some of the experiments from the above list are

already running, many are still at the status of proposals.
Their design is not finalized yet and is still undergoing
optimization. Their sensitivity can be optimized by focus-
ing on two key aspects: increasing the rate of events with
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FIPs while reducing the SM backgrounds. Studying the
background requires knowing the detailed specifications of
the experimental setup, background-reducing systems, and
surrounding infrastructure. As a result, full simulations are
required, which accurately trace each event, starting from
the initial proton collision and ending with the interactions
of the background particles with the detector material. Most
of the experimental proposals claim to achieve zero back-
ground level. In contrast, the evaluation of the FIP event
rate is comparatively less affected by these complexities.
This is the case, in particular, when the FIPs are produced at
the collision point. They would then propagate through the
infrastructure without being affected by the material (due to
their tiny interaction strength) and decay or scatter inside
the decay volume with some tiny probability. If the reaction
products reach the detector (and satisfy some simple
kinematic cuts), they typically can be detected with ≈1
efficiency. Therefore, the sensitivity1 of a given experiment
to FIPs is determined mainly by (1) the distribution of FIPs
at the facility housing the experiment and (2) the geometry
of the experiment itself.
Despite the relative simplicity of estimating the sensi-

tivity to FIPs, a few caveats can make it challenging to
compare different experiments. First, there is often no
unique description of the production and decay of a given
FIP in the literature. This is related to either theoretical
uncertainties in the description of the FIP phenomenology
or different conventions in the definition of the model. As a
result, different experimental collaborations can end up
using different descriptions of the FIPs; sometimes,
even the definition of the FIP coupling is different (see
Appendix A). Secondly, due to the rapid pace of change as
the experiment’s design is being optimized, there may exist
a mismatch between, on the one hand, the experimental
setup and/or the assumptions used and, on the other hand,
the reported sensitivity, even within a same document (see
Fig. 4 and the corresponding discussion). Indeed, to update
the sensitivity while the setup is undergoing optimization,
collaborations would need to relaunch full-scale simula-
tions, which require a lot of time, computational resources,
and person-power. Third, the collaborations’ tools for
performing sensitivity calculations are typically “black
boxes” for outsiders, since they are not publicly accessible.

As a result, they do not provide a qualitative understanding
of the sensitivity and thus prevent simple cross-checking
against errors or numerical artifacts. This problem becomes
especially important when comparing the sensitivities of
various experiments to understand which one is better
suited to probe a given region of the FIP parameter space.
To address these issues, a public tool that can calculate

the sensitivity of various experiments to FIPs in a unified
and transparent way is required. Several publicly available
packages can already perform such sensitivity calculations
[17,18]. However, they are limited to a specific type of
facilities: either beam dump experiments or colliders. This
paper presents theMathematica [19] code2 SensCalc [20] that
can evaluate the sensitivity of the various experiments
proposed at Fermilab, SPS, LHC, and FCC-hh to various
models of FIPs.3 The code is based on a semianalytic
approach developed in Ref. [21], and further improved and
cross-checked in Refs. [16,22,23] (see also [24,25]). The
number of events is approximated by the integral of several
quantities: the FIP angle-energy distribution, decay prob-
ability, geometric acceptance, and the acceptance of its
decay products. Most of these quantities can be accurately
computed analytically, which is especially attractive as it
improves the transparency of the computations.
The present paper is organized as follows. In Sec. II, we

discuss the semianalytic method we use to calculate the
sensitivity, along with its validation and limitations. In
Sec. III, we provide a brief description of SensCalc, speci-
fying the list of the currently implemented experiments and
models of FIPs. We also compare it with other publicly
available packages for computing the sensitivity, as well as
with SensMC [26], a simplified Monte-Carlo simulation
that we have specifically developed to validate SensCalc.
Finally, we conclude in Sec. V. In the appendices, we
expand on a number of topics that we kept out of the main
text in the interest of brevity. In Appendix A, we discuss
various discrepancies present in the literature stemming
from different descriptions of the interactions or conven-
tions for the couplings. In Appendix B, we detail the
various inputs we use to compute the signal yields. Finally,
in Appendix C, we briefly describe the operation of
SensMC.

II. SEMIANALYTIC APPROACH
TO CALCULATE SENSITIVITIES

A. Method

This work concentrates on FIPs produced directly at the
collision point or in its immediate vicinity. In this case, the
production is unaffected by the surrounding infrastructure.

1When talking about “sensitivity,” it is important to point out
the distinction between “exclusion” sensitivity (rejecting the new
physics hypothesis in the absence of signal) and “discovery”
sensitivity (rejecting the Standard Model in favor of new physics
if a signal is observed). While the former is not very sensitive to
the exact background expectation as long as it is ≲1, the latter
strongly depends on it. Throughout this paper, we mean “ex-
clusion sensitivity” whenever we use the word “sensitivity”
unqualified. However, we advise the reader to keep this dis-
tinction in mind when comparing the physics potential of various
experiments: indeed, two experiments with the same exclusion
sensitivity could, in principle, have significantly different dis-
covery sensitivities.

2Although the SensCalc package is technically open-source, it
requires a copy of the Mathematica software to run.

3Available at https://doi.org/10.5281/zenodo.7957784 and also
at https://github.com/maksymovchynnikov/SensCalc.
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We calculate the number of events involving a decaying
FIP using the following expression:

Nev ¼
X
i

NðiÞ
prod

Z
dEdθdzfðiÞðθ; EÞ · ϵazðθ; zÞ

·
dPdec

dz
· ϵdecðm; θ; E; zÞ · ϵrec ð1Þ

The quantities entering Eq. (1) are the following:
(i) NðiÞ

prod is the total number of FIPs produced by the
process i, e.g., decays of mesons, direct production
by proton-target collisions, etc. (see Fig. 2).

(ii) z, θ, and E are, respectively, the position along the
beam axis, the polar angle, and the energy of the FIP.

(iii) fðiÞðθ; EÞ is the differential distribution of FIPs in
polar angle and energy for FIPs produced through
the process i.

(iv) ϵazðθ; zÞ is the azimuthal acceptance:

ϵaz ¼
Δϕdecay volumeðθ; zÞ

2π
ð2Þ

where Δϕ is the fraction of azimuthal coverage for
which FIPs decaying at ðz; θÞ are inside the decay
volume.

(v) dPdec
dz is the differential decay probability:

dPdec

dz
¼ exp½−rðz; θÞ=ldec�

ldec

drðz; θÞ
dz

; ð3Þ

with r ¼ z= cosðθÞ being the modulus of the dis-
placement of the FIP decay position from its
production point, and ldec ¼ cτ

ffiffiffiffiffiffiffiffiffiffiffiffi
γ2 − 1

p
is the FIP

decay length in the lab frame.
(vi) ϵdecðm; θ; E; zÞ is the decay products acceptance,

i.e., among those FIPs that are within the azimuthal
acceptance, the fraction of FIPs that have at least two
decay products that point to the detector and that
may be reconstructed. Schematically,

ϵdec ¼ BrvisðmÞ · ϵðgeomÞ
dec · ϵðother cutsÞdec ð4Þ

Here, Brvis denotes the branching ratio of the FIP
decays into final states that are detectable; depending
on the presence of a calorimeter (EM and/or had-
ronic), Brvis may encompass only those states featur-
ing at least two charged particles, or it may also
include some neutral states such as photons and K0

L.

ϵðgeomÞ
dec denotes the fraction of visible decay products

that point to the end of the detector, and ϵðother cutsÞdec is
the fraction of these decay products that additionally
satisfy the remaining cuts (e.g., the energy cut, etc.).

(vii) ϵrec is the reconstruction efficiency, i.e., the fraction of
the events that pass the azimuthal and decay accep-
tances criteria that the detector can successfully
reconstruct. It results from the nonideal performance

of the detector, which introduces a finite detection
efficiency and kinematics measurement resolution.

Figure 1 illustrates the impact of the different contribu-
tions on the number of events (1). Consider a FIP decaying
at coordinates ðθ; zÞ, where θ is the polar angle relative to
the beamline, z is the longitudinal displacement from the
target, and the azimuthal angle ϕ has been omitted from
the diagram. The differential probability for a FIP with
energy E to decay there is fðθ; EÞdPdec=dz. The azimuthal
coordinate ϕ of the decaying FIP (whose trajectory is
shown by the red arrow) must be within the decay volume,
which restricts the available decay positions to the blue
dashed line. These limitations are included in the azimuthal
acceptance ϵaz. Next, at least two of the FIP decay products
(the green arrows) have to point to the detector; this is
accounted for in ϵdec. Depending on the setup and the FIP,
this requirement may significantly limit the decay volume’s
“useful” angular coverage. In particular, for 2-body decays
into stable particles, the decay products can only point to
the detector if the decayed FIP also points to the detector.
Only the narrow angular domain that the detector covers
contributes to the number of events.
Most quantities entering Eq. (1) can be accurately

estimated analytically and cross-checked separately, which
makes the approach (1) very transparent. Namely, the
azimuthal acceptance is completely determined by the
geometry of the decay volume, which is typically very
simple. Once ϵaz is computed, a simple way to cross-check
it is to verify that the integral

V ¼ 2π

Z
dθdrr2ðz; θÞ sinðθÞϵaz

¼ 2π

Z
dθdz

z2

cos3ðθÞ sinðθÞϵaz ð5Þ

matches the total volume of the decay volume.
Depending on the production channel, evaluating the

FIP distribution function fðiÞðθ; EÞ may require some
external input. For instance, for FIPs that are produced
directly in inelastic proton collisions, one needs to simulate
fðiÞðθ; EÞ using, e.g., PYTHIA 8 to account for showering
and hadronization. For FIPs that are produced in the

FIG. 1. Schematic diagram of a beam dump experiment with a
detector located downstream of the decay volume (cf. text for
details).
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interactions of secondary particles, either in their decays or
scattering with the material (see Fig. 2 for examples), the
distribution of secondaries fsecondaryðθ; EÞ is needed; never-
theless, once fsecondaryðθ; EÞ has been computed, the dis-
tribution of FIPs can then be derived analytically without
the need for external tools.
The decay acceptance ϵdec may, in principle, be esti-

mated qualitatively by comparing the opening angle Δθdec
between the decay products with the angle Δθdet covered
by the detector as seen from the production point. In the
simplest case of a two-body decay into massless particles,
the opening angle is Δθdec ≃ 2 arcsinðγ−1Þ, where γ is the
boost factor of the FIP. If the detector is too small to cover
such an angle, Δθdec ≳ Δθdet, it would have a low sensi-
tivity ϵdec ≈ 0, otherwise ϵdec ≈ 1. Because the detector
angle is smallest at the beginning of the decay volume
while the opening angle decreases as E−1

FIP, ϵdec effectively
imposes a cut from below on the FIP energy and the
displacement of its decay position from the beginning of
the decay volume. If the detector itself constitutes the decay
volume (as in the case of, e.g., neutrino detectors), then the
decay products are being tracked directly from the decay

vertex and ϵðgeomÞ
dec ≡ 1.

To estimate ϵdec more accurately, by accounting for such
factors as the experiment geometry, the presence of a dipole
magnet, different FIP decay topologies (such as multibody
decays or decays into unstable particles), and various other
selections imposed on the decay products, one can perform
a separate simulation (see details in Sec. III).
Finally, the computation of ϵrec would require running

the full simulation, including the detector response. As
such, it goes beyond the scope of the present semianalytic
approach. However, we believe that it is possible to perform

an adequate pre-selection with the help of ϵðother cutsÞdec (for
instance, by requiring the energy or pT of the final state
particles to exceed a threshold above which they are
detected with high efficiency; see, e.g., [3]), such that,
conditioned on this pre-selection, εrec ∼ 1. In addition, pre-
computed reconstruction efficiencies (for instance, the
reconstruction efficiency as the function of the track’s
energy for the given particle type) may be available.
Last but not least, this semianalytic method allows for a

simple analysis of the number of events in the limit of very

long-lived FIPs with lifetimes cτh
ffiffiffiffiffiffiffiffiffiffiffiffi
γ2 − 1

p
i ≫ lexperiment,

where lexperiment is the length scale of the experiment. In this
case, the dependence of the number of events on cτ factors
out, and the expression (1) reduces to

Nev ≈
1

cτ

X
i

NðiÞ
prod · ϵ

ðiÞ; ð6Þ

where ϵðiÞ is the total acceptance for the given production
channel:

ϵðiÞ ¼
Z

dθdEdz fðiÞ · ϵaz ·
ϵdec

cosðθÞ
ffiffiffiffiffiffiffiffiffiffiffiffi
γ2 − 1

p ; ð7Þ

and the function parameters have been omitted for brevity.
This quantity may be decomposed as

ϵ ¼ hϵFIPi · hðγ2 − 1Þ−1=2i · hϵdecayi; ð8Þ

where hϵFIPi is the mean probability for the FIP to intersect
the decay volume, hðγ2 − 1Þ−1=2i is the mean inverse
p=m among the FIPs meeting the azimuthal criterion,
and hϵdecayi is the mean decay products acceptance. This
representation is particularly useful when discussing the
impact of the geometry on the event rate and comparing the
potential of various experimental setups [21,27]. We will
return to its applications in Sec. IV.
The semianalytic approach is also well suited for

estimating the sensitivity to FIP scatterings, which is the
main signature in models of light dark matter. In this case,
the differential decay probability should be replaced with
the scattering probability

dPscatt

dθdEdz
¼ ndetector

d2σscatt
dθdE

; ð9Þ

where ndetector is the number density of target particles inside
the detector, and d2σscatt=dθdE is the differential cross-
section for the scattering of FIPs off the target particles.

B. Validation and limitations

The semianalytic approach presented above has been
used to estimate the sensitivities of various experiments
at the SPS [22], LHC [16,23], and FCC-hh [16]. The
considered experimental setups cover various options: on-
axis and off-axis placements of the detector, different decay
volume shapes, and different detector orientations relative
to the beamline. These estimates, carried out using our
semianalytical method, have been found to agree well with
the estimates available in the literature, including the
simulations-based ones. In particular, Fig. 3 shows the
comparison of the sensitivity of the SHiP experiment to
heavy neutral leptons (HNLs) and dark photons obtained
using Eq. (1) with the sensitivity obtained by the SHiP
collaboration using the FairShip simulation. In the case

(a) (b) (c)

FIG. 2. Examples of production processes for various FIPs:
(a) proton bremsstrahlung (for the dark photon V), (b) coherent
scattering off nuclei (for the ALP a coupling to photons),
(c) decays of B mesons into a FIP and another meson h (for
HNLs N).
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of dark photons, the slight differences in the sensitivity can
be explained by the different elastic proton form factors
used to describe the production probability. In the case of
HNLs, the discrepancy at the upper bound follows from the
monochromatic approximation of the HNL energy spec-
trum assumed when computing the sensitivity shown in the
SHiP paper [28].
If the assumptions are well-controlled, the semi-

analytic approach can agree very well with simulations.
Fig. 4 compares the sensitivity of SHADOWS and
MATHUSLA to dark scalars as computed via Eq. (1) and
calculated independently by SensMC, a simple weight-based

Monte-Carlo that we have implemented as described in
Appendix C (see Table I for the detailed description of the
setup and of the scalar phenomenology used to compute the
sensitivity). In these calculations,we did not impose any cuts
on the decay products apart from the geometric requirement
ϵgeomdecay; therefore, the sensitivities shown are optimistic. The
agreement between the two approaches is within 10–20%
depending on the scalar mass; the discrepancies may be
explained by numeric differences in the total number of
produced scalars, the sampling of the distribution of B
mesons (forMATHUSLA), and slightly different treatments
of the decay chain of the scalar.

FIG. 3. Comparison of the 90% C.L. sensitivity of the SHiP experiment to heavy neutral leptons (left panel) and dark photons (right
panel), obtained using Eq. (1) within the framework of SensCalc and derived using the FairShip simulations [28,29]. The old ECN4
configuration of SHiP has been considered here.

FIG. 4. Comparison of the predictions of SensCalc (the blue lines) with the SensMC Monte-Carlo code used for validation (dashed black;
described in Appendix C), for the sensitivity of the experiments located off-axis. SHADOWS (left, with the setup described in Ref. [4])
and MATHUSLA [30] (right) are considered for the comparison. The description of the experiments has been taken from the
collaboration papers. For SensCalc, we show two curves: the dashed line, for which the decays into partons are treated without the
hadronization (this curve is to be compared with SensMC), and the solid line, for which hadronization is included. SensMC does not
include the showering and hadronization of partonic decay products nor the dipole magnet’s effect on the decay products’ trajectories.
Therefore, to compare SensCalc and SensMC under consistent assumptions, for SHADOWS, the effect of the dipole magnet in SensCalc has
been turned off, and two sensitivities are shown: one where the hadronic decays are treated without hadronization (dashed line), and one
where hadronization is included (solid line). All the characteristic quantities produced by the two approaches mostly agree within 20%
(see text for detail). Discrepancies are caused mostly by different treatments of scalar decay. The solid red lines show the sensitivities
reported in the collaboration documents [4,30] (see text for discussions).
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As a further demonstration of the importance of having
open-access sensitivity calculations with clear and control-
lable assumptions and inputs, we have also included in Fig. 4
the sensitivities reported in the respective collaboration
papers: the SHADOWS LoI [4], and the MATHUSLA
EoI [30]. These sensitivities differ greatly from those we
obtained for two main reasons. First, both collaborations use
a different description of the scalar production based on the
inclusive estimate of the decay of Bmesons. Namely, such a
decay into a dark scalar is described as the decay of the B
meson’s constituent b quark. Second, the assumptions about
the experimental setups used to compute the sensitivity differ
from what the documents describe. In the case of
SHADOWS, Ref. [4] used not the setup described within
that same work (and summarized in Table I), but a more
optimistic setup located closer to the target and the beam-
line.4 In the case of MATHUSLA, the acceptance of the
decay products was assumed to be 1 in Ref. [30], which may
be too optimistic.5 These differences can significantly affect
the reported sensitivity.
Finally, the predictions of our method agree with other

publicly available packages—FORESEE and ALPINIST, as
will be discussed in more detail in Sec. III B.6

The simplicity of our semianalytic method incurs some
limitations. First, it cannot provide the full event record
associated with each FIP decay or interaction, i.e., the set of
all initial, intermediate, and final-state particles, including

their full kinematics. Instead, it averages over all events that
pass the selection. Therefore, it does not allow studying the
reconstruction of the FIP parameters, such as its mass, for
which detailed event information is essential. Second, the
approach assumes that the surrounding infrastructure does
not influence the production of the FIPs. While this is often
true in the case of FIPs produced at the collision point or close
to it, the situation is different for nonprompt production, e.g.,
the production in decays of long-lived K� or K0

L mesons,
from neutrino up-scatterings (the neutrino dipole portal
[36,37]), or the conversion of photons into axionlike particles
(ALPs) in the magnetic field at the LHC [38].

III. SensCalc

A. Description

The code SensCalc consists of a few Mathematica
notebooks that compute the number of events for various
FIPs (see Table III for the list of the currently available

TABLE I. Description of the experimental setups and of the scalar phenomenology used to obtain the sensitivity shown in Fig. 4. The
rows indicate, respectively, the closest distance from the collision point to the decay volume (the z axis being along the beamline), the
decay volume dimensions, the detector dimensions, the orientation of detector layers, the decay products acceptance criteria, the
distribution of B mesons used to calculate the flux of scalars, the scalar production branching ratios, and the description of the scalar
lifetime and decays. The description of the experiments has been taken from Refs. [4] (SHADOWS) and [30] (MATHUSLA@CMS).
For the description of the scalar production, we followed the PBC recommendations [1].

Experiment SHADOWS MATHUSLA@CMS

ðx; y; zÞmin, m (−1, 0, 14) (0, 60, 68)
Fiducial dimensions, m3 2.5 × 2.5 × 20 100 × 25 × 100
Detector dimensions, m3 2.5 × 2.5 × 12 100 × 5 × 100
Detector plane xy xz
Requirement for decay products Point to the end of detector

Oppositely charged, or neutral
No other cuts

Point to the end of detector
Oppositely charged

No other cuts
B distribution [31] [17]
Scalar production Exclusive production, [32]
Scalar decays Following [32]

FIG. 5. Sketch of the modular structure of SensCalc. The
notebook Acceptances.nb produces the list of acceptances
ϵaz and ϵdec entering Eq. (1) for the selected experiment. The
notebook FIP distribution.nb computes the distribution
of FIPs fðm; θ; EÞ at the facility housing the experiment. The
notebook FIP sensitivity.nb uses as input the outputs of
the two previous notebooks to calculate the tabulated number of
events, and then calculates the sensitivity in the mass-coupling
plane as a function of the remaining parameters such as the
minimal number of events and any additional model-specific
parameters. Finally, Plots.nb produces the sensitivity plots
from the output of the previous notebook.

4From private communications with the representatives of the
SHADOWS and MATHUSLA collaborations.

5This is due to two reasons. First, the detector covers only the
upper wall of the decay volume, which is parallel to the beamline,
and not the other walls; this restricts the angular acceptance of the
decay products. Second, FIPs decaying inside MATHUSLA have
low energies. As a result, their decay products have a large
angular spread.

6For other packages, see also [33–35].
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models). Four notebooks have to be run sequentially:
Acceptances.nb, FIP distribution.nb, FIP
sensitivity.nb, and Plots.nb, see Fig. 5.
In the first notebook Acceptances.nb, the user

specifies the experimental setup—the geometry and dimen-
sions of the decay volume and detector, as well as some
details about the detector, such as the presence of an ECAL
and dipole magnet and their parameters, see Fig. 6. The list
of the experiments currently implemented in SensCalc is
provided in Table II. The user can easily implement new
experiments or modify one of the already implemented
setups, which may be useful when optimizing an experi-
ment. Some past experiments are also included: CHARM
[39] and BEBC [40] at the SPS. In this notebook, the user
must also provide all the relevant quantities, such as the
number of protons on target (or the integrated luminosity
for LHC- and FCC-hh-based experiments), the target
material, and the production cross-sections for secondary
particles (mesons and W=Z=H-bosons). For the imple-
mented experiments, these parameters are already listed in
the notebook.
Once the setup is fixed, the notebook evaluates the

angular coverage of the experiment and ϵdec for various

FIPs. Concretely, it first defines the grid of the FIP masses
m, FIP energies E, and its decay coordinates within the
decay volume: the polar angle θ, the longitudinal displace-
ment from the target along the beam axis z, and the
azimuthal angle ϕ.
Let us describe the procedure of the grid generation in

detail. The m grid depends on the underlying FIP model. It
covers the lightest and heaviest FIP that may be produced at
the given facility. The grid is not very dense to reduce the
computation time. To improve the quality of the sampling
under these conditions, we sample in a nonuniform way:
the mass grid is distributed such that it allows recovering
abrupt changes to the kinematics when new decay channels
open. For instance, for dark scalars, where decays into
heavy fermions ff̄ start dominating already close to the
kinematic threshold, the mass grid includes the points left
and right from thresholds of main decays and several
intermediate masses to study the interplay between differ-
ent decay modes. The grid in E is logarithmic, starting from
the FIP mass and ending with the maximal energy available
at the given facility. The z and θ grids are within the
boundaries covered by the decay volume of the experiment.
To improve the accuracy of the calculations, the θ grid is

FIG. 6. Visualizations of the geometries of the SHiP (left) and MATHUSLA (right) experiments, as implemented in SensCalc (in the
notebook Acceptance.nb). The blue domain corresponds to the decay volume, while the red domain shows the detector. The
descriptions of the two geometries have been taken from the SHiP LoI [3] and Ref. [30].

TABLE II. List of the experiments whose geometry is currently implemented in SensCalc, along with, for each
experiment, a reference containing a description of the setup used.

Facility List of experiments

SPS SHiP [3,41], NA62dump [5], HIKEdump [5,41], SHADOWS [4,41]
Fermilab (dump) DUNE and DUNE-PRISM [42], DarkQuest [8]

LHC FASER/FASER2/FASERν=FASERν2 [43–45]
SND@LHC/advSND [12,45]

FACET [10], MATHUSLA [30], CODEX-b [14]
ANUBIS in the shaft and ceiling configurations [13]

LHCb

FCC-hh Analogs of the LHC-based experiments [16]
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denser in the domains where the FIP points to the end of the
detector (and which would provide the main contribution to
the decay products acceptance). For each θ, z, the notebook
randomly generates N values of the azimuthal angle
ϕ∈ ð−π; πÞ, checks if the point fθ; z;ϕg is inside the
decay volume, and calculates the azimuthal acceptance
ϵazðθ; zÞ ¼ M=N, where M ≤ N is the number of ϕ values
for which the point is inside. Then, it produces the list of ϕ
for which the FIP is inside the decay volume.
Having the grid ðm;E; fθ; z;ϕginside decay volumeÞ, the

notebook then simulates the FIP decays using the relevant
decay channels and calculates the decay acceptance
ϵdecðm; θ; E; zÞ by averaging over these decays and ϕ.
The averaging over ϕ is already possible at this stage since
the other quantities that determine the number of events (1)
do not depend on the azimuthal angle. Namely, the
differential decay probability dPdec=dz only depends on
z and θ, while the FIP distribution function is typically
isotropic in ϕ.7

The decay channels implemented for each FIP are listed
in Table IV. By default, all decay channels that have at least
two particles that may be reconstructed at the given
experiment (it depends on the presence of the calorimeters
and other limitations) are included in the computation.
However, users may select their own list of decay channels.
For 3-body decays, the distribution of the decay products is
generated by taking into account both the phase space and
the squared matrix element of the process. If the FIP decay
products are short-lived, the routine decays them until
only metastable particles are left. By default, those are
γ; e; μ; K0

L; π
�; K�. Some representative decays approxi-

mate the decays of SM particles with many modes; for
example, for τ, this is a 3-body decay into one charged
particle and two neutrinos.
The total rate of the hadronic decays of heavy FIPs

m≳ 1 GeV may be calculated using perturbative QCD as
decays into GG, uū, dd̄, cc̄, bb̄, etc. However, this
information is not enough to calculate the decay products
acceptance; this is because partons experience showering
and hadronization, resulting in final states with large
multiplicities. To estimate ϵdec, users may choose one of
two options for the phase space computation. One pos-
sibility is to consider the “spectator approach” by treating
the partons as stable particles with a mass equal to the mass
of the lightest charged hadron containing the given quark/
gluon. Another option is to perform showering and hadro-
nization of these partons to get a bunch of hadrons.
For instance, the decay FIP → GG is treated either as a
decay into two particles having the quantum numbers of
charged pions, or into a bunch of π, K, γ particles resulting
from the showering and hadronization of the gluon pair.

The corresponding phase space is precalculated for several
characteristic FIP masses using PYTHIA8, and then the
resulting ϵdec may be interpolated (see details in
Appendix B 1); this procedure is accurate enough for
our purposes. The impact of the hadronization is illus-
trated by Fig. 4, where we show the sensitivities of the
SHADOWS and MATHUSLA experiments to dark scalars
obtained using these two options.
Let us now discuss the computation of ϵdec in more detail.

The main acceptance criterion is the requirement that the
trajectories of at least two decay products with zero total
electric charge are within the acceptance of the detector until
its final plane. Decays into pure neutral final states (i.e.,
photons orK0

L) are also included if a calorimeter is present. If
the detector or decay volume includes a magnetic spectrom-
eter, the components of the charged particles’ coordinates
and momenta are shifted by a kick right after the magnet to
approximate the effect of the magnetic field. In addition to
this geometric requirement, ϵdec may include various kin-
ematic cuts on the visible final state particles resulting from
the FIP’s decays. The currently implemented cuts include
cuts on the energy, transverse momentum, transverse impact
parameter, and, for neutral particles in the calorimeter, their
spatial separation.Bycomplete analogy, theusermay impose
further kinematic cuts. Although the cuts are applied at the
Monte-Carlo truth level, i.e., they are implemented without
considering reconstruction effects such as the finite reso-
lution of 4-momentameasurements, they can already give us
some understanding of the effects of a realistic event
reconstruction on the signal yield. Such reconstruction
effects could, in principle, be approximated by, e.g., applying
some smearing to the kinematics variables of the decay
products, according to the detector resolution. Note that the
acceptance criterion includes partially reconstructible states,
i.e., the final states forwhich theFIP invariantmass cannot be
reconstructed from the detected decay products.
The output of the first notebook is a table with the

following columns:

fm; θ; E; z; ϵaz; ϵdecg ð10Þ

The second notebook FIP distribution.nb, com-
putes the angle-energy distribution of the FIPs produced
by various facilities and mechanisms. The list of imple-
mented production channels and relevant references used to
describe the production can be found in Table III. Many
production mechanisms require knowing the distributions
of the parent particles at the given facility, such as mesons,
heavy SM bosons, and photons—including those produced
in secondary interactions. We provide them as tabulated
distributions in polar angle and energy, which we generate
following the literature or just using available distribu-
tions from existing studies (see also Appendix B for a
description of how we have generated the distributions of
parent particles). Users may easily replace the included

7A possible exception is when FIPs are produced non-
promptly, i.e., in decays of long-lived particles such as charged
kaons.
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distributions with their own differential flux. With the
distribution of parent particles at hand, we then derive
the distribution of FIPs. If the FIPs are produced in decays,
we compute their phase space in the rest frame of the parent

particle and then boost it to the lab frame. In the case of
3-body decays, the phase space takes into account the
matrix element of the process. For FIPs produced via elastic
scattering, we adopt the differential cross section of the

TABLE III. FIP production channels in the various models implemented in SensCalc. The columns are the model
name (for those which are PBC benchmark models [1], we provide their identifier), the reference used to describe
the production channels and the list of the production channels implemented in SensCalc. The models are dark
photons (BC1), dark scalars with Higgs mixing (BC4) and also with the quartic coupling (BC5), heavy neutral
leptons with arbitrary mixing patterns [including the limiting cases of the single-flavor mixing with νe, νμ, or ντ
(BC6–BC8)], ALPs coupling to photons (BC9), fermions (BC10) and gluons (BC11), and anomaly-free mediators
coupled to lepton and baryon numbers: Uð1ÞB−L, Uð1ÞB−3Lμ

, Uð1ÞB−3Le−LμþLτ
, and Uð1ÞB−Le−3LμþLτ

. See also
Appendix A for a more detailed description of the models.

Model Reference Production channels

BC1 [29,46] Decays of π; η; η0, mixing with ρ0

Proton bremsstrahlung, Drell-Yan process

BC4, BC5 [32] 2-/3-body decays of B, decay h → SS
Proton bremsstrahlung

BC6–8 [47] 2-/3-body decays of B, D, W

BC9 [18,48] Coherent production: Primakov process, pZ scattering
Decays of π0; η

BC10 [49] Decays of B, mixing with π0=η=η0
Deep-inelastic production

BC11 [18,50,51] Decays of B, mixing with π0=η=η0
Deep-inelastic production

Uð1ÞB−L [46,52] Decays of π; η; η0, mixing with ω
Uð1ÞB−3Lμ

Proton bremsstrahlung
Uð1ÞB−Le−3LμþLτ

Drell-Yan process
Uð1ÞB−3Le−LμþLτ

TABLE IV. Decay channels of the FIPs implemented in SensCalc. From left to right: the model name (see the
caption of Table III), the reference used to describe the decays, and the decay channels into hadrons or a combination
of hadrons and leptons. For dark scalars, we have included in their decay width into gluons the NLO correction from
Ref. [53], which was previously missing in Ref. [32].

Model Reference Decay channels (leptonic/γ) Decay channels (hadr/semilept)

BC1 [29,46] ee; μμ; ττ ππ; 3π; 4π; KK;m ≲ 2 GeV
qq̄; m ≳ 2 GeV

BC4, BC5 [32,54] ee; μμ; ττ ππ; KK; 4π; m ≲ 2 GeV
cc̄; ss̄; bb̄; GG;m≳ 2 GeV

BC6-8 [47] 3ν; llν mesonþ l=ν; m ≲ 1 GeV
νqq̄; lqq̄0; m ≳ 1 GeV

BC9 [18] γγ

BC10 [49] ee; μμ; ττ γππ; ηππ; 3π; 4π; m < 2.3 GeV
GG;m > 2.3 GeV

BC11 [18,49,50] γγ γππ; ηππ; 3π; 4π; m < 2.3 GeV
GG;m > 2.3 GeV

Uð1ÞB−L [46,52] ee; μμ; ττ π0γ; 3π; KK;m < 1.6 GeV
Uð1ÞB−3Lμ

qq̄; m > 1.6 GeV
…
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process from existing studies and then convolve it with the
distribution of the parent particles. Should the need arise,
new production channels may be added by the user,
following the above examples.
Such a derivation of the FIP distribution is not possible,

however, in the case of FIPs that are produced inelastically in
proton-proton collisions (such as via the Drell-Yan process
for dark photons or deep-inelastic production of ALPs
through the gluon coupling), which require an external
simulation. In this case, we use MadGraph5_aMC@NLO (v3.4.2)

[55]with amodel implemented in FeynRules [56] and exported
to the UFO format [57]. To account for showering and
hadronization, the events simulated in MadGraph are further
processed by PYTHIA 8 [58]; see also Appendix B 1 for
details. The UFO files and the tabulated FIP distributions are
provided alongside SensCalc.
The output of the second notebook is a tabulated

distribution of the form

fm; θ; E; fðiÞg; ð11Þ

where the last column is the value of the FIP distribution
function for the given ðm; θ; EÞ and the production mecha-
nism i. Some examples of computed distribution functions
are shown in Fig. 7.
Let us highlight an important point. Since the FIP

distributions are determined mainly by the kinematics of
the collisions, they can be considered identical for the
different experiments housed at the same facility, assuming
that the colliding particles are the same.8 For collider
experiments, we typically deal with proton-proton colli-
sions, and this notebook only needs to be run once to obtain

the distributions. In the case of beam dump experiments,
some differences may arise due to different target/beam
dump compositions. When the FIP is produced via the
decays of secondaries, this only affects the overall scaling
of the secondaries production cross-section, which depends
on the atomic numberA∶ σprod;second ∝ A0.29 [59]. Therefore,
as in the collider case, the notebook only needs to be run
once. If, however, theFIP is produced in scattering processes,
then different targets may affect not only the normalization
but also the shape of the distribution. To take this into
account, we generate the fluxes for a few common types of
targets.
The notebooks <FIP> sensitivity.nb (with

<FIP> replaced by the actual FIP) evaluate the sensitivity
of the chosen experiment to the corresponding FIP. This is
done via computing a tabulated number of events. First,
the notebook imports the acceptance data computed by
Acceptances.nb, the distributions produced by FIP
distribution.nb, as well as the relevant quantities
defining the FIP phenomenology, such as the production
branching ratios, lifetimes, and branching ratios of the
decays into visible states at the given experiment. It then
maps them to a logarithmic scale and interpolates them to
obtain the functions entering Eq. (1).
Depending on the FIP, uncertainties in the description of

its production and decay may significantly affect the event
rate. This is the case, e.g., for dark scalars, where one may
describe their production inclusively or exclusively; and for
dark photons, for which the description of the proton
bremsstrahlung channel depends on the maximal allowed
pT and on the minimal energy allowed to be transferred to
the dark photon. The user has the freedom to tune these
parameters.
In addition, there may exist model-specific parameters

that must be selected before performing the computation.
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FIG. 7. Examples of angle-energy distributions fðiÞðθ; EÞ for ALPs coupled to photons (left) and dark scalars with a nonzero quartic
coupling (right), produced by the notebook FIP distribution.nb. The SPS facility with a molybdenum target is considered.

8This is typically not the case for the nonprompt production of
FIPs, which goes beyond the scope of the present discussion.
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For instance, in the case of HNLs, this is their nature
(Dirac or Majorana) and mixing pattern U2

e∶ U2
μ∶U2

τ .
During the computation, this notebook produces inter-

mediate results that may be useful for the sensitivity
analysis. This includes the differential number of events
with respect to θ, E, or z, as well as the number of events
as a function of the mass and coupling (see Fig. 8). Last
but not least, the notebook also outputs the overall
acceptances ϵ [cf. Eq. (7)] that may be used to quickly
estimate the lower bound of the sensitivity and under-
stand it qualitatively (see Sec. IV).
Once the tabulated number of events has been produced,

the notebook computes the sensitivities. To this end, the
user needs to select the critical number of events determin-
ing the boundary of the sensitivity domain, as well as
some model-specific parameters. For example, for dark
scalars, one needs to specify the value of the branching ratio
Brðh → SSÞ, which is non-zero in the presence of the
quartic coupling L ∝ hSS (see Appendix A for details).
Because the critical number of events can be freely
specified, the user can compute both “exclusion” sensitivity
limits—corresponding, e.g., to 2.3 expected events at
90% C.L. in the absence of background—or “discovery”
sensitivity limits by (externally) providing the critical Nev
corresponding to the desired significance level and back-
ground expectation.
Finally, the notebook Plots.nb plots the sensitivities

obtained in the previous notebook. It scans over the
available sensitivity files, imports those needed by the
user, and finally produces the figures (see e.g. Fig. 9).
The user interaction with the various notebooks, such as

choosing the experiment, selecting the cuts, and the
particular FIP model, is organized via dialog windows.
This makes running the notebooks straightforward for FIPs
and experiments that are already implemented.
To successfully run the notebooks, the user needs to

install two dependencies: FeynCalc [60], which is a

Mathematica package for the symbolic evaluation of
Feynman diagrams, and a C compiler that is recognized
by Mathematica.
The performance of the code has been tested on various

machines and operating systems. For instance, on a
Windows laptop with 16 GB of RAM, 8 CPU cores,
and Mathematica 12.1, the typical time required to com-
pute the sensitivity from scratch isOð∼1hourÞ—depending
on the FIP type and on the mass-coupling grid density. This
time is reduced if the FIP distribution has already been
pregenerated.

SensCalc still offers significant potential for further
improvement. Of particular interest would be the possi-
bility to compute the sensitivity to additional FIP models,
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FIG. 8. Examples of the output produced by the notebook FIP sensitivity.nb. Left panel: differential number of events with
respect to the FIP’s energy for various production channels. Right panel: the heatmap of the total number of events as a function of the
FIP mass and coupling. As an example, dark photons at FACET are considered. No cuts on the decay products other than the geometric
acceptance have been applied.
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FIG. 9. Example of a sensitivity plot produced by the notebook
Plots.nb, for the model of dark scalars. The sensitivities of the
SHiP, SHADOWS, and MATHUSLA experiments are reported.
As for the description of the setups of the SHiP and SHADOWS
experiments, we followed the latest document [41]. We assume
that all the experiments operate in the background-free regime
and define the sensitivity as Nevents > 2.3, corresponding to a
90% C.L. limit.
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including those for which the main signature is scatterings
with the detector material. Another well-motivated exten-
sion would be to support ALPs with an arbitrary coupling
pattern.
Finally, the implementations of the various experiments

should be updated according to their latest specifications,
which may differ from those listed in currently available
documents. This may be done by contacting the represent-
atives of the collaborations.
We are planning to add the above features in future code

updates.

B. Comparison with similar software packages

At the moment of releasing SensCalc, there are two
publicly available codes for computing the sensitivity of
lifetime-frontier experiments to decaying FIPs: FORESEE

[17] and ALPINIST [18].
FORESEE is a PYTHON-based code developed to evaluate

the sensitivities of the far-forward experiments at the LHC
and FCC-hh. The currently implemented models of FIPs
include dark scalars, dark photons, ALPs coupling to W
bosons, millicharged particles, and up-philic scalars. The
package includes the tabulated distributions of various SM
particles, including photons, mesons, and electroweak
bosons. Apart from the tabulated number of events as a
function of the FIP mass and coupling, it can additionally
produce detailed event records in the HepMC format, which
may then be passed to, e.g., a detector simulation software.
By default, FORESEE does not calculate the acceptance of
the decay products; instead, it only requires the FIP to
decay inside the decay volume, although the user may
impose various cuts. It also does not hadronize partons.

ALPINIST computes the sensitivity of extracted-beam
experiments—including those at the SPS, Fermilab, and
some past experiments—to ALPs couplings to various SM
particles. Its modules useMathematica, ROOT, and PYTHON.
The prominent feature of the code is that it can handle
generic ALPs with simultaneous couplings to W bosons,
gluons, and the UYð1Þ field. Unlike FORESEE, to obtain the
tabulated number of events, the computation also incorpo-
rates the propagation of the decay products inside the
detector, neglecting reconstruction effects such as the finite
detector resolution. As a result, the computation time is
much longer than for FORESEE. Only fully reconstructible
final states are considered. The output of ALPINIST consists
of data files with the mass-coupling dependence of the
number of events for various production and decay modes.
The predictions of SensCalc agree well with the results of

ALPINIST (see Fig. 10) and FORESEE (the comparison
between the semianalytic approach and FORESEE is dis-
cussed in Ref. [23]).
Unlike these two software packages, SensCalc is not

restricted to a particular facility. In addition, among the
implemented FIP models, it considers for the first time
HNLs with arbitrary mixing patterns. The main limitation

of SensCalc compared to FORESEE is that it cannot generate
detailed event records, while compared to ALPINIST, it is
that it does not (currently) consider generic ALPs and does
not perform a detailed event reconstruction.
In addition, there have recently been a number of works

related to the reinterpretation of experimental limits or
sensitivities to FIPs, including Refs. [61–63] and [ [64],
Sec. 4.17]. Although related, these works are largely
orthogonal (and thus complementary) to the present paper:
while their aim is to reinterpret existing limits into new
models that were not initially considered, our focus is to
consistently compute the sensitivity in the first place, for a
restricted set of benchmark models. This distinction is
especially important when discrepancies exist in the
assumptions used by different collaborations to report
their sensitivities. Indeed, if those sensitivities were to
be reinterpreted in a new model, the new limits would
automatically inherit those same assumptions, allowing the
discrepancy to propagate to the sensitivity plots of the new
model. By helping experiments report their limits under
consistent assumptions, SensCalc can thus indirectly improve
the consistency of reinterpreted limits as well.

IV. CASE STUDIES

In this section, we demonstrate how SensCalc may be used
by considering two examples: a qualitative understanding
of the sensitivity reach for two particular experiments, and
producing sensitivities for a particular FIP.

A. Comparing two experiments: a detailed example

Consider, for example, two experiments—SHiP and
ANUBIS in the shaft configuration; see Fig. 11.
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FIG. 10. Comparison of the sensitivity of SHiP to ALPs
coupling to photons as computed by SencCalc (blue line) and
ALPINIST [18] (red line). For the definition of the ALP coupling,
see Appendix A. The SHiP configuration and the number of
protons-on-target (that do not coincide with the configuration
adopted by the SHiP collaboration) have been taken from the
ALPINIST repository.
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They differ in all aspects. Namely, SHiP is to be located
at the SPS, while ANUBIS—at the LHC; it means com-
pletely different probabilities and angle-energy distribution
of various production channels of FIPs. Next, SHiP is
located on-axis, while ANUBIS-shaft is highly off-axis,
with the detector plane being parallel to the beamline. Our
goal is to understand qualitatively the impact of these
differences on the behavior of the sensitivity for these two
experiments in the regime of large lifetimes, for which the
number of events may be represented as Eq. (6). To analyze
the number of events, we may start with the setting ϵ ¼ 1

(let us call the corresponding quantity I0 ≡P
i N

ðiÞ
prod), and

then sequentially include fiðθ; EÞ · ϵaz (I1), dPdecay=dz
(I2), and ϵdec (I3) in the integrand of Eq. (7). Their physical
meaning will be the following: the total number of the FIPs
produced at the given facility; the number of FIPs intersect-
ing the decayvolume; the number of FIPs decaying inside the
decay volume; the number of FIP decays for which the decay
products passed the decay acceptance.
The comparison of the quantities I0–I3 for the model of

dark scalars with the mixing coupling is shown in Fig. 12.

There, for an apples-to-apples comparison, we assume no
selection of the decay products except for the geometric
requirement to point to the end of the detector.
The figure shows that the total number of produced FIPs

is much larger at the LHC than at SPS. This is because the
main production channel of the scalars is decays of B
mesons, whose production is more efficient for higher-
energy proton collisions. Once the geometric placement of
the decay volume and the detector are taken into account
(I1), the situation changes. Namely, only a tiny fraction of
B mesons (and hence scalars) travels to the decay volume
of ANUBIS, while for SHiP, the fraction is very significant,
which results in a larger fraction of events at SHiP. Next, if
one requires the FIP to decay (I2), the rates at SHiP and
ANUBIS become similar; this is because the energy
spectrum of the scalars at ANUBIS is much softer than
at SHiP, which results in a larger decay probability (which
scales as hp−1

S i). Finally, when adding the decay products
acceptance requirement (I3), the number of events at
ANUBIS decreases significantly compared to SHiP in
the domain of large masses, which is explained by a larger
angular spread of the decay products (making it more
difficult for them to reach the detector) and the absence of a
calorimeter at ANUBIS (so only charged decay products
can be registered).
The situation may change if further acceptance require-

ments are added (e.g., to diminish the backgrounds), such
as a minimal energy cut, to which ANUBIS-shaft is highly
sensitive. However, this question will be the subject of
another paper.

B. ALPs coupled to fermions

As another example of SensCalc application, consider the
model of axionlike particles coupled to fermions. The
widely adopted ALP phenomenology description [1] suf-
fers from many issues; those include the absence of
hadronic decays in the total decay width, which over-
estimates it by orders of magnitude for the ALPs with mass
ma ≳ 1 GeV, and the important production channels, such
as B decays into the ALP and heavy kaon resonances

FIG. 11. The first module of the ANUBIS experiment in the shaft configuration (left panel) and the SHiP experiment (right panel).
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FIG. 12. The behavior of the quantities I0−3 described in the
text for the SHiP and ANUBIS-shaft configuration (all three
modules are included). The overall normalization is arbitrary.
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K1; K�
2; K

�
0, and the mixing with light neutral mesons

π0; η; η0. The details are provided in the upcoming
paper [49].
This means that the sensitivities of all the experiments

to these ALPs have to be revised, which is a target subject of
SensCalc. In Fig. 13, we present the sensitivities of beam
dumps, LHC-based, and someFCC-hh-based experiments to
the ALPs. For the clarity of the comparison, we assume no
background, the kinematic selection of the decay products
other than the geometric requirement to pass to the end of the
detector, and calculated 90% C.L. sensitivities.

V. CONCLUSION

Feebly interacting particles (FIPs) are present in a broad
class of new-physics scenarios that attempt to resolve the
known problems of the Standard Model. Their search at
various facilities and experiments collectively forms the
lifetime frontier of particle physics. During the last decade,
many lifetime-frontier experiments have been proposed,
that differ in the housing facility, geometric location, and
detector technology. With a few exceptions, most of these
experiments are not approved yet, and their design is not
finalized. Their sensitivities to FIPs are computed by the
collaborations themselves, using internal tools which are

not publicly accessible. This makes it difficult to control the
inputs to the computations, such as the model of the
production and decay. It is therefore crucial to have a
publicly available tool for computing the sensitivity of
those experiments to various FIPs in a uniform, fast and
well-controlled way.
The present paper addresses this issue by presenting

SensCalc—a Mathematica-based code for evaluating the
sensitivity of various experiments to decaying, long-lived
FIPs, based on a semianalytic approach developed in a
number of previous studies (see Sec. II A) and cross-checked
against various state-of-the-art packages (see Sec. II B).

SensCalc already supports a broad range of models and
experiments (see Sec. III A). Models currently imple-
mented include dark photons, dark scalars, heavy neutral
leptons with various mixing patterns, axionlike particles
coupled to different SM particles, and mediators coupled to
anomaly-free combinations of the lepton and baryon
currents. Numerous experiments have been implemented,
located at any of the following facilities: the SPS, Fermilab
(dump), LHC, and FCC-hh. The code is designed to be
easily extended and could, in principle, support models of
FIPs for which the main signature is scattering, as well as
different facilities such as beam dumps with lepton beams

FIG. 13. Sensitivities of the beam dump experiments (top left panel), LHC-based experiments (top right panel), and FCC-hh-based
experiments (bottom panel) to the ALPs coupled to fermions considering the revised ALP phenomenology from [49]. For all the
experiments, we used simplified assumptions of the absence of kinematic selection of the decay products other than geometric, absence
of background, and considered 90% C.L. sensitivity, corresponding to Nevents > 2.3.
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colliding with the target. The user retains full control over
every aspect of the sensitivity calculation, from the geom-
etry of the experiment and the distribution of the FIP’s
parent particles to the branching ratios of the FIP produc-
tion/decay modes and the requirements on the decay
products. Besides contributing to the transparency and
trustworthiness of the results, this also allows users to
easily modify the underlying assumptions as needed, or to
add their own models and experiments to SensCalc.
By publicly providing a transparent, semianalytic

method to consistently compute the expected signal at
various lifetime-frontier experiments, SensCalc can help
address the discrepancies that currently exist in the liter-
ature between the descriptions of FIPs and acceptances
employed by different collaborations. This is a timely and
necessary contribution to the field of FIP searches, as many
experiments are currently undergoing active development
and optimization, while funding bodies and hosting facili-
ties must decide which projects to prioritize. SensCalc can
help with the former by providing fast (re)calculation of the
expected signal as the experiment’s design evolves, and
with the latter by ensuring a fair and consistent comparison
of the expected signals between the proposed experiments,
with well-controlled assumptions thanks to a uniform and
well-validated implementation of the official PBC bench-
marks. This could be particularly relevant in the context of
the ECN3 hall upgrade at the CERN SPS, in which a
number of experiments are currently being considered for
inclusion, namely HIKE, SHiP, and SHADOWS.
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APPENDIX A: UNCERTAINTIES
IN THE DESCRIPTION OF FIPs

1. Discrepancies in the literature

The description of the FIP production and decay, and
sometimes even the definition of the FIP couplings, may
vary among the sensitivity estimates performed by the
different collaborations. One example is the dark scalar S.
Following the PBC report [1], the SHiP collaboration uses
the exclusive description of the production of S, while other
collaborations adopt instead the inclusive description (see
the discussion in Ref. [66]). In the domain mS ≳ 2–3 GeV,
where the inclusive approach breaks down, the difference in
the number of produced scalars between these two descrip-
tions may be a factor of 20 or more. Another problem arises
from the theoretical uncertainty on the hadronic decaywidth,
which may be as large as a factor of 100 [54,67] (see also a
recent discussion in Ref. [68]). While SHiP and SHADOWS
assume the decay width computed in Ref. [54], the FASER
collaboration [69] uses the decay width from Ref. [70].
Depending on the calculation used, the sensitivity may
therefore differ significantly.
Another example is with ALPs a coupling to gluons.

The PBC report defines an interaction of the form L ∝
agaGμν;aG̃a

μν, whereGμν is the gluon field strength and ga is
a fixed dimensionful coupling. Theoretical works often
[50,51] adopt a different definition, L ∝ ag2sgaGμν;aG̃a

μν,
where gs ¼ gsðmaÞ is the QCD coupling. The latter
definition is used by ALPINIST [18] for computing the
sensitivity of beam dump experiments to ALPs (and their
results are used by the SHiP, HIKE, and SHADOWS
collaborations in Ref. [64]). Furthermore, while some
collaborations [14] include the production of ALPs through
gluon fusion, others do not (this is the case in particular of
ALPINIST [18]).
Another problem arises with ALPs that couple to

fermions. The PBC [1] recommends including only the
decays into leptons in the total width—even though it may
be dominated by hadronic decays in the mass range
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ma ≳ 2mπ—while some collaborations also include had-
ronic channels [14].
Such mismatches between the assumptions used to

compute different sensitivities are particularly problematic
when said sensitivities are shown in the same plot—such
as, e.g., in the FIPs 2022 proceedings [64]—without
emphasizing that the underlying assumptions differ.

2. Definition of the FIP couplings used in SensCalc

The effective Lagrangians of the models implemented in
SensCalc are

(i) BC1 (dark photons):

Lint ¼ −ϵeVμJ
μ
EM ðA1Þ

where Vμ is the dark photon field, JμEM is the EM
current, and e ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

4παEM
p

is the EM coupling.
(ii) BC4 and BC5 (dark scalars):

Leff ⊃ m2
hθhSþ α

2
hS2; ðA2Þ

where θ is the mixing angle and α is the
quartic coupling. By default, the sensitivity is
evaluated assuming a constant branching ratio
Brðh → SSÞ ∝ α2.

(iii) BC6, BC7, BC8 (HNLs):

Lint ¼
X

α¼e;μ;τ

UαN̄
�

gffiffiffi
2

p γμPLlαWμ

þ g
2 cosðθWÞ

γμPLναZμ

�
þ H:c:; ðA3Þ

where N is the HNL, Uα the mixing angle, g the
weak coupling, and lα; να;W; Z the SM fields. The
HNL may be either a Dirac or a Majorana particle.

(iv) BC9 (ALPs coupling to photons):

Lint ¼
ga
4
aFμνF̃μν; ðA4Þ

where a is the ALP field, ga is a dimensionful
coupling, and Fμν; F̃μν ¼ 1

2
ϵμναβFαβ are the EM field

strength and its dual.
(v) BC10 (ALPs coupling to fermions):

Lint ¼
gY
2vH

ð∂μaÞ
X
α

f̄ γμγ5f; ðA5Þ

where gY is a dimensionless coupling, vH ≈
246 GeV is the Higgs VEV, and f are SM fermions.

(vi) BC11 (ALPs coupling to gluons):

Lint ¼ ga
αs
4π

aGa
μνG̃

μν;a; ðA6Þ

where gs is the strong coupling constant, a is the
ALP field, ga is a dimensionful constant, Ga

μν is the
gluon field strength, and G̃a

μν ¼ 1
2
ϵμναβGαβ;a is its

dual field strength. Everywhere except for the
production of ALPs from DIS, we follow the
definition of gs from Ref. [18]. In the DIS case,
we employ the running of gs associated with the
default PDF set in MadGraph.

(vii) Mediators coupled to the anomaly-free combina-
tions of the baryon and lepton numbers:

Lint ¼
ffiffiffiffiffiffiffiffiffiffiffi
4παB

p X
f

VμQff̄γμðcf − afγ5Þf; ðA7Þ

where Vμ is the mediator, αB is the coupling
constant, and Qf are charges corresponding to the
given group. For instance, for B − L group, they
are Qe;μ;τ;ν ¼ −1 for leptons and Qu;c;t;d;s;b ¼ 1=3
for quarks. For B − 3Lμ, the lepton charges are
Qμ ¼ Qνμ ¼ 3, and Qe;τ;νe;ντ ¼ 0. The coefficients
are cf ¼ 1, af ¼ 0 for all fermions except for
neutrinos. For the latter, cf ¼ af ¼ 1=2. The
implemented models are B−L, B− 3Lμ,
B− 3Le −Lμ þLτ, and B − Le − 3Lμ þ Lτ.

APPENDIX B: INPUTS USED FOR GENERATING
THE SIGNAL YIELD

1. Deep-inelastic scattering production
and decays into light partons

There are two types of processes with FIPs for which it is
not possible to properly calculate the phase space in
mathematica: deep inelastic scattering (DIS) production
(such as gluon fusion) and hadronic decays at scales
mFIP ≫ ΛQCD. At the hard level, these processes are just
parton fusion into FIPs and decays into light partons. The
resulting kinematics and final state multiplicity depend
strongly on the subsequent showering and hadronization.
To calculate the cross sections and the FIP/decay products

distributions for these processes properly, we implement the
relevant interactions of the FIPs with quarks and gluons in
MadGraph5_aMC@NLO using FeynRules. Then, we simulate the
production and decay processes in MadGraph, interfaced with
PYTHIA 8 for showering and hadronization.
The hard processes that we simulate are the leading-

order and next-to-leading-order processes for quark and
gluon fusion:

qþ q̄ → V; qþ q̄ → V þ j;

Gþ G → a; Gþ G → aþ j; ðB1Þ
where V is a UXð1Þ mediator (dark photons, B − L, …),
and j is parton.
For the DIS production processes, we choose the invariant

mass of the quark-antiquark pair as the scale of the
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process (dynamical_scale_choice = 4). Although
SensCalc already includes the tabulated angle-energy distri-
butions of the FIPs produced by DIS, it also includes the
UFO files, allowing the user to regenerate these distributions
under different assumptions if needed.
For the FIP decay processes, we extract the phase space of

the metastable decay products for several FIP masses, select
the sets of decay products that occur most frequently for the
given decay, and export them in a format suitable for
mathematica. Interpolating the resulting phase space as a
function of the FIP mass, we may then use it to compute the
decay products acceptance, similarly to ordinary FIP decays
for which it is possible to write analytical matrix elements.
The DIS production suffers from significant theoretical

uncertainties. First, the choice of scale becomes important
for light FIPs with masses mFIP ≃ 1–2 GeV, where the
uncertainties in the production cross section may become
Oð1Þ. Second, the minimal parton energy fraction required
to produce a FIP is xmin ¼ m2

FIP=spp. For experiments like
the LHC/FCC-hh and GeV-scale FIPs, xmin can be as tiny as
10−8; this domain is only explored experimentally and is
therefore subject to theoretical uncertainties (see Ref. [71]).
This becomes especially problematic in the case of the
FCC-hh. Because of this, we do not consider the DIS
production channel for the FCC-hh-based experiments.

2. Production by secondary particles

Another important FIP production mechanism is through
secondary particles—either in their decays or scatterings.
We handle this case by either generating the distributions of
secondary particles using existing approaches from the
literature, or directly using pre-calculated distributions. The
list of references is provided in Table V.
Typically, the production probability of the FIP from a

parent particle X is the same as from the antiparticle X̄. For
example, the probability of producing an HNL in decays of
Ds meson is the same as in decays of D̄s. Therefore, the
total flux of FIPs from X; X̄ is proportional to the sum of
the fluxes of these particles, ðNXfX þ NX̄fX̄Þ, where NX is
the total number of produced X, and fX is the normalized
distribution. Instead of providing separate distributions
fX; fX̄, we compute the weighted sum

fX;X̄ ¼ NXfX þ NX̄fX̄
NX þ NX̄

ðB2Þ

For particles such as B and D mesons, NX ¼ NX̄ since the
parent quarks c, b are always produced together with their
corresponding antiquarks. However, the shape of their
distributions may be different. For particles such as W
bosons, not only the shape but also the numbers N are
different, since the production processes of W� differ.

APPENDIX C: SensMC: A SIMPLIFIED
MONTE CARLO USED FOR VALIDATION

As an additional cross-check of SensCalc, we have
implemented SensMC [26], a small, customizable weight-
based Monte-Carlo simulation, as an alternative way of
numerically integrating Eq. (1) for FIPs produced in meson
decays. It makes extensive use of importance sampling in
order to handle the (typically tiny) branching ratios of
mesons to FIPs and the (possibly very displaced) decay
vertex of the FIP. SensMC is written in the JULIA program-
ming language [73] in order to combine performance and
readability, and it is released alongside SensCalc in the same
repository [20], as well as on GitHub.9

SensMC numerically estimates Eq. (1) using Monte-Carlo
integration with importance sampling, by randomly gen-
erating a large number of weighted samples whose expect-
ation values are Nev, and finally averaging them. The value
of each random sample is computed as follows:

(i) A meson species is randomly sampled based on the
proportion of produced mesons of this species, with
the event weight initially set to the total number of
mesons produced across all species. The meson
momentum is then randomly sampled from a pre-
computed spectrum (either a list for the spectrums
from FairShip [28] or a grid for those from
FORESEE [17]). To account for potential variations in
the atomic weight of the target, that would affect the
overall normalization of the spectrums, the event is
optionally reweighted using the formula wA ¼
wMoðA=96Þ0.29 [59], with A denoting the atomic
weight of the target and assuming that the spectrums
were initially computed for a molybdenum target (as
is the case for the FairShip spectrums).

(ii) The FIP production channel is randomly selected
from the decays of the parent meson, with a
probability proportional to its branching ratio, and
the event is reweighted by the total branching ratio to
FIPs of the parent meson. Upon the meson decay, the
momenta of its decay products, including the FIP,
are uniformly sampled in phase space. The present
simulation currently does not take into account the
matrix elements because it cannot compute them all,
however the logic needed to handle them is already

TABLE V. List of the references used to generate, or directly
take, the distributions of secondary particles thatmayproduce FIPs.

Particle Fermilab (dump) SPS LHC FCC-hh

π0=η=η0=ρ0=ω=γ [48] [48] [72] [72]
B, D [18] [31] [17] [17]
W, h, Z [17] [17]

9The GitHub repository can be found at https://github.com/
JLTastet/SensMC.
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present, allowing the user to implement their own
matrix elements if needed.

(iii) The FIP’s decay vertex is then selected randomly
along its trajectory by either (a) sampling the proper
lifetime from an exponential distribution and calcu-
lating the corresponding distance in the lab frame or
(b) employing importance sampling, which restricts
the position of the decay vertex to a shell covering
the full decay volume, and then reweights the event
by the ratio of the true decay distribution to the
importance distribution. The FIP decay mode is
selected similarly to its production mode, with a
sampling probability proportional (and in most
cases equal) to its branching ratio; and the event
is reweighted by the total branching ratio of the
implemented channels. The momenta of the FIP
decay products are uniformly sampled in phase
space in the current version (but matrix elements
could in principle be taken into account, just like for
the FIP production).

(iv) Following a similar procedure, any unstable Stan-
dard Model particles are recursively decayed until
only metastable particles (that live long enough to be
detected) remain, assuming the branching ratios
listed in the PARTICLETOOLS PYTHON package.
The acceptance condition is then evaluated on the

set of final metastable particles produced in the FIP
decay. The event weight is recorded, along with
whether the event is accepted or not.

Because each event is initially weighted by the total
number of mesons, all event weights must finally be
divided by the number of generated events. The sum of
all weights then provides a numerical estimate of the total
number of physical events (with the FIP decay vertex
within the “shell” in case importance sampling is used),
while the sum of event weights multiplied by their
corresponding (binary) acceptances gives the total number
of accepted events; the latter is independent of the specific
importance distribution, as long as it fully covers the decay
volume.
The sensitivity curve is computed iteratively, starting

from a coarse grid in ðlogðmÞ; logðθÞÞ that covers the
region where the experiment is susceptible to be sensitive.
The expected number of accepted events is computed at
each grid point. The multidimensional bisection method
(MDBM) [74] is then used to iteratively refine the grid in
the vicinity of the isocontour corresponding to (for exam-
ple) 2.3 accepted events (for an exclusion sensitivity at the
90% confidence level), effectively bisecting it without the
need to evaluate a dense grid, which would be computa-
tionally costly. The final curve is then obtained from
bilinear interpolation of the sparse grid values.
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