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#### Abstract

We analyze the amplitudes of one highly excited string (HES) state with two or three tachyons in open bosonic string theory. We argue that these processes are chaotic by showing that the spacing ratios of successive peaks in the angular dependence of the amplitudes are distributed as predicted by the $\beta$-ensemble of random matrix theory (RMT). We show how the continuous parameter $\beta$ depends on the level and helicity of the scattered HES state. We derive the scattering amplitude of an HES and three tachyons and show that it takes the form of the Veneziano amplitude times a dressing factor, and that the dressing is chaotic as a function of the scattering angle, in the sense that its spacing ratios match with RMT predictions.
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## I. INTRODUCTION

Chaotic processes are common in a wide range of domains from physics, chemistry, and biology, to sociology and more. In physics they appear both in classical and in quantum phenomena, both for single-body and for manybody systems.

Several definitions and measures have been proposed in the analysis of chaos. In the context of quantum Hamiltonian systems one time-tested method is to compare the statistics of the energy spectrum to the predictions of random matrix theory (RMT), namely, to matrices whose elements are randomly chosen from a (usually Gaussian) random distribution (see [1,2] and many references therein). This correspondence was verified for singleparticle systems as well as for many-body systems. Most of the latter models were discrete ones and only recently studies of continuous systems, and in particular quantum field theory (QFT), have been performed [3]. The toolkit for analyzing QFT models is not yet complete and
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devising new and efficient measures is an important task in the field.

Recently in [4], motivated by [5], we proposed a novel measure for quantum scattering processes. The crucial idea was to relate the angular distribution of scattering amplitudes to the spectral statistics of quantum systems governed by RMT. We believe that this measure could be applied on any quantum amplitude given by an $S$-matrix.

In [4] we applied it in particular to scattering on a leaky torus [6] and to the decay of highly excited string (HES) states into two tachyons. A comparison was made against the "prototype" of quantum chaos that is the distribution of nontrivial zeros of the Riemann zeta function [7,8].

It is very natural to suspect that not only the decays of HES states, but the scattering processes of such states admit chaotic behavior as well. This study was initiated in [5,9,10], where scattering amplitudes involving three or four external legs were analyzed and were shown to display erratic behavior. In particular a drastic difference was observed in the scattering amplitudes where the scattered HES state is changed in a minor way in its structure. However, the authors of $[5,9,10$ ] did not directly quantify these type of differences. The measure that we proposed in [4] was introduced to fulfill this purpose. Indeed it allowed us to demonstrate that decays of HES states into two tachyons did admit a chaotic behavior.

The goal of this paper is to expand on the results of [4] and to apply the method also to four-point scattering amplitudes involving an HES state. Chaotic scattering of HES states is especially interesting because of the proposed
correspondence with black holes [11,12]. Determining chaotic patterns of string scattering together with the knowledge about the chaotic nature of black holes, may shed new light on the string/black hole correspondence.

Let us briefly review the relation of the spectral structure of a Hamiltonian system with eigenvalues $E_{n}$ and RMT. Consider the spacings between eigenvalues [13],

$$
\begin{equation*}
\delta_{n}=E_{n+1}-E_{n} \tag{1.1}
\end{equation*}
$$

and define the ratios of successive spacings

$$
\begin{equation*}
r_{n} \equiv \frac{E_{n+1}-E_{n}}{E_{n}-E_{n-1}}=\frac{\delta_{n+1}}{\delta_{n}} \tag{1.2}
\end{equation*}
$$

In chaotic systems the level spacings are distributed as the spacings of eigenvalues of random matrices. In order to see this one must first "unfold" the spectrum [14], to account for the average density of states and expose the erratic fluctuations. The related distribution function for $r_{n}$, as a ratio of nearby spacings is not very sensitive to the unfolding procedure and as such can be used directly on the spectrum. Distributions of these spacing ratios has been successfully used as a measure of chaos in works such as [3,15]. In some cases the normalized ratios $\tilde{r}_{n} \equiv \min \left\{r_{n}, \frac{1}{r_{n}}\right\}$, defined to be between 0 and 1 , are used.

In analogy to the energy spacings, we proposed in [4] to analyze the spacings between successive peaks of a scattering amplitude $\mathcal{A}(\alpha)$ as a function of a continuous kinematical variable $\alpha$, relevant to the scattering process under scrutiny. As for the energy spacings, we define the spacings $\delta_{n}$ between successive peaks and their ratios $r_{n}$, and compare the resulting distribution to RMT predictions.

Our analysis of the chaotic behavior of decays and scattering processes involving HES states can be divided in three steps. First, we construct the HES state in the DDF approach (after Del Giudice, Di Vecchia, and Fubini) [16]. ${ }^{1}$ In the second step we compute the relevant decay and scattering amplitudes as a function of the available kinematical variables. In this paper, this is done for a decay of an HES state into two tachyons and for the four point amplitude of an HES state and three tachyons. In both cases the amplitude is analyzed as a function of an angle. In the former case the angle is the difference between the emission angle of the outgoing tachyons and the momentum of the photons used to create the DDF state. In the latter it is the usual scattering angle in the $2 \rightarrow 2$ process. The third step is to determine the locations of the maxima of the amplitudes, then compute the adjacent spacings and their ratios. We then perform a statistical analysis of the probability distribution function of the ratios for various levels $N$ and spin/helicity $J$ of the HES state. This is fitted to the predicted distribution of

[^1]$r_{n}$ from the Gaussian $\beta$-ensemble [25], in which $\beta$ is a continuous variable interpolating between the classical Gaussian ensembles-orthogonal (GOE), unitary (GUE) and symplectic (GSE)-of RMT.

The results of our analysis are the following:
(i) For the decay processes we find that the distribution of spacings of peaks of the amplitude is well modeled by the RMT formula of the $\beta$-ensemble, with the parameter $\beta$ depending on the level $N$ and the helicity $J$ of the HES state. In the range of $N=50-1600$, we find that $\beta$ is decreasing from 3.4 to around 1.7. This is also observed as a slow monotonous increase of the measured average $\left\langle r_{n}\right\rangle$ as a function of $N$.
(ii) For the four-point scattering amplitude, we show that the amplitude is given by the Veneziano amplitude times a chaotic dressing factor which depends on the HES state. We analyze these dressing factors in the high-energy fixed-angle limit and the Regge limit, for HES states with $N=100$ and find similar distributions for their $r_{n}$ with values of $\beta$ around 2 (the GUE value).
(iii) In some cases, one can see clearly a transition from chaotic to regular spacings as one moves from small to large scattering angles.
(iv) The chaotic behavior is observed for generic HES states, but it completely disappears for for states in the leading Regge trajectory or nearby states, i.e., for states with $N \approx J$.
The paper is organized as follows. After this introduction, in Sec. II we present and discuss measures of chaos in quantum scattering amplitudes. In particular we describe the novel measure that we have proposed in [4] and mention certain generalizations. In Sec. III we briefly review the $\beta$-ensemble of random matrices, including its Coulomb gas description. Section IV is devoted to a review of highly excited string states. We describe the construction of HES states using DDF operators and discuss integer partitions and the role of the helicity $J$. We then study the chaotic behavior of the decay of these highly excited states in Sec. V. We write down the decay amplitude of an HES to two tachyons and perform a statistical analysis of the relevant spacing ratios. This includes specifying a prescription of selection of the states and the fitting model. We then present the result of this analysis. Section VI is devoted to chaotic four-point scattering process involving one HES and three tachyons. The scattering amplitude of these processes is derived and written down. The amplitude is then analyzed in the high-energy fixed-angle regime and the Regge limit. We determine the spacing ratios for the four-point scattering amplitude, and describe the chaotic behavior in the two high-energy limits. We summarize the paper and mention several open questions in Sec. VII.

For the benefit of the reader we add four appendixes. In Appendix A we describe the kinematics of the four-point
amplitude at hand. We then present a derivation of the HESthree tachyon amplitude in Appendix B. In Appendix C we make an explicit comparison of the beta-ensemble with the log-normal distribution of $r_{n}$ which we utilized as our main fitting model in our previous work [4]. Random partitions of a large-integer $N$ are discussed in Appendix D.

## II. MEASURE OF CHAOS FOR QUANTUM SCATTTERING AMPLITUDES

Quantum scattering processes are characterized by a scattering amplitude. Suppose first that the scattering amplitude is a function of a scattering angle $\alpha$, i.e., of a single continuous real parameter.

In analogy to energy-level spacings and their ratios, we propose to analyze a scattering amplitude $\mathcal{A}(\alpha)$ as a function of a scattering angle $\alpha$ as follows. In our case the "eigenvalues" would be the positions of local maxima and/or minima of the amplitude. We usually utilize the logarithmic derivative

$$
\begin{equation*}
F(\alpha) \equiv \frac{d}{d \alpha} \log \mathcal{A} \tag{2.1}
\end{equation*}
$$

to find them. Then, our discrete levels are given by the set of zeros of $F(\alpha)$ in the range $(0,2 \pi),{ }^{2}$

$$
\begin{equation*}
F\left(z_{n}\right)=0 \tag{2.2}
\end{equation*}
$$

Then we define, as for the energy levels, the spacings $\delta_{n}$ and the ratios of consecutive spacings, $r_{n}$ and $\tilde{r}_{n}$,

$$
\begin{equation*}
\delta_{n}=z_{n}-z_{n+1} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{n} \equiv \frac{z_{n+1}-z_{n}}{z_{n}-z_{n-1}}=\frac{\delta_{n+1}}{\delta_{n}}, \quad \tilde{r}_{n}=\min \left\{r_{n}, \frac{1}{r_{n}}\right\} . \tag{2.4}
\end{equation*}
$$

As mentioned in the introduction, when comparing level spacings to the predictions of random matrix theory, one typically has to perform an unfolding of the spectrum. A prototypical and useful example which we discussed in some detail in [4] is the distribution of spacings of nontrivial zeros of the Riemann zeta function. In that case, the $z_{n}$ are the solutions of $F\left(z_{n}\right)=\zeta\left(\frac{1}{2}+i z_{n}\right)=0$. There are infinitely many solutions, but one can consider finite subsets of them by limiting the range of $z_{n}$. Then, the normalized spacings $\bar{\delta}_{n}=\left(z_{n}-z_{n-1}\right) \frac{\log \left(z_{n} / 2 \pi\right)}{2 \pi}$ are known to match almost exactly with the distribution of spacings in the Gaussian unitary ensemble. In this case the formula for unfolding is known explicitly, but one could start with $r_{n}$ as

[^2]defined above to see the agreement with the GUE without normalizing the spacings, since the logarithmic dependence in $\bar{\delta}_{n}$ is slow enough such that $r_{n} \approx \bar{\delta}_{n+1} / \bar{\delta}_{n}$. In many practical applications, unfolding is done by fitting the average density to a polynomial rather than a logarithm. Still, as long as this function is slowly varying at the scale of the spacings, the distribution of $r_{n}$ is only weakly affected by the unfolding procedure.

A generic scattering amplitude would depend on several kinematic variables like the incoming scattering angle, impact parameters, momenta, etc. In particular, a $2 \rightarrow 2$ scattering amplitude can be written as a function of two independent Mandesltam variables $s$ and $t$, or alternatively as a function of $s$ and one scattering angle, which is a simple function of the ratio $t / s$. Regardless of the parametrization, if we find an appropriate continuous variable $\alpha$ and function $F(\alpha)$ which appears erratic, we can analyze the spacings between zeros of $F(\alpha)$. If we can unfold the resulting "spectrum", or simply use the ratios $r_{n}$, then we should not be too sensitive to the choice of variable and be able to compare with the predictions of RMT.

We can also generalize to a higher-dimensional version where the scattering depends on several continuous variables, which we can denote generically as $\alpha^{(i)}$. In a similar way, one can define $F\left(z_{n}^{(i)}\right)=0$ and analyze the spacing vectors $\delta_{n}^{i}=z_{n}^{i}-z_{n+1}^{i}$. In the following, we will focus only on the dependence on a single kinematical variable. For the four-point scattering amplitude, as we will see, we will compute only chaotic behavior in the scattering angle $\theta$ when $s$ is large and fixed.

We now review the statistical distributions for the spacings and their ratios associated to random matrices.

## III. THE $\beta$-ENSEMBLE OF RANDOM MATRICES

## A. Distributions of eigenvalue spacings and their ratios

The three classical Gaussian ensembles of random matrix theory [1,2] are the Gaussian orthogonal ensemble, the Gaussian unitary ensemble, and the Gaussian symplectic ensemble. The eigenvalues of $N \times N$ matrices in these ensembles have the joint probability density function (PDF) which is

$$
\begin{align*}
& P_{N}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right) \\
& \quad=\mathcal{C}(\beta) \times \exp \left(-\frac{\beta}{2} \sum_{i=1}^{N} \lambda_{i}^{2}\right) \prod_{1 \leq i<j \leq N}\left|\lambda_{i}-\lambda_{j}\right|^{\beta}, \tag{3.1}
\end{align*}
$$

where $\beta=1,2$, or 4 for the GOE, GUE, and GSE, respectively, and $\mathcal{C}(\beta)$ is a normalization constant. One can generalize from these three special cases by taking $\beta$ to be a continuous parameter, and defining in this way the $\beta$-ensemble for any $\beta>0$ starting from the above distribution.

One of the main objects of study in a given system are its level spacings. The distributions for the difference of eigenvalues $\delta=\lambda_{2}-\lambda_{1}$ of a $2 \times 2$ matrix of the ensemble, properly normalized such that $\langle\delta\rangle=1$, are given by the well-known Wigner surmises,

$$
\begin{equation*}
p_{\beta}(\delta)=\mathcal{N}_{\beta} \delta^{\beta} \exp \left(-c_{\beta} \delta^{2}\right) \tag{3.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{N}_{\beta}=2 \frac{\left[\Gamma\left(\frac{\beta+2}{2}\right)\right]^{\beta+1}}{\left[\Gamma\left(\frac{\beta+1}{2}\right)\right]^{\beta+2}}, \quad c_{\beta}=\left(\frac{\Gamma\left(\frac{\beta+2}{2}\right)}{\Gamma\left(\frac{\beta+1}{2}\right)}\right)^{2} . \tag{3.3}
\end{equation*}
$$

Rather than the spacings themselves, we will focus on the ratios of consecutive spacings. In the minimal case of a $3 \times 3$ matrix with eigenvalues $\lambda_{1}<\lambda_{2}<\lambda_{3}$, the PDF of the ratio $r=\left(\lambda_{3}-\lambda_{2}\right) /\left(\lambda_{2}-\lambda_{1}\right)$ in the $\beta$-ensemble is [25]

$$
\begin{equation*}
f_{\beta}(r)=\frac{3^{\frac{3+3 \beta}{2}} \Gamma\left(1+\frac{\beta}{2}\right)^{2}}{2 \pi \Gamma(1+\beta)} \frac{\left(r+r^{2}\right)^{\beta}}{\left(1+r+r^{2}\right)^{1+\frac{3}{2} \beta}} \tag{3.4}
\end{equation*}
$$

The distribution is symmetric under $r \rightarrow \frac{1}{r}$ since

$$
\begin{equation*}
f_{\beta}(r)=\frac{1}{r^{2}} f_{\beta}\left(\frac{1}{r}\right) \tag{3.5}
\end{equation*}
$$

For larger $N \times N$ matrices it is shown numerically that the deviations from the distributions (3.2) and (3.4) are small. An explicit comparison can be found in [25] where finite size random matrices and exact results for large $N$ size are shown to agree up to negligible corrections.

Equation (3.4) will be our main fitting model for the distribution of spacing ratios in string scattering amplitudes. We will also consider the variable $\tilde{r} \equiv \min \left(r, \frac{1}{r}\right)$. Thanks to the symmetry property of $r \rightarrow 1 / r$, the PDF of $\tilde{r}$ is simplify $2 f_{\beta}(\tilde{r})$ restricted to the range $\tilde{r} \in[0,1]$.

For large matrix sizes, the formulas for level spacings and spacing ratios are also applicable to the spacings of the phases of eigenvalues of the circular ensembles of random unitary matrices, being the circular orthogonal (COE), unitary (CUE), and symplectic (CSE) ensembles [1].

## B. Log-gases and the $\boldsymbol{\beta}$-ensemble

A physical system described by the $\beta$-ensemble is the log-gas [26,27], a Coulomb gas of $N$ charged particles interacting through a logarithmic potential between each pair,

$$
\begin{equation*}
V_{i j}\left(x_{i}, x_{j}\right)=\log \left|x_{i}-x_{j}\right| \tag{3.6}
\end{equation*}
$$

For our purposes, the system is taken to be one dimensional.

In addition to the pairwise interaction one should introduce a background charge density $\rho_{0}(x)$ such that
the total charge is zero. The neutrality condition is that $\int d x \rho_{0}(x)=-N$, since each particle is taken to have unit charge. The interaction of the background charge density with the $i$ th charge contributes a term

$$
\begin{equation*}
V_{i}\left(x_{i}\right)=\int d x^{\prime} \log \left|x-x^{\prime}\right| \rho_{0}\left(x^{\prime}\right) \tag{3.7}
\end{equation*}
$$

to the total potential.
Now, taking a charge density confined to the interval $(-\sqrt{2 N}, \sqrt{2 N})$ and of the form

$$
\begin{equation*}
\rho_{0}(x)=-\frac{\sqrt{2 N}}{\pi} \sqrt{1-\frac{x^{2}}{2 N}} \tag{3.8}
\end{equation*}
$$

one finds that, up to a constant, $V_{i}(x)=-\frac{x^{2}}{2}$. The full potential is
$V\left(x_{1}, \ldots, x_{N}\right)=$ Const $-\sum_{i=1}^{N} \frac{x_{i}^{2}}{2}+\sum_{1 \leq i<j \leq N} \log \left|x_{i}-x_{j}\right|$.
Then, one can see that, for a given "microstate" corresponding to a choice of $\left(x_{1}, x_{2}, \ldots, x_{N}\right)$, the Boltzmann factor $e^{-\beta V\left(x_{1}, \ldots, x_{N}\right)}$ takes exactly the form of Eq. (3.1), with $\beta$ precisely identified with the inverse temperature of the gas. ${ }^{3}$

## IV. HIGHLY EXCITED STRING STATES

## A. Regge resonances and DDF operators

The string spectrum contains an infinite number of massive higher-spin excitations often called Regge resonances. They lie on linear Regge trajectories in the plane $\left(J, M^{2}\right)$ with Regge slope $\alpha^{\prime}$ and an intercept that depends on the model. For the open bosonic strings that we focus on the spectrum is given by

$$
\begin{equation*}
\alpha^{\prime} M^{2}=N-1, \tag{4.1}
\end{equation*}
$$

where $N=\sum_{n} n g_{n}$ is the "level" and $J=\sum_{n=1} g_{n} \leq N$ is the helicity of the string state, assuming only transverse oscillators are taken into account.

The lowest-lying states are easy to characterize. The ground state $N=0$ is a scalar tachyon with $J=0$ and $\alpha^{\prime} M^{2}=-1$. The first excited state $N=1$ is a massless vector boson $\left(J=1, \alpha^{\prime} M^{2}=0\right)$. The first massive (second excited) level $N=2$ is a massive tensor boson made up of two terms, $J=2=g_{1}$ and $J=1=g_{2}$, such that $\alpha^{\prime} M^{2}=1=(1+1)-1=2-1$. Note that the $J=1$ transverse "vector" polarizations are those needed to make

[^3]the helicity $J=2$ states massive (the latter comprise a $J=0$ state related to the "trace" over the transverse indices, i.e., their contractions).

The situation soon becomes very messy since the degeneracy of the states with the level grows (for large $N$ and up to a constant) as

$$
\begin{align*}
d_{N} & \simeq N^{-\frac{c+3}{4}} \exp \left(2 \pi \sqrt{\frac{c}{6} N}\right) \\
& =N^{-\frac{27}{4}} \exp (4 \pi \sqrt{N}) \text { for } c=c_{t}=24=26-2 \tag{4.2}
\end{align*}
$$

which counts the partitions of the integer $N$, encoded in Dedekind $\eta$ function

$$
\begin{align*}
\mathcal{Z}_{B}(q) & =\frac{1}{\eta(q)^{24}}=\frac{1}{q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{24}} \\
& =\frac{1}{q}\left(\sum_{k} d_{k} q^{k}\right)^{24} . \tag{4.3}
\end{align*}
$$

The situation drastically simplifies for the first Regge trajectory with $J=N$, i.e., for the states with maximal spin at a given level. These correspond to $g_{1}=N$ and all the other $g_{k}=0$ for $k>1$.

Counting states with a given spin $S$ at level $N$ is quite involved. One starts with the multihelicity (super)trace

$$
\begin{equation*}
\mathcal{B}\left(q, \alpha_{I}\right)=\frac{1}{q \prod_{I=1}^{12} \prod_{n=1}^{\infty}\left(1-e^{i \alpha_{I}} q^{n}\right)\left(1-e^{-i \alpha_{I}} q^{n}\right)} \tag{4.4}
\end{equation*}
$$

and then expands in characters of $S O(24)$. Setting $\alpha_{I}=\alpha$ for all $I=1, \ldots 12$ counts the total "helicity" $J$, which is less than the full actual "spin", $J \leq S \leq S_{\text {Max }}=N$, where $S$ is what classifies the representations of $S O(25)$. In fact tensors with mixed symmetry can appear for which the notion of spin is not even well-defined.

If one focuses on three spatial directions the situation improves since one can put $\alpha_{1}=\alpha$ and all the rest to zero, $\alpha_{I}=0$ for $I=2, \ldots 12$. The relevant characters of $S U(2) \sim$ $S O(3) \supset S O(2)_{T}$ are identical to the Gegenbauer polynomials of parameter $1^{4}$

$$
\begin{equation*}
\mathcal{X}_{J}(\alpha)=\sum_{m=-J}^{m=J} e^{i \alpha m}=\frac{\sin (2 J+1) \frac{\alpha}{2}}{\sin \frac{\alpha}{2}} \tag{4.5}
\end{equation*}
$$

Using orthogonality of the characters

$$
\begin{equation*}
\mathcal{B}\left(q, \alpha_{1}, \alpha_{I \neq 1}=0\right)=\frac{1}{q} \sum_{N} d_{N}(J) q^{N} \mathcal{X}_{J}(\alpha) \tag{4.6}
\end{equation*}
$$

one has

[^4]\[

$$
\begin{equation*}
d_{N}(J)=\oint \frac{d q}{q^{N}} \int \frac{d \alpha}{2 \pi} \mathcal{X}_{J}(\alpha) \mathcal{B}\left(q, \alpha_{1}, \alpha_{I \neq 1}=0\right) \tag{4.7}
\end{equation*}
$$

\]

Later on we will give an estimate of $d(N, J)$.
Let us consider other physical properties of HES states. Regge resonances are very narrow (zero width) for string coupling $g_{s}=0$ (free string) but acquire a finite width when $g_{s} \neq 0$. To lowest order in $g_{s}$, their decay amplitude corresponds to a 3-point function on the disk
$\mathcal{A}\left(p_{1}, p_{2}, p_{3}\right)=\left\langle V\left(p_{1}, H_{1}\right) V\left(p_{2}, H_{2}\right) V\left(p_{2}, H_{2}\right)\right\rangle$,
where $V$ is a Becchi-Rouet-Stora-Tyutin (BRST) invariant vertex operator with momentum $p$ and "polarization" $H$. Let us focus on the decay amplitude of a massive higherspin state at level $N$ into two tachyons.

While the BRST invariant vertex operator for a tachyon is simply

$$
\begin{equation*}
V_{T}=e^{i p X} \tag{4.9}
\end{equation*}
$$

with $p^{2}=-M^{2}=1 / \alpha^{\prime}$, writing down the most general "covariant" vertex operator for massive states is very challenging due to the large "gauge symmetry". The problem can be overcome by relying on the time-honored DDF approach [16].

The DDF construction is based on the choice of an arbitrary tachyonic momentum $p\left(p^{2}=1 / \alpha^{\prime}\right)$ and a null momentum $q\left(q^{2}=0\right)$ chosen in such a way that $2 \alpha^{\prime} p \cdot q=-1$. A massive on-shell momentum at level $N$ obtains

$$
\begin{equation*}
p_{N}=p-N q, \tag{4.10}
\end{equation*}
$$

that suggests a physical interpretation of the excited string state as the tachyonic state with momentum $p$ that successively emits (absorbs) massless vector bosons with momentum $q(-q)$. See Fig. 1 for a pictorial representation. With a choice of $q$ one can define the DDF operators

$$
\begin{equation*}
A_{n}^{i}(q)=\oint \frac{d z}{2 \pi} \partial X^{i} e^{i n q X} \tag{4.11}
\end{equation*}
$$

where $i$ runs over the transverse directions, i.e., $q \cdot A=0$. The most general BRST invariant state can be written as

$$
\begin{equation*}
\left|\left\{g_{n}\right\}: N=\sum_{n} n g_{n}, p_{N}=p-N q\right\rangle=\prod_{n=1}^{\infty} A_{-n}^{i_{n}}(q)|0, p\rangle \tag{4.12}
\end{equation*}
$$

For simplicity let us focus on the level $N$ states of the form


FIG. 1. Above: a representation of the profile of a generic highly excited open string state, where the magenta lines describe the complexity of the profile. Below: the DDF construction of such state. We start from a tachyonic vacuum state with momentum $p$ and we use the iterative action (codified in the operator product expansion represented by the red points) of DDF creation operators (which are described by the photon lines with polarizations $\{\lambda\}$ and momentum $-n g_{n} q$ ). We end up with a final state $H_{N}^{(i)}\left(\{\zeta\} ; p_{N}\right)$ with final momentum $p_{N}=p-q \sum_{n} n g_{n}$ and polarizations $\{\zeta\}$, as in Eq. (4.13).

$$
\begin{equation*}
\prod_{n=1}^{\infty}\left(\lambda \cdot A_{-n}(q)\right)^{g_{n}}|0, p\rangle=\left|H_{N}^{(i)}(\{\zeta\})\right\rangle, \tag{4.13}
\end{equation*}
$$

where $\lambda$ is a complex transverse ("null" in the sense that $\lambda \cdot \lambda=0$ ) vector polarization and $\zeta=\lambda-2 \alpha^{\prime}(\lambda \cdot p) q$ such that $p \cdot \zeta=q \cdot \zeta=0$. For this state we can compute for instance its decay amplitude into two tachyons with momenta $p_{1}$ and $p_{2}$ with $p-N q+p_{1}+p_{2}=0$ for momentum conservation.

Moreover if the initial excited string state had definite spin $\vec{S}$ (whichever the mass/level) ${ }^{5}$ the amplitude would simply be

$$
\begin{equation*}
\mathcal{A}_{H T T}=C_{S}^{(H)} H_{S} \cdot\left(\vec{p}_{1}-\vec{p}_{2}\right)^{\otimes s} \tag{4.14}
\end{equation*}
$$

so that the angular distribution of the products (tachyons) would be completely fixed to be the Legendre polynomial $P_{S}\left(\vec{n} \cdot \vec{n}_{p}\right)$ with $\vec{n}_{p}=\frac{\vec{p}_{1}-\vec{p}_{2}}{\left|\vec{p}_{1}-\vec{p}_{2}\right|}$ in the rest frame of the decaying particle, whereby $\vec{p}_{2}=-\vec{p}_{1}$, while $\left|\vec{p}_{1}\right|=\left|\vec{p}_{2}\right|=$ $\frac{1}{\alpha^{\prime}}+\frac{M^{2}}{4}$.

This shows no chaotic behavior, for instance this would be the case for states of the first Regge trajectory. On the contrary using the exponential degeneracy at level $N$ one can consider a generic state $H_{N}^{(i)}$ without definite helicity $J$ or even with definite helicity but without definite spin $S$. This exposes chaotic behavior due to the random and highly erratic superposition of spin components in the

[^5]generic state. As shown in [9] the erratic behavior is exposed even for similar partitions.

Though the HES state we consider in (4.13) is quite generic it is not the most general one. We cannot exclude that this choice might introduce some biases in our analysis below of the chaotic behavior of processes involving these HES. The analysis of similar processes with the most general BRST invariant HES is much more involved and beyond the scope of the present investigation.

## B. Integer partitions

Since our HES states are characterized by a choice of a partition of the level $N \sim M^{2}$, we discuss here some basic properties of integer partitions that will be useful in the following.

The state $H_{N}^{(i)}$ is a state constructed from the DDF operators with a particular choice of polarizations,

$$
\begin{equation*}
\left|H_{N}^{(i)}\right\rangle=\prod_{n=1}^{N}\left(\lambda \cdot A_{n}\right)^{g_{n}}|0\rangle \tag{4.15}
\end{equation*}
$$

and is defined by the integer partition $\left\{g_{n}\right\}$ for which

$$
\begin{equation*}
N=\sum_{n=1}^{\infty} n g_{n}, \quad J=\sum_{n=1}^{\infty} g_{n} \tag{4.16}
\end{equation*}
$$

For fixed $\lambda$, the number of states of this form at level $N$ is equal to the total number of integer partitions of $N$. In our notation ( $i$ ) is an index enumerating the states at level $N$ which needs no precise definition.

The total number of partitions of $N$ into at most $J$ summands can be computed from the generating function

$$
\begin{equation*}
F_{J}(x)=\sum_{N=1}^{\infty} C_{N, J} x^{N}=\prod_{k=1}^{J} \frac{1}{1-x^{k}} \tag{4.17}
\end{equation*}
$$

and therefore the number of partitions of length exactly $J$ is given by

$$
\begin{equation*}
p_{N, J}=C_{N, J}-C_{N, J-1} \tag{4.18}
\end{equation*}
$$

The total number of partitions of $N$ is also given by the above generating function as $p_{N}=C_{N, N}$. The number of partitions behaves for large $N$ as

$$
\begin{equation*}
p_{N} \approx \frac{1}{4 \sqrt{3} N} e^{C \sqrt{N}}, \quad C \equiv \pi \sqrt{\frac{2}{3}} \tag{4.19}
\end{equation*}
$$

The number of partitions of fixed length $J$ is asymptotically given by a Gumbel distribution [33], i.e., according to the probability density function

$$
\begin{equation*}
d_{N}(J)=\frac{1}{\nu} \exp \left(-\frac{J-\mu}{\nu}-e^{-\frac{J-\mu}{\nu}}\right) \tag{4.20}
\end{equation*}
$$

with the parameters scaling as $\mu \sim \sqrt{N} \log N$ and $\nu \sim \sqrt{N}$. More specifically the distribution is centered around

$$
\begin{equation*}
\langle J\rangle \approx \frac{1}{C} \sqrt{N} \log N \tag{4.21}
\end{equation*}
$$

which makes this the "typical helicity" of a randomly chosen string state at level $N$.

In addition to $J$ another useful parameter of a given partition is $n_{\max }$, the largest summand in the partition, i.e., the largest $n$ for which $g_{n} \neq 0$. It is easy to see that $n_{\text {max }}$ is exactly the length of the conjugate partition. The conjugation of integer partition is most easily understood as a rotation and reflection of the Ferrers diagram associated with the partition, exchanging rows for columns. For example

$$
4+3+2+2+1 \quad 5+4+2+1
$$


are two partitions of 12 , conjugate to each other. Since conjugation is a one-to-one operation, it follows immediately that the number of partitions of $N$ into integers less or equal to $n$ is the same as the number of partitions of length $J=n$. This is particularly useful for generating random partitions of fixed length, as described in Appendix D.

## V. CHAOS IN THE DECAY AMPLITUDE OF A HIGHLY EXCITED STRING

## A. The decay amplitude

We study the decay amplitude of a highly excited string state into two tachyons. The relevant kinematical variable is $\alpha$, the angle between the outgoing tachyons and the photons used to create the DDF state, i.e., the angle between the momentum of one of the tachyons and the photon momentum $q$ seen e.g., in Eq. (4.13).

The angular dependence of the full amplitude can be compactly written as [9]

$$
\begin{align*}
& \mathcal{A}_{H_{N}^{(i)} \rightarrow T T} \\
& \quad \propto(\sin \alpha)^{J} \prod_{n=1}^{N}\left(\sin \left(\pi n \cos ^{2} \frac{\alpha}{2}\right) \frac{\Gamma\left(n \cos ^{2} \frac{\alpha}{2}\right) \Gamma\left(n \sin ^{2} \frac{\alpha}{2}\right)}{\Gamma(n)}\right)^{g_{n}}, \tag{5.1}
\end{align*}
$$

where $H_{N}^{(i)}$ is a state defined by an integer partition $\left\{g_{n}\right\}$ of level $N$ and with helicity $J$, as described in the previous section.

Another representation of the amplitude can be reached using basic identities of the gamma function, $\Gamma(z+1)=$ $z \Gamma(z)$ and $\Gamma(z) \Gamma(1-z) \sin (\pi z)=\pi$. Then, each term in the product is a a polynomial in $x \equiv \cos ^{2} \frac{\alpha}{2}$ of degree $m-1$, which can be written compactly using the Pochhammer symbol,

$$
\begin{align*}
& \frac{\Gamma(n(1-x)) \Gamma(n x) \sin (n \pi x)}{\Gamma(n)} \\
& \quad=\frac{\pi}{(n-1)!}(1-n x)_{n-1} \\
& \quad=\pi\left(1-\frac{n x}{n-1}\right)\left(1-\frac{n x}{n-2}\right) \ldots\left(1-\frac{n x}{1}\right) \tag{5.2}
\end{align*}
$$

so that the amplitude is written most compactly as

$$
\begin{equation*}
\mathcal{A}_{H_{N}^{(i)} \rightarrow T T} \propto(\sin \alpha)^{J} \prod_{n=1}^{N}\left(\frac{\left(1-n \cos ^{2} \frac{\alpha}{2}\right)_{n-1}}{\Gamma(n)}\right)^{g_{n}} . \tag{5.3}
\end{equation*}
$$

It is convenient for computation and visualization to work with the logarithmic derivative,

$$
\begin{align*}
F(\alpha) & \equiv \frac{d}{d \alpha} \log \mathcal{A} \\
& =J \cot \alpha-\frac{1}{2} \sin \alpha \sum_{n=1}^{N} g_{n} \sum_{k=1}^{n-1} \frac{n}{n-k-n \cos ^{2} \frac{\alpha}{2}} . \tag{5.4}
\end{align*}
$$

The points $z_{n}$ at which $F\left(z_{n}\right)=0$ are the local maxima and minima of $\mathcal{A}(\alpha)$, and they are always maxima of the absolute value $|\mathcal{A}|$. For this reason we can refer to all the extremal points of the amplitude collectively as its peaks.

In terms of $x=\cos ^{2} \frac{\alpha}{2}$, the peaks are located at the points where

$$
\begin{align*}
F(x)= & \frac{1}{2 \sqrt{x(1-x)}} \\
& \times\left(J(2 x-1)-2 x(1-x) \sum_{n=1}^{N} g_{n} \sum_{k=1}^{n-1} \frac{n}{k-n x}\right) \\
= & 0 \tag{5.5}
\end{align*}
$$

which is a polynomial equation in $x$.
Our object of study is the distribution of the ratios of the spacings between consecutive solutions of $F(\alpha)=0$.

## B. Statistical analysis of spacing ratios

Our main result is that the ratios $r_{n}$ of the spacings between consecutive peaks of the amplitude (5.1) are distributed as predicted by the $\beta$-ensemble, i.e., as in the
distribution of Eq. (3.4), with $\beta$ depending on the parameters of the HES state. In the following we describe in detail the statistical analysis that leads to this result.

## 1. Fitting model and selection of states

For a generic state at level $N$, the number of peaks in the decay amplitude (or zeros of its logarithmic derivative) scales linearly with $N$. For very large values of $N$, say $N \sim 10,000$, there would be sufficient zeros such that one could measure the distribution of spacing ratios in a single amplitude of a particular excited string state. For intermediate $N$, meaning of order 100 , we collect data from many different states in order to perform the statistical analysis.

Denoting the set of ratios for a specific state $H_{N}^{(i)}$ as $\left\{r_{n}\right\}_{N^{(i)}}$, we will study the distribution of the values in the union of many such sets, which we can write as

$$
\begin{equation*}
\left\{r_{n}\right\}(\mathcal{S}) \equiv \bigcup_{N^{(i)} \in \mathcal{S}}\left\{r_{n}\right\}_{N^{(i)}} \tag{5.6}
\end{equation*}
$$

for some specific sample subset of states $\mathcal{S}$.
Once we have a set of $\left\{r_{n}\right\}$ with enough data points, we fit their distribution to that of $r$ in the $\beta$-ensemble of Eq. (3.4). There is a single continuous and positive fitting parameter, $\beta$, which can be directly related to the average value of the distribution $\langle r\rangle$. We will examine the behavior of the average $\left\langle r_{n}\right\rangle$ in detail in the following.

Since the space of all possible states is too large to study, we must choose wisely which states would go into a representative sample. We observe from the data that there is a dependence of $\left\langle r_{n}\right\rangle$ on the level number $N$ and the helicity $J$. It is then assumed, as a model, that the fitting parameters depend only on $N$ and $J$, though the full physical picture could be more complex.

There are some technical difficulties in selecting random states to go into a sample. Our aim is to choose "generic" states once we have fixed $N$ and (optionally) $J$. The most straightforward way is to select at random a small sample from the full list of possible states, with each state having an equal probability of being chosen. At some point this becomes impractical as the list of possible states grows exponentially. It is nontrivial to devise an algorithm that will generate random partitions of a large integer in such a way that all partitions are equally likely to be chosen (see Appendix D for details). For our purposes it is important not to introduce any biases in the selection of states, since we cannot predict how that might affect the results. Once we fix the parameters, the selection will be random, with all partitions of the given $N$ (and $J$ when that is fixed) having equal probability to go into the sample. Our samples will typically consist of thousands of states, which will provide more than enough data to observe a distribution of the spacing ratios, but we keep in mind that the states in the sample still represent only an exponentially small fraction of the states of the highly excited string.

## 2. Results

The results of our analysis indicate that the distribution of spacings of peaks of the amplitude is well modeled by the random matrix formula of the $\beta$-ensemble, with the $\beta$ parameter depending on the decaying state. Specifically we measure the dependence on the level $N$ and the helicity $J$. The results are collected in Tables I-III.

In the present case we have analyzed states up to $N=1600$. The results are generally well-fitted by the predicted distribution. There are some deviations, but these become small as we increase $N$, see Fig. 2.

We observe a monotonous increase of the average $\left\langle r_{n}\right\rangle$ with the level $N$. The growth appears to be logarithmic at most, and it is impossible to tell from the data whether it continues indefinitely as $N \rightarrow \infty$ or approaches some asymptotic value. In [4] we noted that there is a similar dependence of $\left\langle r_{n}\right\rangle$ when examining the spacings of the nontrivial zeros of the Riemann zeta function. There, the average increased slowly as one covered a larger and larger range of zeros, but it eventually approaches the value predicted from the GUE. The numerical evidence for this is very strong, thanks to the vast range of zeros of the zeta function that has been computed $[34,35]$.

For reference, the predicted averages of $\langle r\rangle(\langle\tilde{r}\rangle)$ are, $1.75(0.536)$ for GOE and $1.361(0.603)$ for GUE. As a function of $\beta,\langle r\rangle$ is a monotonously decreasing function. It diverges at $\beta=0$ and approaches 1 at large $\beta$. The average of $\left\langle\tilde{r}\right.$ increases from $\approx 0.408$ at $\beta=0$ to 1 at large $\beta$. ${ }^{6}$

A question that one can ask is whether spacing ratios in the string amplitudes also approach the GUE distribution at very large $N$. This distribution is supported by the observations that the $S$-matrix is a unitary operator and that the HES we consider is a "random" superposition of states at level $N$ related to one another by a unitary transformation. ${ }^{7}$ In fact the CUE that describes random unitary matrices with norm one eigenvalues $\lambda_{k}=e^{i \varphi_{k}}$ would look even more appropriate, given the unitarity of the scattering matrix and the fact that our eigenvalues are indeed angles. However, the distinction between CUE and GUE will not come into play here, since as mentioned above, it is known that for large matrices GUE and CUE distributions coincide insofar as the level spacings are concerned.

From Table I one can see that around $N=200$ the best fit for $\beta$ is close to the GUE value of 2 , but as we increase $N$ we reach $\beta<2$. The deviation that we find at $N=1600$, the largest value examined, is big enough to suggest that 2 is not a good asymptotic value for $\beta$ at large $N$. The GOE value of $\beta=1$ is still theoretically possible, but at the presently examined values of $N$ we are still far from it, and the rate at which $\beta$ decreases is already slowed down. A

[^6]TABLE I. Dependence of $\langle r\rangle$ and $\beta$ on $N$, based on samples of 2000 states at each $N$ and $J$. The value of $J$ is fixed to the value with a maximum number of partitions. The distributions are plotted in Fig. 2.

| $N$ | $J$ | Total number of states | Points in sample | Per state | Average $\left\langle r_{n}\right\rangle$ | Average $\left\langle\tilde{r}_{n}\right\rangle$ | Fitted $\beta$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 11 | 17,475 | 46,354 | 24 | 1.206 | 0.662 | 3.36 |
| 75 | 15 | 552,767 | 69,247 | 34 | 1.247 | 0.641 | 2.81 |
| 100 | 18 | $11.1 \times 10^{6}$ | 92,251 | 46 | 1.271 | 0.628 | 2.55 |
| 150 | 23 | $1.90 \times 10^{9}$ | 139,428 | 70 | 1.307 | 0.614 | 2.26 |
| 200 | 28 | $158 \times 10^{9}$ | 184,705 | 90 | 1.333 | 0.606 | 2.09 |
| 300 | 37 | $295 \times 10^{12}$ | 276,244 | 138 | 1.357 | 0.599 | 1.96 |
| 400 | 45 | $184 \times 10^{15}$ | 370,123 | 186 | 1.372 | 0.596 | 1.88 |
| 800 | 70 | $1.08 \times 10^{26}$ | 728,048 | 362 | 1.400 | 0.590 | 1.76 |
| 1600 | 109 | $4.22 \times 10^{38}$ | $1,446,008$ | 720 | 1.413 | 0.588 | 1.72 |

TABLE II. Dependence of $\langle r\rangle$ and $\beta$ on $N$, based on samples of 10,000 random partitions of $N$. The value of $J$ is not fixed, but distributed as predicted by (4.20).

| $N$ | Total number of states | Points in sample | Per state | Average $\left\langle r_{n}\right\rangle$ | Average $\left\langle\tilde{r}_{n}\right\rangle$ | Fitted $\beta$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 204,226 | 215,980 | 22 | 1.194 | 0.670 | 3.58 |
| 60 | 966,467 | 261,619 | 26 | 1.213 | 0.660 | 3.27 |
| 80 | $15.8 \times 10^{6}$ | 352,526 | 34 | 1.244 | 0.644 | 2.87 |
| 100 | $191 \times 10^{6}$ | 441,100 | 44 | 1.266 | 0.633 | 2.62 |
| 150 | $40.9 \times 10^{9}$ | 668,831 | 66 | 1.301 | 0.618 | 2.32 |
| 200 | $3.97 \times 10^{12}$ | 886,007 | 88 | 1.325 | 0.610 | 2.15 |

TABLE III. Dependence of $\langle r\rangle$ and $\beta$ on $J$ for $N=100$. For each $J$ we take 2000 states chosen at random. See plot in Fig. 3.

|  | Total number <br> of states | Points in <br> sample | Per <br> state | Average <br> $\left\langle r_{n}\right\rangle$ | Fitted $\beta$ |
| :--- | :---: | ---: | :---: | :---: | :---: |
| 6 | 143,247 | 155,162 | 80 | 1.203 | 3.60 |
| 10 | $2.98 \times 10^{6}$ | 126,008 | 64 | 1.241 | 2.95 |
| 14 | $8.86 \times 10^{6}$ | 105,502 | 54 | 1.263 | 2.65 |
| $\mathbf{1 8}$ | $11.1 \times 10^{6}$ | 92,251 | 46 | 1.271 | 2.55 |
| 22 | $9.24 \times 10^{6}$ | 83,405 | 42 | 1.276 | 2.52 |
| 26 | $6.32 \times 10^{6}$ | 76,211 | 38 | 1.272 | 2.57 |
| 30 | $3.91 \times 10^{6}$ | 70,650 | 30 | 1.262 | 2.69 |
| 50 | 204,226 | 51,287 | 26 | 1.209 | 3.38 |
| 70 | 5604 | 31,060 | 16 | 1.197 | 3.50 |

simple fit of the form $\beta(N)=a+b / N$ is in good agreement with all the values quoted in Table I and suggests $\beta=1.68$ as the asymptotic value. On the other hand, a continuing logarithmic decrease cannot be ruled out from the data.

In addition, there is a dependence on $J$ when $N$ is fixed. In this case the average is greater for values of $J$ for which there is a larger degeneracy. This is visible in Fig. 3, where we plot $\left\langle r_{n}\right\rangle$ alongside the logarithm of the number of partitions of length $J$ at level $N=100$. The plots do not match exactly, in particular the maximum points are at different values of $J$, but a correlation is visible. Then, the common observation from the dependence on $N$ and $J$, is that the average appears to grow in correlation with the
number of degenerate states at the given level, but in a slow, at most logarithmic fashion.

## VI. CHAOTIC FOUR-POINT SCATTERING PROCESS: ONE HES AND THREE TACHYONS

## A. The scattering amplitude

The aim of this section is to analyze the chaotic behavior of the simplest four-point scattering amplitude involving one generic HES, i.e., scattering of three tachyons and one HES. In particular we will present the construction of the most general scattering amplitude based on the combination of the DDF formalism and string coherent state formalism, which is a suitable tool for the building of generating functions of amplitudes [19].

The cross symmetric generating scattering amplitude in Fig. 4 is composed of the following amplitudes ${ }^{8}$
$\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t, u)=\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t)+\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(t, u)+\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, u)$,
where

$$
\begin{align*}
& \mathcal{A}_{\text {gen }}^{\mathrm{HES}} \\
&(t, u)=\left.\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t)\right|_{p_{2} \leftrightarrow p_{3}} \tag{6.2}
\end{align*}, .
$$

[^7]
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FIG. 2. The measured distributions of $\tilde{r}$ across samples of 2000 states chosen at random with fixed $N$ and $J$, fitted to a $\beta$-ensemble distribution (black line). The distribution is also compared to the GUE distribution (red, dashed). The fitting parameters are listed in Table I.

The generating amplitude of the process is given by

$$
\begin{align*}
\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t)= & \int_{0}^{1} d z z^{-\frac{s}{2}-2}(1-z)^{-\frac{t}{2}-2} \\
& \times e^{\sum_{n} \mathcal{J}_{n} \mathcal{O}_{n}(z)+\sum_{n, m} \mathcal{J}_{n} \mathcal{J}_{m} \mathcal{M}_{n, m}(z)} \tag{6.3}
\end{align*}
$$



FIG. 3. The average value $\left\langle r_{n}\right\rangle$ as a function of $J$, where $N$ is fixed at 100 . The black dots are the measured values of $\left\langle r_{n}\right\rangle$ on samples of 2000 partitions at each helicity $J$. Also drawn is the number of states of a given $J$ at $N=100$, on a logarithmic scale. Some specific values are in Table III.
where the contribution proportional to the contractions $\zeta_{n} \cdot p_{j}$ is given by

$$
\begin{align*}
\mathcal{O}_{n}(z)= & \mathcal{T}_{n}^{(2)}\left(q \cdot p_{3}, q \cdot p_{2} ; z\right) \\
& +\mathcal{T}_{n}^{(3)}\left(q \cdot p_{3}, q \cdot p_{2} ; z\right) \tag{6.4}
\end{align*}
$$

with the explicit form of the single contributions proportional to $\zeta_{n} \cdot p_{2}$ and $\zeta_{n} \cdot p_{3}$ (Appendix B)


FIG. 4. Representative picture of the process under analysis.

$$
\begin{align*}
& \mathcal{T}_{n}^{(2)}\left(q \cdot p_{3}, q \cdot p_{2} ; z\right) \\
& =z \zeta_{n} \cdot p_{2} \frac{\left(n q \cdot p_{3}\right)_{n-1}}{\Gamma(n)}{ }_{2} F_{1}\left(\left.\begin{array}{c}
1+n q \cdot p_{2}, 1-n \\
2-n\left(1+q \cdot p_{3}\right)
\end{array} \right\rvert\, z\right),  \tag{6.5}\\
& \mathcal{T}_{n}^{(3)}\left(q \cdot p_{3}, q \cdot p_{2} ; z\right) \\
& =\zeta_{n} \cdot p_{3} \frac{\left(1+n q \cdot p_{3}\right)_{n-1}}{\Gamma(n)}{ }_{2} F_{1}\left(\left.\begin{array}{c}
n q \cdot p_{2}, 1-n \\
1-n\left(1+q \cdot p_{3}\right)
\end{array} \right\rvert\, z\right), \tag{6.6}
\end{align*}
$$

while the contribution proportional to the contractions $\zeta_{n} \cdot \zeta_{m}$ can be written as

$$
\begin{align*}
\mathcal{M}_{n, m}(z)= & \zeta_{n} \cdot \zeta_{m} \sum_{k=1}^{m} k \frac{\left(n q \cdot p_{3}\right)_{n+k}}{(n+k)!} \\
& \times{ }_{2} F_{1}\left(\left.\begin{array}{c}
n q \cdot p_{2},-n-k \\
1-n\left(1+q \cdot p_{3}\right)-k
\end{array} \right\rvert\, z\right) \frac{\left(m q \cdot p_{3}\right)_{m-k}}{(m-k)!} \\
& \times{ }_{2} F_{1}\left(\left.\begin{array}{c}
m q \cdot p_{2},-m+k \\
1-m\left(1+q \cdot p_{3}\right)+k
\end{array} \right\rvert\, z\right) \tag{6.7}
\end{align*}
$$

The projection of the amplitude onto a precise HES state insertion can be realized as follows:

$$
\begin{gather*}
\mathcal{A}\left(T\left(p_{1}\right), T\left(p_{2}\right), T\left(p_{3}\right), H_{N}\left(\left\{g_{\ell}\right\} ; q, p\right)\right) \\
\quad=\left.\prod_{\ell=1}^{N}\left(\frac{d}{d \mathcal{J}_{\ell}}\right)^{g_{\ell}} \mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t)\right|_{\left\{\mathcal{J}_{n}\right\}=0} \tag{6.8}
\end{gather*}
$$

since the identification between a precise HES state and the corresponding amplitude can be seen through the relation

$$
\begin{align*}
\left.\prod_{\ell=1}^{N} \frac{d^{g_{\ell}}}{d \mathcal{J}_{\ell}^{g_{\ell}}} e^{\sum_{n} \mathcal{J}_{n} \lambda_{n} \cdot A_{-n}}|\tilde{p}\rangle\right|_{\{\mathcal{J}=0\}} & =\prod_{\ell=1}^{N}\left(\lambda_{\ell} \cdot A_{-\ell}\right)^{g_{\ell}}|\tilde{p}\rangle \\
& =\left|\operatorname{HES},\left\{g_{\ell}\right\}\right\rangle_{N} \tag{6.9}
\end{align*}
$$

where $\tilde{p}$ is the tachyonic reference momentum of the DDF formalism.

A compact representation of the generating scattering amplitude can be given by promoting the coefficients $\mathcal{O}_{n}$ and $\mathcal{M}_{n, m}$ to derivative operators acting on a generating function of powers of $z$. In particular after the integration over $z$ one has

$$
\begin{align*}
\mathcal{A}_{\mathrm{gen}}^{\mathrm{HES}}(s, t)= & \mathcal{A}_{\mathrm{Ven}}(s, t) e^{\sum_{n} \mathcal{J}_{n} \mathcal{O}_{n}\left(\frac{d}{d \beta}\right)+\sum_{n, m} \mathcal{J}_{n} \mathcal{J}_{m} \mathcal{M}_{n, m}\left(\frac{d}{d \beta}\right)} \\
& \times\left.{ }_{1} F_{1}\left(\left.\begin{array}{c}
-\alpha^{\prime} s-1 \\
-\alpha^{\prime} s-\alpha^{\prime} t-2
\end{array} \right\rvert\, \beta\right)\right|_{\beta=0} \tag{6.10}
\end{align*}
$$

this representation is a realization of the identification

$$
\begin{align*}
& \sum_{\ell} C_{\ell} \int_{0}^{1} z^{\ell} z^{-\alpha^{\prime} s-2}(1-z)^{-\alpha^{\prime} t-2} \\
& \quad=\mathcal{B}\left(-\alpha^{\prime} s-1,-\alpha^{\prime} t-1\right) \sum_{\ell} C_{\ell} \frac{\left(-\alpha^{\prime} s-1\right)_{\ell}}{\left(-\alpha^{\prime} s-\alpha^{\prime} t-2\right)_{\ell}} \tag{6.11}
\end{align*}
$$

where the coefficients $C_{\ell}$ are dictated by combinations of (6.4) and (6.7). We can observe a complete factorization between the partition structure and the pole structure, leading to a dressing factor of the Veneziano amplitude

$$
\begin{equation*}
\mathcal{A}_{\mathrm{Ven}}(s, t)=\mathcal{B}\left(-\alpha^{\prime} s-1,-\alpha^{\prime} t-1\right) \tag{6.12}
\end{equation*}
$$

## B. The HES amplitude in the high-energy fixed-angle regime

In the kinematical regime where $s,|t| \gg 1$ and $s / t$ is fixed, one can study the behavior the amplitude looking at the saddle point analysis of (6.3), where the saddle is located at $z^{*}=s /(s+t)$. Alternatively, one can obtain the same result studying (6.10) in the fixed angle limit where the action of the derivative operators turns out to be reproduced by the replacement $d / d \beta \rightarrow s /(s+t)$. The amplitude in fixed angle regime is then
$\left.\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t)\right|_{f . a}=\mathcal{A}_{\mathrm{Ven}}^{f . a}(s, t) e^{\sum_{n} \mathcal{J}_{n} \mathcal{O}_{n}\left(\frac{s}{s+1}\right)+\sum_{n, m} \mathcal{J}_{n} \mathcal{J}_{m} \mathcal{M}_{n, m}\left(\frac{s}{s+t}\right)}$,
where the standard behavior of the Veneziano amplitude in this limit,

$$
\begin{equation*}
\mathcal{A}_{\mathrm{V} \text { en }}^{f . a}(s, t) \sim e^{-s \log s-t \log t+(s+t) \log (s+t)} \tag{6.14}
\end{equation*}
$$

gets combined with an exponential dressing factor obtained by evaluating (6.5)-(6.7) at the saddle point $z^{*}=s /(s+t)$. To write the dressing factor more compactly, let us denote

$$
\begin{equation*}
\rho(s, \theta) \equiv-q \cdot p_{2} . \tag{6.15}
\end{equation*}
$$

Following the kinematics (Appendix A), it always holds that $1+q \cdot p_{3}=2 \rho$. Using this notation, the dressing factor will be made up of

$$
\begin{align*}
& \left.\mathcal{T}_{n}^{(2)}\right|_{z=z^{*}}=\frac{\zeta_{n} \cdot p_{2}}{\Gamma(n)}(2 n \rho-n)_{n-1} z_{2}^{*} F_{1}\left(\left.\begin{array}{c}
1-n \rho, 1-n \\
2-2 n \rho
\end{array} \right\rvert\, z^{*}\right), \\
& \left.\mathcal{T}_{n}^{(3)}\right|_{z=z^{*}}=\frac{\zeta_{n} \cdot p_{3}}{\Gamma(n)}(2 n \rho-n+1)_{n-12} F_{1}\left(\left.\begin{array}{c}
-n \rho, 1-n \\
1-2 n \rho
\end{array} \right\rvert\, z^{*}\right), \tag{6.16}
\end{align*}
$$

and

$$
\begin{align*}
& \left.\mathcal{M}_{n, m}\right|_{z=z^{*}} \\
& =\zeta_{n} \cdot \zeta_{m} \sum_{k=1}^{m} k \frac{(-n-2 n \rho)_{n+k}}{(n+k)!}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-n \rho,-n-k \\
1-2 n \rho-k
\end{array} \right\rvert\, z^{*}\right) \\
& \quad \times \frac{(-m-2 m \rho)_{m-k}}{(m-k)!}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-m \rho,-m+k \\
1-2 m \rho+k
\end{array} \right\rvert\, z^{*}\right) . \tag{6.18}
\end{align*}
$$

The hypergeometric function ${ }_{2} F_{1}(a, 1-n, c ; z)$ for positive integer $n$ is a polynomial in $z$ of degree $n-1$. Using its explicit form one can rewrite the expressions as

$$
\begin{align*}
\left.\mathcal{T}_{n}^{(2)}\right|_{z=z^{*}}= & \frac{\zeta_{n} \cdot p_{2}}{\Gamma(n)} \sum_{k=0}^{n-1}\binom{n-1}{k}(2 n \rho-n)_{n-k-1} \\
& \times(1-n \rho)_{k}\left(z^{*}\right)^{k+1},  \tag{6.19}\\
\left.\mathcal{T}_{n}^{(3)}\right|_{z=z^{*}}= & \frac{\zeta_{n} \cdot p_{3}}{\Gamma(n)} \sum_{k=0}^{n-1}\binom{n-1}{k}(2 n \rho-n+1)_{n-k-1} \\
& \times(-n \rho)_{k}\left(z^{*}\right)^{k}, \tag{6.20}
\end{align*}
$$

from which one can see the dependence on the functions $z^{*}$ and $\rho$ is a polynomial one. One can also write the polynomial form of $\mathcal{M}_{n, m}$ in terms of a similar expansion.

To simplify the analysis of the amplitude, we can go to the specific case of identical circular polarizations, namely taking $\zeta_{n}=\zeta$ for all $n$, with $\zeta^{2}=0$.

In the case of circular polarizations, the terms $\mathcal{M}_{n, m}$ drop out and the amplitude in the fixed angle regime can be written as

$$
\begin{equation*}
\mathcal{A}_{f . a}^{\mathrm{HES}}=\mathcal{A}_{\mathrm{Ven}}^{f . a}(s, \theta) \prod_{n=1}^{N}\left(\mathcal{T}_{n}^{(2)}(s, \theta)+\mathcal{T}_{n}^{(3)}(s, \theta)\right)^{g_{n}} \tag{6.21}
\end{equation*}
$$

From the kinematics in Appendix A, specialized to the high-energy, fixed angle regime one can use approximate forms for $\rho, z^{*}$, and $\zeta \cdot p_{i}$ when $s \gg 2 N$, and reduce the expressions to

$$
\begin{align*}
\mathcal{T}_{n}^{(2)}(s, \theta)= & \frac{z^{*}(\theta) \sqrt{s}}{2 \Gamma(n)}(\rho(\theta) \cos \theta-1)(2 n \rho(\theta)-n)_{n-1} \\
& \times{ }_{2} F_{1}\left(\left.\begin{array}{c}
1-n \rho(\theta), 1-n \\
2(1-n \rho(\theta))
\end{array} \right\rvert\, z^{*}(\theta)\right)  \tag{6.22}\\
\mathcal{T}_{n}^{(3)}(s, \theta)= & -\frac{\sqrt{s}}{\Gamma(n)} \rho(\theta) \cos \theta(2 n \rho(\theta)-n+1)_{n-1} \\
& \times{ }_{2} F_{1}\left(\left.\begin{array}{c}
-n \rho(\theta), 1-n \\
1-2 n \rho(\theta)
\end{array} \right\rvert\, z^{*}(\theta)\right) \tag{6.23}
\end{align*}
$$

with

$$
\begin{equation*}
\rho(\theta)=\frac{1}{1+\sin \theta}, \quad z^{*}(\theta)=\frac{1}{\cos ^{2}(\theta / 2)} \tag{6.24}
\end{equation*}
$$

The $s$ dependence in the dressing factor reduces to a simple prefactor of $s^{J / 2}$.

## C. The HES amplitude in the Regge regime

In the kinematical regime where $s \gg|t|$ one can study the small angle dependence of the amplitude, in particular the amplitude behavior in the Regge regime is provided by (6.3) specialized around the leading contribution at $z=1$. Alternatively it can be obtained from the representation (6.10) in the limit $s>t$. From the latter one can recover a trivial action of the derivative operators which corresponds to the replacement of $d / d \beta \rightarrow 1$. In any case the amplitude can be written as

$$
\begin{align*}
& \left.\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t)\right|_{\text {Regge }} \\
& \quad=\mathcal{A}_{\mathrm{Ven}}^{\mathrm{Regge}}(s, t) e^{\sum_{n} \mathcal{J}_{n} \mathcal{O}_{n}(1)+\sum_{n, m} \mathcal{J}_{n} \mathcal{J}_{m} \mathcal{M}_{n, m}(1)}, \tag{6.25}
\end{align*}
$$

where there is the standard behavior of the Veneziano amplitude

$$
\begin{equation*}
\mathcal{A}_{\mathrm{Ven}}^{\mathrm{Regge}}(s, t) \sim \Gamma\left(-\frac{t}{2}-1\right) s^{\frac{t}{2}+1} \tag{6.26}
\end{equation*}
$$

and a nontrivial dressing factor made of the following contributions (see Appendix B for details):

$$
\begin{array}{r}
\mathcal{O}_{n}(1)=(-)^{n} \zeta_{n} \cdot p_{1} \frac{\left(1+n q \cdot p_{1}\right)_{n-1}}{\Gamma(n)}, \\
\mathcal{M}_{n, m}(1)=\zeta_{n} \cdot \zeta_{m} \frac{n m}{n+m} q \cdot p_{1}\left(1+q \cdot p_{1}\right) \frac{\mathcal{O}_{n}(1) \mathcal{O}_{m}(1)}{\zeta_{n} \cdot p_{1} \zeta_{m} \cdot p_{1}} \tag{6.28}
\end{array}
$$

Since $s \gg 2 N$ and $s \gg|t|$ such that $\sin \theta \ll 1$, one can take simplified forms for the kinematic factors in appendix A, and see the explicit dependence on the angle. In particular one can take

$$
\begin{equation*}
q \cdot p_{1}=-\frac{1}{1+\sin \theta} \approx-1+\sin \theta \tag{6.29}
\end{equation*}
$$

to write

$$
\begin{gather*}
\mathcal{O}_{n}(1) \approx-\zeta_{n} \cdot p_{1} \frac{\Gamma(n \sin \theta) \Gamma(n-n \sin \theta)}{\Gamma(n)} \sin (n \pi \sin \theta)  \tag{6.30}\\
\mathcal{M}_{n, m}(1) \approx \zeta_{n} \cdot \zeta_{m} \frac{n m}{n+m} \sin \theta \frac{\mathcal{O}_{n}(1) \mathcal{O}_{m}(1)}{\zeta_{n} \cdot p_{1} \zeta_{m} \cdot p_{1}} \tag{6.31}
\end{gather*}
$$

In the Regge regime, products of $\mathcal{M}_{n, m}(1)$ are suppressed since they contain higher powers of $\sin \theta$, allowing us to consider only the leading contributions provided by $\mathcal{O}_{n}(1)$.

The $\mathcal{M}_{n, m}$ can also be eliminated by a choice of circular polarizations.

Finally, we can write the Regge limit of the amplitude

$$
\begin{equation*}
\mathcal{A}_{\text {Regge }}^{\mathrm{HES}}=\mathcal{A}_{\mathrm{Ven}}^{\mathrm{Regge}}(s, t) \prod_{n=1}^{N}\left(\mathcal{O}_{n}(1)\right)^{g_{n}} \tag{6.32}
\end{equation*}
$$

in an explicit form as

$$
\begin{align*}
\mathcal{A}_{\mathrm{Regge}}^{\mathrm{HES}}= & \mathcal{A}_{\mathrm{Ven}}^{\mathrm{Regge}}(s, t)\left(-\sqrt{s}\left(1-\frac{1}{2} \sin \theta\right)\right)^{J} \\
& \times \prod_{n=1}^{N}\left(\frac{\Gamma(n \sin \theta) \Gamma(n-n \sin \theta)}{\Gamma(n)} \sin (n \pi \sin \theta)\right)^{g_{n}} \tag{6.33}
\end{align*}
$$

where it was used that $\zeta \cdot p_{1} \approx \sqrt{s}\left(1-\frac{1}{2} \sin \theta\right)$ in this limit. The dressing factor of this amplitude bears strong resemblance to the three-point function of Eq. (5.1).

## D. Spacing ratios for the four-point scattering amplitude

We will search for chaotic behavior in the scattering angle, by analyzing the ratios of spacings of consecutive peaks for the amplitude derived above. The procedure will be the same as the one described in Sec. V B 1.

We have seen that the amplitude can be factorized as the Veneziano amplitude times a dressing factor that depends on the HES state which we write as

$$
\begin{equation*}
\mathcal{A}_{\mathrm{HES}}(s, t)=\mathcal{A}_{\mathrm{Ven}}(s, t) \mathcal{D}_{\mathrm{HES}}(s, \theta) . \tag{6.34}
\end{equation*}
$$

The dressing factor $\mathcal{D}_{\text {HES }}$ is a complicated product of polynomials whose peaks are spaced erratically. We show that for solutions of

$$
\begin{equation*}
F_{\mathcal{D}}(\theta) \equiv \frac{d \log \mathcal{D}_{\mathrm{HES}}}{d \theta}=0 \tag{6.35}
\end{equation*}
$$

the ratios of consecutive spacings will follow again the $\beta$-ensemble distribution, in both the fixed angle and Regge limits.

The interplay between the HES dressing factor and the Veneziano amplitude it multiplies can create a transition from chaotic to regular spacings, as will be discussed at the end of this section.

## 1. Chaotic behavior in the fixed angle regime

The dressing factor in the high energy limit was

$$
\begin{equation*}
\mathcal{D}_{\mathrm{HES}}^{\text {f.a. }}(s, \theta)=\prod_{n=1}^{N}\left(\mathcal{T}_{n}^{(2)}(s, \theta)+\mathcal{T}_{n}^{(3)}(s, \theta)\right)^{g_{n}}, \tag{6.36}
\end{equation*}
$$

where we can write the polynomial form of $\mathcal{T}_{n}^{(2)}$ and $\mathcal{T}_{n}^{(3)}$ in this limit, which explicitly reads

$$
\begin{align*}
\mathcal{T}_{n}^{(2)}(s, \theta)= & \frac{\sqrt{s}}{\Gamma(n)}(\rho(\theta) \cos \theta-1) \sum_{k=0}^{n-1}\binom{n-1}{k} \\
& \times(2 n \rho(\theta)-n)_{n-k-1}(1-n \rho(\theta))_{k} \\
& \times\left(\frac{1}{\cos ^{2}(\theta / 2)}\right)^{k+1} \\
\mathcal{T}_{n}^{(3)}(s, \theta)= & \frac{\sqrt{s}}{\Gamma(n)} \rho(\theta) \cos \theta \sum_{k=0}^{n-1}\binom{n-1}{k} \\
& \times(2 n \rho(\theta)-n+1)_{n-k-1}(-n \rho(\theta))_{k} \\
& \times\left(\frac{1}{\cos ^{2}(\theta / 2)}\right)^{k} \tag{6.37}
\end{align*}
$$

with $\rho(\theta)=1 /(1+\sin \theta)$. Since the $s$ dependence is only a prefactor in this limit it cannot affect the distribution of spacings.

Taking a sample of 2000 random partitions of $N=100$, $J=18$, we collect all the solutions of $d \log \mathcal{D} / d \theta=0$ in the range $\theta \in\left(0, \frac{\pi}{2}\right)$, and find the distribution plotted in Fig. 5. There are 29 data points per state in the sample.

We notice that there is an asymmetry in the distribution about $r \rightarrow 1 / r$ with values $r>1$ being favored, which causes it to deviate from the prediction. The average $\left\langle r_{n}\right\rangle$ is 1.497, while $\left\langle 1 / r_{n}\right\rangle=1.318$, where they should be equal. However, if one looks only at the normalized variable $\tilde{r}=\min (r, 1 / r)$, which in a way symmetrizes the distribution, the agreement with the $\beta$-ensemble is improved considerably. It is not clear what is the reason that $r>1$ is preferred, but the asymmetry could be a consequence of our looking solely at the part $\mathcal{A}(s, t)$ of the full amplitude, or of not looking at the full range of allowed angles.


FIG. 5. Distribution for $\tilde{r}$ for the dressing factor in the fixed angle limit. The best fit is with $\beta=1.86$ (black line), which is very close to the GUE (dashed red line). The average value is $\left\langle\tilde{r}_{n}\right\rangle=0.600$.

## 2. Chaotic behavior in the Regge regime

In the Regge regime, the dressing factor that depends on the HES state is

$$
\begin{align*}
\mathcal{D}_{\mathrm{HES}}^{\mathrm{Regge}}(s, \theta)= & \left(-\sqrt{s}\left(1+\frac{\cos \theta}{1+\sin \theta}\right)\right)^{J} \\
& \times \prod_{n}\left(\frac{\left(1-n+\frac{n}{1+\sin \theta}\right)_{n-1}}{\Gamma(n)}\right)^{g_{n}} \tag{6.38}
\end{align*}
$$

where in the present analysis we take Eq. (6.32) before the small angle approximation. This is done mainly for practical reasons, since we have to go beyond small angles ( $\sin \theta \ll 1$ ) to collect enough data points for the statistical analysis. ${ }^{9}$

It has almost the same form as the three-point amplitude of Eq. (5.1) after the replacement of $\cos ^{2} \frac{\alpha}{2} \rightarrow$ $1 /(1+\sin \theta)$. Each term in the product is a polynomial in $1 /(1+\sin \theta)$. The dependence of the dressing factor on $s$ is trivial, and the logarithmic derivative of the dressing factor is a function only of $\theta$ of a simple enough form

$$
\begin{align*}
F_{\mathcal{D}}(\theta)= & \frac{d \log \mathcal{D}_{\mathrm{HES}}^{\text {Regge }}}{d \theta} \\
= & -\frac{J}{1+\cos \theta+\sin \theta} \\
& -\frac{\cos \theta}{1+\sin \theta} \sum_{n=1}^{N} g_{n} \sum_{k=1}^{n-1} \frac{n}{n-k(1+\sin \theta)} . \tag{6.39}
\end{align*}
$$

We can find the zeros of this function of $\theta$ and plot the distribution of $\tilde{r}_{n}$ for their spacings, when considering only zeros in the range $\theta \in\left(0, \frac{\pi}{4}\right)$. The results are similar to what we obtained in the fixed-angle regime in the previous subsection, with a slightly skewed distribution that agrees well with the $\beta$-ensemble distribution once we symmetrize it. See Fig. 6.

## 3. Transition from chaotic to regular behavior

The interplay between the Veneziano amplitude and its dressing factor can create a transition from chaotic to regular spacings as one moves from small to large angles.

The erratic dressing factor is multiplied by the Veneziano amplitude, which is a highly oscillatory function of the angle at high energies, but one that is regular in the sense that it has regularly spaced zeros as a function of $t$, which leads to almost regularly spaced peaks of the amplitude between these zeros. As a function of $\theta$ these zeros become denser at large angles, but remain quite regular. In the interplay between the Veneziano and the HES dressing factors, the spacings between peaks depend on which of the

[^8]

FIG. 6. Distribution for $\tilde{r}$ for the dressing factor in the Regge limit. We take zeros in the range $\theta \in(0, \pi / 4)$ and find 17 points per state. The average of $\left\langle\tilde{r}_{n}\right\rangle$ is 0.605 and the best fit (black) has $\beta=2.27$. The distribution is also close to GUE (red, dashed).
two is oscillating faster. For large angles, the Veneziano factor will usually dominate and cause the peaks to be regularly spaced, while at smaller angles one can see the chaotic spacings coming from the HES factor.

Whether we can see these two regimes clearly will depend on the scattering energy, and on the level of the HES state. It is somewhat difficult to find the range of parameters ( $s$ and $N$ ) where this can be computed and seen clearly. One example in which we see it in the Regge limit amplitude of (6.33). ${ }^{10}$

Recall that the full form of the Veneziano amplitude in the Regge limit is
$\mathcal{A}_{\mathrm{Ven}}^{\text {Regge }}(s, t)=\frac{\sin \left[\pi \alpha^{\prime}(s+t)\right]}{\sin \left(\pi \alpha^{\prime} s\right)} \Gamma\left(-\alpha^{\prime} t-1\right)\left(\alpha^{\prime} s\right)^{\alpha^{\prime} t+1}$.

Importantly, here we retain the oscillating factor which is usually averaged over in discussing the Regge behavior. Taking the log derivative we get the term

$$
\begin{align*}
\frac{d \log \mathcal{A}_{\mathrm{Ven}}^{\mathrm{Regge}}}{d \theta}= & \frac{d t}{d \theta} \alpha^{\prime}\left(\log \left(\alpha^{\prime} s\right)+\pi \cot \left[\pi \alpha^{\prime}(s+t)\right]\right. \\
& \left.-\psi\left(-\alpha^{\prime} t-1\right)\right) \tag{6.41}
\end{align*}
$$

which is a complicated function of the angle with many zeros, which are almost regularly spaced. Note the implicit dependence on the level $N$ which enters through the kinematic relation of $t(\theta)$.

Now, in studying the distribution of zeros of the logderivative of the full amplitude,

[^9]



FIG. 7. Top: The spacings $\delta_{n}$ as a function of $z_{n}$ for two random states of $N=100$. The spacings exhibit a transition from random to regular behavior. Bottom: The distribution of spacing ratios $\left(r_{n}\right)$ for zeros in the ranges $\theta \in(0.15,0.45)$ (left) and $\theta \in(0.15,0.75)$ (right). In the latter, a narrow peak around $r=1$ appears on top of the chaotic distribution.

$$
\begin{equation*}
F(\theta)=\frac{d \log \mathcal{A}_{\mathrm{Ven}}^{\text {Regge }}}{d \theta}+\frac{d \log \mathcal{D}_{\mathrm{HES}}^{\mathrm{Regge}}}{d \theta}=0 \tag{6.42}
\end{equation*}
$$

we can observe a transition between the chaotic and regular spacings, as illustrated in Fig. 7.

## VII. SUMMARY AND OUTLOOK

We have expanded on the analysis of string scattering amplitudes involving an HES state, randomly chosen among the huge number of states with the given mass $\left(\alpha^{\prime} M^{2}=N-1=\sum_{n} n g_{n}-1\right)$ and helicity $J(N=$ $S_{\text {Max }} \geq S \geq J=\sum_{n} g_{n}$ ). In [4] we fitted the spacing ratios to a log-normal distribution. Although the log-normal distribution proved to be a good approximation of the available results, in the present work we have improved and argued that the $\beta$-ensemble distribution represents a better fit for the larger and finer set of data analyzed here. Moreover we have also argued that the $\beta$-ensemble distribution is better motivated by physical considerations.

We observed the chaotic behavior in the angular dependence of scattering amplitudes involving one highly excited string state. We can ascribe the chaos to the random superposition of the relevant spherical harmonics in the partial wave expansion of the amplitude. Given the unitarity of the process (the overall normalization is irrelevant in the analysis) we would expect $\beta$-ensemble distribution with $\beta=2$ as for GUE, or equivalently for large $N$, CUE. Instead we found better fits with values of $\beta$ around 1.7; not
far from 2 but significantly different from it such that the distribution cannot be precisely that of GUE. Comparing our data to similar samples drawn directly from GUE can confirm that deviations from $\beta=2$ are expected, but they are smaller than what we observed.

The scattering amplitude of HES states and three tachyons which we derived and analyzed in various regimes shows chaotic behavior associated to a dressing factor multiplying the 'standard' Veneziano amplitude. In this case we did not examine in as much detail the dependences of the distributions on $N$ and $J$, but our observation is that the general behavior is the same as in the three-point function.

There are several possible directions for followup work:
(i) One should try and clarify the origin of the mild but non-negligible dependence of the fitted $\beta$ parameter and the average ratio $\langle r\rangle$ on the chosen data, most prominently on $N$ and $J$.
(ii) One could conceive extending the analysis to processes with two or more HES states. The first obvious choice that comes to mind is generalized Compton scattering of a low-mass probe off HES states, possibly including inelastic channels involving excitations of the HES itself (to a nearby HES state). A related amplitude was computed already in [36].
(iii) One could consider similar processes in hadronic models inspired by holographic QCD, along the lines of $[37,38]$ and prove or disprove the emergence of chaotic behavior in this context.
(iv) Finding other tractable examples for chaos in quantum scattering amplitudes is another important task. In [4] we have discussed the leaky torus as another example where an analytic formula is known [6]. Another example of chaotic quantum scattering is in [39].
(v) One could give further quantitative support to the string/black hole correspondence by relating the "measurable" chaotic behavior found here with the expected chaotic behavior of scattering, absorption, and thermalization in black hole processes [40-51]. To this end, a given HES state, that may be considered a (a)typical microstate of a putative black hole ensemble, would better be replaced with a coherent state with mass, charge and spin distributed around some large "classical" value. Using the results in [19] could prove crucial in this endeavor.
(vi) In [3], it was observed that while the spectra of some nonintegrable QFT models displayed chaotic behavior, the associated distribution of eigenvectors did not match the RMT expectations, and was in fact unchanged from the integrable, nonchaotic models. One should identify what are the eigenvectors associated with the scattering amplitudes and verify if they are distributed as predicted by RMT. This has consequences for thermalization, as stressed in [3].
We hope to report soon on some of the above issues.
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## APPENDIX A: FOUR-POINT AMPLITUDE KINEMATICS

Let us introduce the center-of-mass (c.m.) system kinematics of scattering three tachyons of momenta $p_{1}, p_{2}$, and $p_{3}$ with an HES state of momentum $p$.

We choose the momenta of the scattered states as

$$
\begin{gather*}
p_{1}=\left(E_{1}, p_{\text {in }}, 0, \overrightarrow{0}\right), \quad p_{2}=\left(E_{2},-p_{\text {in }}, 0, \overrightarrow{0}\right)  \tag{A1}\\
p_{3}=-\left(E_{3}, p_{\text {out }} \cos \theta, p_{\text {out }} \sin \theta, \overrightarrow{0}\right), \\
p=-\left(E_{4},-p_{\text {out }} \cos \theta,-p_{\text {out }} \sin \theta, \overrightarrow{0}\right) \tag{A2}
\end{gather*}
$$

such that

$$
\begin{equation*}
p_{1}+p_{2}=\sqrt{s}, \quad p_{1}+p_{2}+p_{3}+p=0 \tag{A3}
\end{equation*}
$$

The DDF reference lightlike momentum $q$ and polarization $\lambda$ are constrained by $q \cdot p=1^{11}$ and $\lambda \cdot q=0$, and they are represented by

$$
\begin{equation*}
q=\frac{(1,0,1, \overrightarrow{0})}{E_{4}+\sin \theta p_{\mathrm{out}}}, \quad \lambda=\frac{(0,1,0, \vec{\Lambda})}{\sqrt{1+\vec{\Lambda} \cdot \vec{\Lambda}^{*}}} \tag{A4}
\end{equation*}
$$

Since, for simplicity, we chose to work with "null" $\lambda$, $\lambda \cdot \lambda=0$, we may choose a complex $\vec{\Lambda}$ such that $\vec{\Lambda} \cdot \vec{\Lambda}=$ -1 and yet $\vec{\Lambda} \cdot \vec{\Lambda}^{*}=+1$.

Following the CMS kinematics one has

$$
\begin{gather*}
E_{1}=\frac{s+M_{1}^{2}-M_{2}^{2}}{2 \sqrt{s}}=\frac{\sqrt{s}}{2}, \\
E_{2}=\frac{s+M_{2}^{2}-M_{1}^{2}}{2 \sqrt{s}}=\frac{\sqrt{s}}{2},  \tag{A5}\\
E_{3}=\frac{s+M_{3}^{2}-M_{4}^{2}}{2 \sqrt{s}}=\frac{s-2 N}{2 \sqrt{s}}, \\
E_{4}=\frac{s+M_{4}^{2}-M_{3}^{2}}{2 \sqrt{s}}=\frac{s+2 N}{2 \sqrt{s}}, \tag{A6}
\end{gather*}
$$

and

$$
\begin{equation*}
p_{\mathrm{in}}^{2}=2+\frac{s}{4} ; \quad p_{\mathrm{out}}^{2}=2+\frac{s}{4}\left(1-\frac{2 N}{s}\right)^{2} \tag{A7}
\end{equation*}
$$

The relevant scalar products involving momenta are given by

$$
\begin{align*}
q \cdot p_{1} & =-\frac{E_{1}}{\sin \theta p_{\mathrm{out}}+E_{4}} \\
& =\frac{-1}{1+\frac{2 N}{s}+2 \sin \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}}=q \cdot p_{2}, \quad(\mathrm{~A} 8)  \tag{A8}\\
q \cdot p_{3} & =\frac{E_{3}-p_{\mathrm{out}} \sin \theta}{E_{4}+p_{\mathrm{out}} \sin \theta}=\frac{1-\frac{2 N}{s}-2 \sin \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}}{1+\frac{2 N}{s}+2 \sin \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}} . \tag{A9}
\end{align*}
$$

[^10]Using conservation of momentum and $q \cdot p=1$ one can easily derive the relation

$$
\begin{equation*}
q \cdot p_{3}=-1-q \cdot\left(p_{1}+p_{2}\right)=-1-2 q \cdot p_{1} . \tag{A10}
\end{equation*}
$$

The relevant scalar products involving polarizations are given by

$$
\begin{array}{r}
\lambda \cdot p=p_{\text {out }} \cos \theta=\sqrt{s} \cos \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}=-\lambda \cdot p_{3},  \tag{A11}\\
\lambda \cdot p_{1}=p_{\text {in }}=\sqrt{s} \sqrt{\frac{2}{s}+\frac{1}{4}}=-\lambda \cdot p_{2},
\end{array} \quad(\mathrm{~A} 12)
$$

where for convenience it was constrained the free parameter to be $\vec{\Lambda} \cdot \vec{\Lambda}=-1$. Given the general form of the covariant polarization $\zeta^{\mu}=\lambda^{\mu}-\lambda \cdot p q^{\mu}$, it follows that
$\zeta \cdot p_{1}=\sqrt{s} \sqrt{\frac{2}{s}+\frac{1}{4}}+\frac{\sqrt{s} \cos \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}}{1+\frac{2 N}{s}+2 \sin \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}}$,
$\zeta \cdot p_{2}=-\sqrt{s} \sqrt{\frac{2}{s}+\frac{1}{4}}+\frac{\sqrt{s} \cos \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}}{1+\frac{2 N}{s}+2 \sin \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}}$,

$$
\begin{equation*}
\zeta \cdot p_{3}=-\frac{2 \sqrt{s} \cos \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}}{1+\frac{2 N}{s}+2 \sin \theta \sqrt{\frac{2}{s}+\frac{1}{4}\left(1-\frac{2 N}{s}\right)^{2}}}, \tag{A14}
\end{equation*}
$$

where the combination of these terms reflects momentum conservation $\zeta \cdot\left(p_{1}+p_{2}+p_{3}\right)=0$ and transversality $\zeta \cdot p=0$, as expected.

## APPENDIX B: DERIVATION OF THE HES-THREE TACHYON AMPLITUDE

In this section we will review the main steps for the computation of the scattering amplitude involving three tachyons and one generic HES state in an open bosonic string. Let us start by considering the tachyonic vertex operators inserted in the ordered positions $z_{j}$ of the disk, with $j=1,2,3$

$$
\begin{equation*}
V_{T}\left(p_{j}, z_{j}\right)=e^{i p_{j} \cdot X}\left(z_{j}\right) \tag{B1}
\end{equation*}
$$

and the coherent vertex operator inserted in position $z_{4}$,

$$
\begin{align*}
V_{\mathcal{C}}\left(p, z_{4}\right)= & \exp \left(\sum_{n, m} \frac{\zeta_{n} \cdot \zeta_{m}}{2} \mathcal{S}_{n, m} e^{-i(n+m) q \cdot X}\right. \\
& \left.+\sum_{n} \zeta_{n} \cdot \mathcal{P}_{n} e^{-i n q \cdot X}+i \tilde{p} \cdot X\right)\left(z_{4}\right) \tag{B2}
\end{align*}
$$

The generating scattering amplitude is given by

$$
\begin{align*}
\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t)= & \int_{z_{4}}^{z_{2}} \prod_{\ell=1}^{4} d z_{\ell}\left\langle V_{T}\left(p_{1}, z_{1}\right) V_{T}\left(p_{2}, z_{2}\right)\right. \\
& \left.\times V_{T}\left(p_{3}, z_{3}\right) V_{\mathcal{C}}\left(p, z_{4}\right)\right\rangle \tag{B3}
\end{align*}
$$

From the correlator one can factorize the Koba-Nielsen contribution due to the contractions

$$
\begin{align*}
\left\langle p_{j} \cdot X\left(z_{j}\right) p_{\ell} \cdot X\left(z_{\ell}\right)\right\rangle & =-p_{j} \cdot p_{\ell} \log \left(z_{j \ell}\right), \\
z_{j \ell} & =z_{j}-z_{\ell} \tag{B4}
\end{align*}
$$

finding

$$
\begin{equation*}
K N\left(\left\{z_{j}\right\}\right)=z_{12}^{p_{1} \cdot p_{2}} z_{13}^{p_{1} \cdot p_{3}} z_{14}^{p_{1} \cdot p} z_{23}^{p_{2} \cdot p_{3}} z_{24}^{p_{2} \cdot p} z_{34}^{p_{3} \cdot p} \tag{B5}
\end{equation*}
$$

Using the general kinematics

$$
\begin{align*}
\left(p_{3}+p\right)^{2} & =-s=\left(p_{1}+p_{2}\right)^{2} \\
\left(p_{2}+p_{3}\right)^{2} & =-t=\left(p_{1}+p\right)^{2} \\
\left(p_{1}+p_{3}\right)^{2} & =-u=\left(p_{2}+p\right)^{2} \tag{B6}
\end{align*}
$$

where $s+t+u=3 M_{T}^{2}+M_{N}^{2}$ with $M_{N}^{2}=2(N-1)$ the mass square of a generic state of the level $N$, the KobaNielsen contribution can be written as

$$
\begin{align*}
K N\left(\left\{z_{j}\right\}\right)= & \left(\frac{z_{12} z_{34}}{z_{13} z_{24}}\right)^{-\frac{s}{2}-2}\left(\frac{z_{14} z_{23}}{z_{13} z_{24}}\right)^{-\frac{t}{2}-2} \\
& \times\left(z_{13} z_{24}\right)^{-2}\left(\frac{z_{34} z_{14}}{z_{13}}\right)^{N} \tag{B7}
\end{align*}
$$

The last factor is related to the exponential nature of the insertion (B2), and it can be reabsorbed as a dressing factor of the linear and bilinear contributions

$$
\begin{equation*}
e^{-i n q \cdot X} \Rightarrow\left(\frac{z_{34} z_{14}}{z_{13}}\right)^{n}, \quad e^{-i(m+n) q \cdot X} \Rightarrow\left(\frac{z_{34} z_{14}}{z_{13}}\right)^{m+n} \tag{B8}
\end{equation*}
$$

The remaining contributions are related to the contractions

$$
\begin{equation*}
\left\langle p_{j} \cdot X\left(z_{j}\right) \zeta_{n} \cdot \partial X\left(z_{4}\right)\right\rangle=\frac{\zeta_{n} \cdot p_{j}}{z_{j 4}} \tag{B9}
\end{equation*}
$$

that combined with the operator structure $\zeta_{n} \cdot \mathcal{P}_{n}$ and $\mathcal{S}_{n, m}$ yield

$$
\begin{equation*}
\zeta_{n} \cdot \mathcal{P}_{n}\left(z_{4}\right) \Rightarrow \sum_{k=1}^{n}\left(\prod_{j \neq 4} \frac{\zeta_{n} \cdot p_{j}}{z_{j 4}}\right) \mathcal{Z}_{n-k}\left(n \sum_{j \neq 4} \frac{q \cdot p_{j}}{z_{j 4}}\right) \tag{B10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}_{n, m}\left(z_{4}\right)=\sum_{r=1}^{m} r \mathcal{Z}_{n+r}\left(n \sum_{j \neq 4} \frac{q \cdot p_{j}}{z_{j 4}}\right) \mathcal{Z}_{m-r}\left(m \sum_{j \neq 4} \frac{q \cdot p_{j}}{z_{j 4}}\right) \tag{B11}
\end{equation*}
$$

The combination of all the contractions yields

$$
\begin{align*}
\mathcal{A}_{\text {gen }}^{\mathrm{HES}}(s, t)= & \int_{z_{4}}^{z_{2}} \prod_{\ell=1}^{4} d z_{\ell}\left(\frac{z_{12} z_{34}}{z_{13} z_{24}}\right)^{-\frac{s}{2}-2}\left(\frac{z_{14} z_{23}}{z_{13} z_{24}}\right)^{-\frac{t}{2}-2}\left(z_{13} z_{24}\right)^{-2} \\
& \times \exp \left\{\sum_{n}\left(\frac{z_{34} z_{14}}{z_{13}}\right)^{n} \sum_{k=1}^{n}\left(\prod_{j \neq 4} \frac{\zeta_{n} \cdot p_{j}}{z_{j 4}}\right) \mathcal{Z}_{n-k}\left(n \sum_{j \neq 4} \frac{q \cdot p_{j}}{z_{j 4}}\right)\right\} \\
& \times \exp \left\{\sum_{n, m} \frac{\zeta_{n} \cdot \zeta_{m}}{2}\left(\frac{z_{34} z_{14}}{z_{13}}\right)^{n+m} \sum_{r=1}^{m} r \mathcal{Z}_{n+r}\left(n \sum_{j \neq 4} \frac{q \cdot p_{j}}{z_{j 4}}\right) \mathcal{Z}_{m-r}\left(m \sum_{j \neq 4} \frac{q \cdot p_{j}}{z_{j 4}}\right)\right\} . \tag{B12}
\end{align*}
$$

Eliminating the redundancy of the $S L(2, R)$ invariance fixing $z_{1}, z_{2}$, and $z_{4}$ produces the standard transformation of the integration measure

$$
\begin{equation*}
\prod_{j=1}^{4} d z_{j}=z_{12} z_{14} z_{24} d z_{3} \tag{B13}
\end{equation*}
$$

which combined with $\left(z_{13} z_{24}\right)^{-2}$ gives a finite result in the limit $z_{1}=\infty, z_{2}=1, z_{3}=z, z_{4}=0$

$$
\begin{equation*}
\left.\frac{z_{12} z_{14}}{z_{13}^{2} z_{24}}\right|_{z_{1}=\infty}=1 \tag{B14}
\end{equation*}
$$

while for the other terms one has

$$
\begin{equation*}
\left(\frac{z_{12} z_{34}}{z_{13} z_{24}}\right)^{-\frac{s}{2}-2}=z^{-\frac{s}{2}-2}, \quad\left(\frac{z_{14} z_{23}}{z_{13} z_{24}}\right)^{-\frac{t}{2}-2}=(1-z)^{-\frac{t}{2}-2} . \tag{B15}
\end{equation*}
$$

Finally, one can study how the remaining contributions transform under the $S L(2, R)$ invariance, finding the final expression of the scattering amplitude given in (6.3).

## APPENDIX C: COMPARISON OF THE $\beta$-ENSEMBLE WITH A LOG-NORMAL DISTRIBUTION

In our previous paper [4] we fitted the spacing ratios $r_{n}$ to a log-normal distribution

$$
\begin{equation*}
f_{\mathrm{LN}}(r)=\frac{1}{\sqrt{2 \pi \sigma^{2}} r} \exp \left(-\frac{[\log (r)-\mu]^{2}}{2 \sigma^{2}}\right) \tag{C1}
\end{equation*}
$$

This distribution proved good as a first approximation of the result, but in the present work we have seen that the $\beta$-ensemble distribution (3.4) is both a better fit for the data, and is better motivated by random matrix theory.

The distributions are quite close. For a given $\beta$ we can find a log-normal distribution with $\mu=0$ (because of the $r \rightarrow 1 / r$ symmetry) and an appropriate value of $\sigma$ to approximate it very well. One can measure the distance between the distributions using the relative entropy,

$$
\begin{equation*}
I(\beta ; \sigma)=\int_{0}^{\infty} d r f_{\beta}(r) \log \left(\frac{f_{\beta}(r)}{f_{L N}(r)}\right) \tag{C2}
\end{equation*}
$$

and, for a given $\beta$, pick the value of $\sigma$ that minimizes it. For instance, for $\beta=1,2$, and 4 the closest log-normal distributions are at $\sigma \approx 1.014,0.773$, and 0.565 , respectively. The value of the relative entropy at the minimum is in these three cases between $0.002-0.009$, with the better agreement occurring for larger $\beta$.

For a direct comparison, in Fig. 8 we plot one of the distribution we had in Sec. V, for the decay amplitude of states with $N=400$, now together with a fitted log-normal


FIG. 8. Distribution of spacing ratios in the decay amplitude of states with $N=400$, fitted to a log-normal distribution with $\sigma=0.79$ (dashed-red line) and to the $\beta$-ensemble (black line) distribution with $\beta=1.88$. The better fit is with $\beta$.
distribution. We would also note that in [4] we used an approximated form of the HES $\rightarrow T T$ amplitude (5.1) which separately caused deviations in the result for the spacing ratios. The excess of points around $r=1$ noted there does not occur when we use the exact formula.

## APPENDIX D: RANDOM PARTITIONS OF A LARGE INTEGER

As discussed in Sec. IV B, the number of partitions of an integer $N$ grows exponentially in $\sqrt{N}$. Since we cannot probe the full space of states, we need a reliable method of picking representative, generic states in a random way.

Picking a partition of a large integer $N$ at random, with each partition having an equal probability of being chosen, is a nontrivial task. We present here one algorithm that accomplishes this goal.

We represent a partition as a list $\left\{g_{n}\right\}, n=1,2, \ldots N$, where $g_{n}$ is the number of times that $n$ occurs in the partition. The algorithm relies on a result [52] regarding the asymptotic distributions of $\left\{g_{n}\right\}$ for large $N$, namely that each $g_{n}$ has the geometric distribution

$$
\begin{equation*}
P\left(g_{n}=k\right)=\left(1-p_{n}\right)^{k} p_{n} \tag{D1}
\end{equation*}
$$

with the parameter

$$
\begin{equation*}
p_{n}=1-\exp \left(-\frac{n \pi}{\sqrt{6 N}}\right) \tag{D2}
\end{equation*}
$$

One can generate a random partition of $N$ by drawing values of $\left\{g_{n}\right\}, n=1,2, \ldots, N$ from the above distribution, treating each $g_{n}$ as an independent variable, until one reaches a set that corresponds to a partition of $N$. That is, until one gets a set of $\left\{g_{n}\right\}$ that satisfies $\sum_{n} n g_{n}=N$. The result of [52] implies that the partitions of $N$ that will be reached by this algorithm will be uniformly distributed, at
least at large $N$. Each partition of $N$ has an equal probability of being chosen.

The downside of the algorithm is that it needs to reject many sets of $\left\{g_{n}\right\}$ until it reaches one that satisfies the constraint, with the expected number of rejections being $\mathcal{O}\left(N^{3 / 4}\right)$. By use of probabilistic algorithms one can improve the number of rejections to $\mathcal{O}\left(N^{1 / 4}\right)$ or even $\mathcal{O}(1)$ [53].

The simpler, $\mathcal{O}\left(N^{1 / 4}\right)$ algorithm is as follows:
(1) Draw $\left\{g_{n}\right\}$ for $n \geq 2$, with $g_{n}$ distributed according to (D1).
(2) Set $k \equiv N-\sum_{n=2}^{N} n g_{n}$. If $k<0$, restart from step 1 .
(3) Draw a random variable $u \in(0,1)$ from the uniform continuous distribution. If $u<e^{-\frac{k \pi}{\sqrt{6 N}}}$, reject the partition and return to step 1.
(4) Else, set $g_{1}=k$ to finish.

Step 3, where some partitions are rejected with a specifically chosen probability, assures that the probability to output any given partition is as before.

We can use a modification of the above algorithm to generate a partition of a given length $J$. We modify only step 1 , where we start by choosing $\left\{g_{n}\right\}$ such that $g_{J} \geq 1$ and $g_{n>J}=0$. Then, the result after step 4 will be a partition of $N$ where the maximum summand in the partition is $n_{\max }=J$. Then, taking the conjugate partition, we get a partition of $N$ into exactly $J$ parts.

In the preparation of this work, we have used several methods of picking random partitions. One is the brute force method; generate a list of all possible partitions of a given $N$ (and $J$ when that is constrained), then, select random elements from the list with equal probability. This is the simplest method at smaller $N$, but becomes impractical quickly as one increases $N$. For unconstrained partitions of $N$ we have used Mathematica's built-in (as part of the Combinatorica package) function RandomPartition $[N]$. To produce partitions of large $N$ with fixed $J$, we have used the algorithm described in the previous paragraph.
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[^1]:    ${ }^{1}$ See also [17-24] for more recent reviews and other applications.

[^2]:    ${ }^{2}$ Symmetries of the amplitude in the angle would allow us to eventually reduce the range to $(0, \pi / 2)$.

[^3]:    ${ }^{3}$ The Coulomb gas representation corresponding to a logarithmic potential finds many applications in 2D - CFT including minimal models, Liouville models and many others [28-30].

[^4]:    ${ }^{4}$ These are relevant in the scattering in $D=5$ as in $[31,32]$.

[^5]:    ${ }^{5}$ Even superposition of mass eigenstates with different masses would give a 'trivial' angular distribution as long as all the spins are aligned, i.e., $\vec{J}_{N}=\vec{J}_{N}^{\prime}$ in the superposition.

[^6]:    ${ }^{6}$ The distribution at $\beta=0$ is close to but not the same as the Poisson distribution, for which $\langle r\rangle$ diverges while $\langle\tilde{r}\rangle \approx 0.386$.
    ${ }^{7}$ This is excepting the normalization, which becomes irrelevant once one takes the logarithmic derivative of the decay amplitude.

[^7]:    ${ }^{8}$ We set $2 \alpha^{\prime}=1$.

[^8]:    ${ }^{9}$ An alternative would be to use (6.33) and ignore the fact that we assumed $\sin \theta \ll 1$ to get it. That dressing factor will also have a similar distribution of $r_{n}$.

[^9]:    ${ }^{10}$ This is not an optimal example, since we should not trust (6.33) away from small angles. We choose it for illustration purposes, and because it is the simplest amplitude that we can write that realizes this transition in an explicit and easy to calculate way.

[^10]:    ${ }^{11}$ Here and throughout we work in units where $\alpha^{\prime}=\frac{1}{2}$.

