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Over the last few years, there has been an increasing interest in sub-solar-mass black holes due to their
potential to provide valuable information about cosmology or the black hole population. Motivated by this,
we study observable phenomena connected to the merger of a sub-solar-mass black hole with a neutron star.
For this purpose, we perform new numerical-relativity simulations of a binary system composed of a black
hole with mass 0.5M⊙ and a neutron star with mass 1.4M⊙. We investigate the merger dynamics of this
exotic system and provide information about the connected gravitational-wave and kilonova signals. Our
study indicates that current gravitational-waveform models cannot adequately describe such systems and
that phenomenological relations connecting the binary parameters with the ejecta and remnant properties
do not apply to our system. Furthermore, we find a dependence of the kilonova signal on the azimuthal
viewing angle due to the asymmetric mass ejection. This first-of-its-kind simulation opens the door for
studying sub-solar-mass black hole–neutron star mergers and could serve as a testing ground for future
model development.
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I. INTRODUCTION

The first detection of gravitational waves (GWs) from a
binary black hole (BBH) merger in 2015 [1] inaugurated a
new era in astronomy. Since then, almost one hundred
compact binary mergers have been detected, including
the observation of a binary neutron star (BNS) system
(GW170817) accompanied by electromagnetic (EM) coun-
terparts [2,3] and the black hole–neutron star (BHNS)
detection GW2001151 [4]. Owing to the increasing sensi-
tivity of the existing GWobservatories [5,6] and the planned
next generation of GW detectors [7–10], we expect to detect
many more compact binary mergers in the near future.

Until now, the black holes (BHs) that have been detected
via GWs have masses that are typically larger than those
discovered in x-ray binaries [11–16]. The lightest compact
object that has been observed via GWs and was very likely a
BH, was the secondary component in GW190814 with a
mass of about 2.6M⊙ [17]. While such light BHs might form
through previous compact binary mergers, cf. GW170817,
hardly any astrophysical evolutionary processes predict the
formation of BHs with even smaller masses, particularly
with subsolar mass (SSM). Nevertheless, SSM BHs are
particularly interesting as they might indicate new formation
mechanisms and potentially new physics.
One possible scenario for the formation of SSM BHs

is the gravitational collapse of overdensities in the early
Universe that could result in primordial BHs (PBHs),
e.g., [18–21]. Specifically, these PBHs can form during
quantum chromodynamic (QCD) phase transition, produc-
ing a population with a peak around 1M⊙ [22–25]. This
formation channel might be supported by recent GW

1In the absence of an EM counterpart, the classification as
BHNS merger is based on the fact that the mass of the secondary
component is consistent with expectations for an NS. However,
the possibility that the secondary component was a light BH
instead remains.
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detections [26] of compact binary coalescences that chal-
lenge the astrophysical formation scenarios of BHs. SSM
BHs can also form as a result of the dynamical capture
of small PBHs (10−16 < M=M⊙ < 10−7) by white dwarfs
(WDs) or neutron stars (NSs), where a significant part of
the compact star matter falls onto the BH [27–30]. This can
result in a remnant BH mass of 0.5M⊙–1.4M⊙ after
interaction with a WD, which can lead to the formation
of a BHNS binary with a SSM BH [31,32]. Another
possible mechanism for SSM BH formation might be
the gravitational collapse of dark matter halos [33].
So far, searches for compact binaries with at least

one SSM component have been unsuccessful in finding
any evidence for this class of objects, e.g., [34–38],
but similar searches are planned for the next observing
runs, and, with increasing sensitivity and redshift reach of
the GW detectors, the chances of success are continu-
ously rising.
In light of the large interest in SSM BHs and possible

multimessenger sources, we are focusing in this paper on
new numerical-relativity (NR) simulations of BHNS sys-
tems for which the BH has a subsolar mass, which we are
referring to as NSbh hereafter. NSbh simulations could also
be of particular interest for the future development of GW
models for compact binary systems containing at least one
NS since they provide a testing ground for calibration and
validation of existing models, e.g., [39–42], outside their
original calibration region.
The paper is structured as follows. In Sec. II, we discuss

the employed numerical methods and highlight changes
between our previous BHNS studies [43,44] and this
study. In Sec. III, we present the physical configuration
that we performed and our simulation results. In Sec. IV,
we discuss observable GW and kilonova signatures con-
nected to our simulations. We conclude in Sec. V.
Furthermore, in the Appendices A–D, we provide infor-
mation about simulations with a different grid setup
and the input variables for computing the kilonova light
curves. Unless otherwise stated, this paper uses geometric
units, with c ¼ G ¼ 1 and M⊙ ¼ 1.

II. METHODS AND SETUPS

In this paper, we employ the NR code BAM for our
dynamical simulations. Throughout this work, we follow
mainly Ref. [43] unless stated otherwise.

A. Upgrades to use FUKA initial data

In contrast to Refs. [43,44], simulations shown in this
paper use initial data computed with the publicly available
FUKA code [45]. FUKA is a spectral solver to construct
consistent and constraint-solved initial data using the
extended conformal thinsandwich (XCTS) formulation of
Einstein’s field equations [46–48]. The advantage of FUKA
compared with LORENE [49] is that the code allows us

to compute initial configurations for a large variety of
configurations, including extremely compact, asymmetric,
and spinning binaries. Similarly, the code is noticeably
more tested than Elliptica [44] and has been employed in
numerous other NR studies, e.g., [45,50–52]. Finally, using
FUKA also leads to more accurate initial data, with respect
to constraint violations. Because of this improvement,
we find that we can perform more reliable simulations
with smaller constraint damping parameters (κ1 ¼ 0.02,
κ2 ¼ 0.0) compared with Ref. [43].
Thanks to the modular architecture of BAM and FUKA,

both codes have been easily extended to load the initial
data. We computed the FUKA initial data at resolution 15,
i.e., 15 collocation points in r and θ directions, and 14 in
the ϕ direction for every computational grid domain. We
used two additional shells around the BH, which increases
the resolution in this region without changing the global
one and thus further reduces the constraint violations.
Then, the spectral data are imported from FUKA onto
BAM’s Cartesian grid by first constructing the simulation
grid. Then we evaluate the geometric and hydrodynamic
fields at these Cartesian coordinates utilizing exporter
provided in FUKA. Exporter handles the excised
interior of the BH by filling it with constraint-violating
initial data using polynomial extrapolation of the fields
outside the horizon.

B. Tracking the black hole

We also modify the tracking method to follow the
BH motion, compared with [43]. In Ref. [43], we used
the shift βi to track the position xipunc of the puncture by
integrating

∂txipunc ¼ −βiðxjpuncÞ; ð1Þ

cf. [53]. Here, we track both compact objects (the NS and
the SSM BH) by locating the minimum of the lapse within
the finest refinement levels that cover each of the compact
objects. This approach allows us to set a lower limit on the
change in the trajectories that can be tracked, which was
not possible with the shift-integrating method used in
Ref. [43], as the tracking accuracy is set by the time step
that affects the iterative Crank-Nicholson (ICN) method.
Using the minimum of the lapse allows us to avoid failures
in tracking the compact BH close to the merger, where
using the ICN method, the puncture was not always
located in the center of the finest refinement box due
to a too-large integration time step.

III. NSbh SIMULATION

A. Configuration

In this work, we study a single physical configuration,
in which the SSM BH has a mass of 0.5M⊙ and the
NS has a gravitational mass in isolation of 1.4M⊙; cf.
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Table I. We employ a piecewise-polytropic representation
of the Skyrme-Lyon (SLy) equation of state (EOS) [54].
The initial GW frequency for our setup is Mω0

22 ¼ 0.0377,
which results in approximately 25 GW cycles from the
beginning of the simulation up to the merger2; cf. top panel
of Fig. 1. The residual eccentricity is e ≈ 0.019, as visible
from the bottom panel of Fig. 1. The estimated eccentricity
was calculated following [55], in particular Sec. IV C.
To quantify uncertainties and validate our results, we

have performed simulations with six different grid setups,
in which we varied the grid spacing and the number of
refinement levels surrounding the BH. We use eight
refinement levels to cover the NS for all our simulations,
while we use 11 or 12 refinement levels to resolve the BH.
This way, the BH is resolved with an 8 or 16 times higher
resolution than the NS, respectively. The larger number of
refinement levels leads to a drastic increase in the computa-
tional costs; cf. [56] and see also the last column in Table II.
To reduce the computational costs, we use bitant symmetry,
i.e., we assume reflection symmetry relative to the equa-
torial plane, z ¼ 0.
The additional refinement levels are necessary due to the

steeper gradients of the metric components around the
puncture than around the NS. We find more reliable results
for the setups in which we use a total of 12 refinement
levels to cover the BH, cf. Sec. III C and Appendix A.
In the following text, we denote the maximum number of

refinement levels as L and refer to a specific refinement
level by its order number l starting from the coarsest
level with l ¼ 0. We summarize all grid configurations
in Table II.

B. Qualitative discussion

In Fig. 2, we present 2D snapshots of the density and
Hamiltonian constraint for the dynamical evolution of the
configuration NSbhR3 in the equatorial plane.
At the beginning of the simulation (t ¼ 0 ms), the

objects are separated by a coordinate distance of

37.0 km. The radius of the NS is 9.1 km,3 and is around
15 times larger than the radius of the apparent horizon
with 0.6 km. For the Hamiltonian constraint (bottom panel
of Fig. 2), we find a specific pattern of the spectral grid
used in FUKA, cf. [45]. There, the largest constraint
violations reside in the grid cells surrounding the NS
and the BH.
The second column of Fig. 2 shows the system at

t ¼ 10 ms, i.e., ∼3.5 orbits after the beginning of the
simulation. The Hamiltonian constraint violation has sig-
nificantly decreased compared with the one at the first time
step (t ¼ 0 ms). This fact is also visible at Fig. 4 (see for
details Sec. III C). We attribute the decrease of the constraint
violation to the constraint damping properties of the Z4c
evolution scheme [57,58] that we used for the simulations.
Nevertheless, the largest constraint violations happen for the
BH, not the NS. For the regions outside the BH or NS, there
are circular structures propagating outward. Around the NS,

FIG. 1. Top: orbits of the compact objects for NSbhR3 using
the simulation coordinates (x, y). Bottom: initial eccentricity
estimate, e, using the proper distance separation, dprop, within the
first milliseconds of the simulation.

TABLE I. NSbh physical configuration: the EOS of the NS, its
baryonic and gravitational masses, MNS

b and MNS
g , its compact-

ness M=R, the BH gravitational mass MBH, its dimensionless
spin χBH, initial coordinate separation d0, residual eccentricity e
of the system in the initial data, and the initial orbital frequency
MΩ. The values are given in geometric units with c ¼ G ¼ 1
and M⊙ ¼ 1.

EoS MNS
b MNS

g M=R MBH χBH d0 e MΩ

SLy 1.55748 1.4 0.180 0.5 0 25.1 0.019 0.0188

2We define merger time as the time when the amplitude of
strain h reaches its maximum:

tmerger ¼ argmaxjhðtÞj.

3The evolution coordinates are not Schwarzschild coordinates,
but rather close to isotropic coordinates due to our usage of the
moving puncture gauge.
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there is a cross-shaped grid artifact, which appears due to our
choice of Cartesian coordinates.
At the time t ¼ 32 ms, the NS undergoes tidal disrup-

tion, and accordingly, the Hamiltonian constraint violation
increases during that time.
In the last column, we show the system at t ¼ 36 ms,

when a torus has formed and the Hamiltonian constraint
violation is again reduced. As in all the cases before, the
highest Hamiltonian constraint violation occurs for the BH.

To further illustrate the dynamics of the system, we
produce a three-dimensional (3D) visualization of the
matter density evolution for the entire simulation
NSbhR2 for which we output 3D data [59]. The notable
frames are outlined in Fig. 3: mass transfer (t ¼ 31 ms),
merger (t ¼ 32 ms), and torus formation (t ¼ 35 ms).
In the early inspiral, there is effectively no mass transfer

onto the BH, and the NS is being tidally deformed. The
mass transfer commences at around t ¼ 29 ms and is
depicted in progress at t ¼ 31 ms on the first panel.
Soon after the mass transfer, at t ¼ 32 ms (second

panel), the NS is tidally disrupted and twisted around
the BH, while most of the matter rapidly falls into the BH.
Once the remaining material makes its first orbit around
the BH, it forms a torus. At that time, the torus still has a
density of ∼3 × 1013 g cm−3. Then, it begins to expand (see
the video, [59]) at roughly t ¼ 34 ms, and its density drops
to ∼1.4 × 1012 g cm−3 by t ¼ 38 ms.
The stable yet expanding torus is shown on the third

panel at t ¼ 35 ms. From then onward, a steady accretion
onto the BH occurs at a rate of around 10−3M⊙ ms−1 (see
also Sec. III D). As can be seen in the video [59], the BH
experiences a noticeable kick after the merger. We measure
its recoil velocity in the simulation coordinates to be
about 1140 km s−1 by performing a linear fit for the radial
coordinate of the BH puncture after t ¼ 34 ms.

C. Monitoring the quality of the simulation

To test the validity of the results, we monitor the vital
metrics of the system during the simulation.

TABLE II. Grid configurations. The first column gives the
configuration name. The next eight columns give the number of
levels L, the number of moving box levels Lmv (for the BH, only
one for NS), the number of points in the nonmoving boxes n, the
number of points in the moving boxes nmv, the grid spacing h7
(l ¼ 7) in the finest level covering the NS, the grid spacing h10
(l ¼ 10), h11 (l ¼ 11) in the finest level covering the BH, the grid
spacing h0 (l ¼ 0) in the coarsest level, and the outer boundary
position R0. The grid spacing and the outer boundary position are
given in units of M⊙. The last two columns show the amount of
spent computational time Tc in millions of CPU hours, and the
total number of computational Intel Cascade Lake Platinum 9242
cores at HLRN Lise Nc for each run.

Name L Lmv n nmv h7 h10;11 h0 R0 Tc Nc

NSbhL11R1 11 4 192 96 0.188 0.023 24 2316 0.19 768

NSbhL11R2 11 4 288 144 0.125 0.016 16 2312 0.62 768

NSbhL11R3 11 4 384 192 0.094 0.012 12 2310 1.58 1056

NSbhR1 12 5 192 96 0.188 0.012 24 2316 0.41 864
NSbhR2 12 5 288 144 0.125 0.008 16 2312 1.34 1056
NSbhR3 12 5 384 192 0.094 0.006 12 2310 4.11 1920

FIG. 2. Evolution of the matter density ρ (top row) and the Hamiltonian constraint jHj (bottom row) at the beginning of the simulation,
inspiral, merger, and postmerger, respectively for NSbhR3. The white circle on the density plots represents the apparent horizon of the
BH. The values are computed for l ¼ 5, where both compact objects are covered by the same refinement level.
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In the first two panels of Fig. 4, we plot L2 norms of
the Hamiltonian and momentum constraints. Both norms
have their highest values at the beginning of the simulation
and decrease soon after 4 ms until 10 ms; after that, they
retain roughly the same value throughout the inspiral. For the
Hamiltonian constraint, as discussed above in relation to
Fig. 2, it increases at the time of the merger. We attribute this
behavior to tidal disruption andmass transfer. In contrast, the
momentum constraint drops at the time of the merger.
Throughout the inspiral, the Hamiltonian constraint

decreases with higher resolutions, converging to a certain
value. This is an indicator of the robustness of the evolution
scheme, as well as its constraint-damping properties.
Meanwhile, the momentum constraint remains roughly
constant and sufficiently small across all resolutions.
In the third panel, we show the relative difference

between the total baryonic mass Mb from its initial value,
demonstrating its conservation throughout the simulation
before merger. From t ¼ 0 ms until t ≈ 20 ms, the baryonic
mass experiences a linear loss due to numerical errors. The
mass loss error remains below 0.015% until the beginning
of the mass transfer (t ¼ 27 ms), after which most of the
baryonic mass falls into the BH. As we employ shift gauge
speed of μS ¼ 1 for the Γ-driver shift condition, the matter
leaves the computational grid close to the puncture due to
large stretching of the spatial coordinates; cf. Sec. III B
of [60]. For completeness, we discuss the same metrics
for the simulations with 11 refinement levels covering the
BH (L ¼ 11) in Appendix B.

D. Postmerger

We continue the simulations up to ∼7 ms after the
merger. The postmerger properties are summarized in
Table III. To characterize the remnant, we compute the
BHmass based on its apparent horizon to beMBH ≈ 1.8M⊙
and its dimensionless spin χBH ≈ 0.60.
These values are in good agreement with previous studies

and fitting formulas forBHNSandBBHremnantmass and its
dimensionless spin parameter. In particular, applying the

formula from [61] for BHNS systems results in MBH ¼
1.71M⊙ and χBH ≈ 0.55, while applying the NRSur7dq4-
Remnant [62] model using surfinBH [63] for BBH systems
results in MBH¼1.84M⊙ and χBH ≈ 0.56. Both models
predict a slower-spinning remnant than in this study.
We also used the latter model for BBH systems to

compute the expected recoil velocity resulting in
∼170 km s−1. Since the model assumes two BHs and not
a NS as a secondary companion, we can consider this value
as an upper limit of the GW kick contribution, as our
NSbh simulation merges earlier than a comparable BBH
system with two BHs of the same mass. Consequently, less
momentum is emitted by GWs. However, the recoil velocity
determined from our simulation is around 1140 km s−1, i.e.,
more than six times larger; see Sec. III B. As in other BHNS
systems, e.g., [64], the kick is mainly caused by the ejected
matter rather than by the radiation of linear momentum
via GWs. To verify this, we computed the net linear
momentum of the ejected material. More explicitly, we
use the 3D ejecta data from NSbhR2 on l ¼ 1 at the last time
step, i.e., 39.16ms. At this time, the mass-weighted averaged
velocity of the ejecta is 0.16c, due to the asymmetric mass
ejection. Combining the ejecta contribution and the previ-
ously computed contribution of the asymmetric GW emis-
sion is sufficient to explain a recoil velocity for the BH of
about 1100 km s−1, which is in almost perfect agreement
with the remnant velocity after the merger.
We evaluated the properties of the ejecta and the mass of

the disk on l ¼ 1. To select the matter that is gravitationally
unbound from the system, we use the geodesic criterion of
ut < −1, where ut is the time component of four velocity,
and demand a positive radial velocity. We denote hereafter
the unbound matter with subindex u, e.g., the unbound rest-
mass density Du.

4 That way, the mass of the ejecta and the
disk are defined as

FIG. 3. Matter density distribution of NSbhR2 in 3D for three stages: mass transfer, merger, and disk formation. The gray sphere
represents the apparent horizon of the BH. The full-length animation for the simulation is available at [59].

4We use here the conserved rest-mass density D, which is
related to the proper rest-mass density ρ in the fluid rest frame by
D ¼ Wρ with W ¼ ð1 − viviÞ−1=2 as the Lorentz factor.
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Mejecta ¼
Z

Dud3x; Mdisk ¼
Z

Dd3x −Mejecta: ð2Þ

We show the time evolution of the total baryonic, the ejecta,
and the disk masses in Fig. 5. The values converge at
roughly the same values for all resolutions. Specifically,
we find the total rest mass of ∼0.06M⊙, the ejecta mass of
∼0.04M⊙, and the disk mass of ∼0.02M⊙ at about 7 ms
after the merger. In contrast to the BHNS studies to date,

FIG. 4. Evolution of selected metrics for NSbhR1, NSbhR2, and
NSbhR3 at l ¼ 2. Here, kHk2 is the L2 volume norm of the

Hamiltonian constraint, kM⃗k2 is the Euclidean norm of the L2

volume norms of the Cartesian components of the momentum

constraint, kM⃗k2 ¼ ½Pi∈fx;y;zg kMik2�12, Mb=Mb;0 − 1 is the
relative difference of the total baryonic mass Mb from its initial
value Mb;0, MBH is the mass of the BH, and χBH is the
dimensionless spin parameter for the BH. The values for

kHk2 and kM⃗k2 were smoothed out with first-order Savitzky-
Golay filter with the window length of 151 sample, and χBH with
61 sample.

TABLE III. Properties of the remnant: configuration name,
the gravitational mass of the BH MBH, its dimensionless spin
parameter χBH, mass of the ejected material Mejecta, and the mass
of the disk (torus) surrounding the BH Mdisk. The quantities are
extracted ∼7 ms after the merger from l ¼ 1.

Name MBH [M⊙] χBH Mejecta [M⊙] Mdisk [M⊙]

NSbhR1 1.814 0.59529 0.045 0.019
NSbhR2 1.816 0.59716 0.043 0.019
NSbhR3 1.819 0.59763 0.042 0.018

FIG. 5. Top: evolution of the rest mass of each simulation. The
results are extracted at l ¼ 1. Solid lines show the total rest mass
Mtotal, dashed lines the ejected mass Mejecta, and faint lines the
disk massMdisk. Bottom: accretion rate, i.e., reduction of the disk
mass extracted at l ¼ 1. We show the corresponding merger times
as thin vertical lines in the background of both panels. The values
for the accretion rate were smoothed out with a first-order
Savitzky-Golay filter with a window length of ten samples.
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cf. [43,64–67], the disk mass in the NSbh system is lower
than the mass of the dynamical ejecta. Thereby, the disk
mass decreases with time due to accretion onto the BH and
mass ejection. We show the evolution of the derivative of
the disk mass in the lower panel of Fig. 5, which we
consider as an upper bound of the accretion rate. In the
range between 34 and 39 ms, i.e., about 2.5 and 7.5 ms after
the merger, we get values in the order of 10−3M⊙ ms−1.
To compare our results with other studies, we used our

initial parameters for the BH and the NS in several fitting
formulas for the ejecta and disk masses of BHNS mergers,
e.g., [68–70], although the formulas do not cover our
parameter range. Therefore, it is not surprising that the
results of the models do not agree with our simulations since
they are employed well outside their calibration region.
For instance, the models of [68,70] both predict

Mej ¼ 0M⊙, while applying the model of [69] yields a
remnant baryonic mass comprising ejecta and disk masses
of Mrem ¼ 0.29M⊙, which is about 5 times larger than in
our simulations.
Hence, further numerical-relativity simulations in larger

regions of the parameter space are needed for calibration
and extension of the models to enable their usage to
interpret EM signatures connected to NSbh mergers.

IV. OBSERVABLE SIGNATURES

A. Gravitational-wave emission

In the following discussion, we extract a GW signal at
the radius rextr ¼ 1200 and in retarded time coordinate u,
defined as

u ¼ t − rextr − 2M ln
�
rextr
2M

− 1

�
; ð3Þ

where t is the simulation time and M is the total mass of
the system.
In the top panel of Fig. 6, the real part of the (2, 2) mode

of the GW strain rh22 is plotted against the retarded
coordinate time u for L ¼ 12 and all resolutions. The
configurations with lower resolutions result in earlier
merger times. This is caused by the additional numerical
dissipation for low-resolution setups, e.g., [71]. To check
the convergence of the GW signals, we plot the phase
differences (bottom panel of Fig. 6) between the different
resolutions as well as the rescaled phase difference between
the two highest resolutions assuming fourth-order conver-
gence (dashed line). Notice that this rescaled phase differ-
ence jΔϕj fourthðR2;R3Þ behaves similarly to that of
ΔðR1;R2Þ, though there are noticeable differences near
the beginning (and at the very end) of the simulation.
Nevertheless, this contrasts with the convergence failure
of the BHNS simulations in Ref. [43] and demonstrates
that the FUKA initial data solve this convergence issue. In
contrast to BNS simulations done with BAM for which we

find only second-order convergence when we employ the
WENOZ limiter [72], which is also employed here, we
find a higher convergence order. This indicates that the
leading order error is not connected to the hydrodynam-
ical evolution of the matter but to the simulation of the
puncture. This assumption is further supported by the
investigations performed in Appendix C where we inves-
tigate the performance of simulations with 11 levels
covering the BH (L ¼ 11). However, further tests for a
larger set of binary parameters are necessary to confirm
this hypothesis.
After assessing the accuracy of the GW signal, we

compare the resulting waveform to existing GW waveform
models. Most models assume that the BH mass is the
primary mass and must be greater than the NS mass. Some
existing BHNS models, such as IMRPhenomNSBH [41]
and SEOBNRv4T_ROM_NRTidalv2_NSBH [73], explic-
itly prohibit BH masses smaller than the NS mass. Other
models, such as IMRPhenomD_NRTidalv2 [74,75],
may not yield a reliable waveform even if they do not
explicitly prohibit it.
To demonstrate this, we provide a comparison between

the highest resolution in the L ¼ 12 simulations (NSbhR3)
with IMRPhenomD_NRTidalv2 [75], which is invoked
using LALSuite [76]. IMRPhenomD_NRTidalv2 uses a
closed-form, analytical expression of the tidal contributions
of a binary system that is calibrated to NR data [74,75],
which is then added to the phase of a BBH baseline
model [77]. For our comparison, we align the NR

FIG. 6. Top: real part of the (2, 2) mode of the GW strain, rh22,
against the retarded coordinate time u for all resolutions of
the NSbh system with 12 levels. Bottom: convergence for the
GW (2, 2) mode. We show the phase differences between
different resolutions (solid lines) and the rescaled phase differ-
ence, assuming fourth-order convergence (dashed line). The
vertical lines in the plot indicate the merger time.
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waveform with the model waveform by finding the
appropriate time and phase shifts δt, δϕ that minimize
the integral

Iðδt; δϕÞ ¼
Z

t2

t1

dtjϕNRðtÞ − ϕModelðtþ δtÞ þ δϕj; ð4Þ

over some chosen frequency interval or alignment window,
typically near the beginning of the NR waveform [78].
The result is shown in the top panel of Fig. 7, with the

dashed vertical lines corresponding to the alignment
window, and the solid black vertical line corresponding
to the merger in the NR simulation. The top panel contains
the comparisons of the waveforms for the duration of the
simulation; the bottom panel indicates the corresponding
phase differences between the waveform model and
NSbhR3. We show different types of dephasing errors:
the error between the highest and second-highest resolu-
tions of the L ¼ 12 configuration, ΔðNSbhR3 − NSbhR2Þ,
and the error between the highest resolutions between
the configurations with L ¼ 11 and L ¼ 12, ΔðNSbhR3 −
NSbhL11R3 Þ designating them using the corresponding col-
ored bands. For both cases, we also compute errors where
we first align the lower resolution (NSbhR2) or L ¼ 11

configuration (NSbhL11R3 ) with respect to NSbhR3 in the

same manner as we aligned the IMRPhenomD_
NRTidalv2 model.
Compared with IMRPhenomD_NRTidalv2, the tidal

effects in the model seem greater than in the NR simulation,
as seen by the shorter time to the merger. Furthermore, the
value obtained from the merger frequency function fmerger,
which scales as fmerger ∝ 1=

ffiffiffi
q

p
, is attained earlier in the

evolution so that the IMRPhenomD_NRTidalv2 wave-
form gets tapered before the merger of the NR waveform.
Overall, similar observations remain true also for
other waveform models such as SEOBNRv4T [79] or
TEOBResumS [80], which we have tested as well.
There is a noticeable amount of dephasing before and

after the alignment window, beyond the limits of the
estimated numerical uncertainty. Within the alignment
window, the dephasing oscillates in and out of the
ΔðNSbhR3 − NSbhL11R3 Þ bands, which can be attributed to
the eccentricity of our system. There is a considerable
amount of dephasing jΔϕj starting at u ∼ 11 ms (which
can also be seen in the top panel as IMRPhenomD_
NRTidalv2 dephase from NSbh) in the phases from
the resolution error ΔðNSbhR3 − NSbhR2Þ which increases
as we approach the merger time up to jΔϕj ∼Oð10 radÞ.
This relatively large dephasing before and after the align-
ment window still persists despite numerous attempts to
change the size of the window or its location entirely.
For example, using a narrower hybridization window cover-
ing one GW cycle and starting at u ≈ 0, we observe the
dephasing even inside this window, and it still exceeds the
tolerance regions computed between the two levels in are
needed to describe a system consisting of an NS and an
SSM BH by properly taking into account the contribution
of the tidal effects to the GW phase and the merger
frequency.
For completion, we also do the same analysis for the

simulation with level L ¼ 11 (NSbhL11R3 ), and the results
are shown in Appendix C. Interestingly, the L ¼ 11 NR
waveform is shorter than the L ¼ 12 waveform, making
the merger time similar to the one for IMRPhenomD_
NRTidalv2. We also note that in this case, all the phase
differences fall within the dark gray resolution error
ΔðNSbhR3 − NSbhR2Þ. However, the error between the
resolutions is larger than that of L ¼ 12, and is around
twice in value near the merger.

B. Kilonova light curves

To analyze the kilonova signal associated with our NSbh
simulation, we perform radiative transfer simulations using
the 3D Monte Carlo code POSSIS [81]. Specifically, we use
the latest version of the code [82] that employs heating-rate
libraries [83], thermalization efficiencies [84], and wave-
length- and time-dependent opacities [85] that depend on
local properties of the ejecta as density, temperature, Ye, and
velocity. We extract the ejecta at ∼8 ms after the merger
from the NHbhR2 simulation and use it as input to POSSIS

FIG. 7. Top: NR-simulated NSbh waveform compared with the
IMRPhenomD_NRTidalv2 model, for the same configuration.
The two dashed vertical lines in the early inspiral constitute the
alignment window, while a solid vertical black line indicates the
merger. Note that IMRPhenomD_NRTidalv2 yields a shorter
waveform than the NSbh simulation. Bottom: phase differences
between the NR and model waveforms. The gray bands corre-
spond to the error or phase difference between the highest and
second-highest resolutions of the L ¼ 12 simulation (both taken
raw and aligned with each other), while the yellow bands
correspond to the phase difference between the highest resolu-
tions of the L ¼ 12 and L ¼ 11 simulations. There is a noticeable
deviation beyond the maximum tolerance before the alignment
window; significant dephasing also occurs beyond the alignment
window, up to O½10� rad near the merger.
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FIG. 8. Top panels: light curves for the NSbhR2 simulation for the g, r, i, z, J, H, and K frequency bands at different observation
angles Φ and Θ. We show in faint lines the light curves for the variation of Θ from cosΘ ¼ 0 to cosΘ ¼ 1 in 0.1 steps and
additionally, in gray lines, the light curves for Θ ¼ 0° and Φ ¼ 0°. Below each light curve plot, we show the differences between the
light curves for different observation angles compared with the curve observed at Φ ¼ 0° and Θ ¼ 0°. Bottom panel: bolometric
light curves for the NSbhR2 simulation at different observation angles Φ and Θ. The deposition curve, derived from the amount of
energy available, is shown in the dashed line. Note that we use NSbhR2 instead of the higher resolution NSbhR3 because we did not
store all relevant 3D data for this simulation.
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(see Appendix D). The light curves are presented in Fig. 8.
We show the light curves in optical and infrared bands as
well as the bolometric luminosity Lbol. While the light
curves in the infrared peak (about −15 mag) after about 2 to
3 days and decrease sharply after about ten days, the light
curves in the optical bands are much fainter (about−12 mag
to −13 mag at 1 day after the merger) and decline quite
early. Since the numerical noise for the optical light curves
is relatively high, we will focus our discussion mostly on
the J, H, and K bands. These light curves are the more
prominent ones because we consider only the dynamical
ejecta which is lanthanide-rich (see Appendix D) and thus
cause the emission to peak in infrared bands. Other ejecta
components which form at later timescales and may emit
more in optical filters are neglected at this point. Also, due
to the low mass of the disk compared with the mass of the
tidal ejecta, the disk outflow ejecta will be a subdominant
component of the kilonova emission. We note that POSSIS
assumes a homologous expansion to model the outflowing
material, which, however, may not be present already at
8 ms after the merger [86–88].
Nevertheless, we use our simulations to investigate the

angular dependence of the light curves. In our simulations,
the ejecta is fairly asymmetric, as shown in Fig. 2 (and in
Appendix D). While only a few studies carried out full 3D
radiative transfer calculations [88–90], most kilonova light
curve models are restricted to spherical or axial symmetry,
e.g., [82,86,87,91–96]. Utilizing 3D simulations of POSSIS,
we investigate differences in the light curves originating
from the deviations of axisymmetry. To do that, we
consider a different azimuthal observation angle Φ, going
from 0° to 360° starting from the positive x axis, and polar
observational angle Θ, going from 0° to 90° starting from
the positive z axis. Figure 8 shows deviations from about
1 mag up to 2 mag for the different observation angles.
Compared with light curves for the other Φ angles the light
curves for Φ ¼ 90° are brighter, have a later peak, and yet
decrease faster. In contrast, the light curves for Φ ¼ 270°
are compared with the others less bright, peak earlier, yet
decrease more slowly. Both correspond to the y-z plane of
our simulation, but along different directions, specifi-
cally, Φ ¼ 90° corresponds to the positive y axis and
Φ ¼ 270° to the negative y axis. We explain the bright
light curves for Φ ¼ 90° by the denser and faster material
emitted in this direction (see Appendix D). In the
opposite direction associated with Φ ¼ 270°, we have
less and slower ejecta than the average, which explains
the fainter light curves here.
Regarding the Θ dependence, we observe the tendency

that light curves for small polar angles are brighter than in
the equatorial plane, except for the Φ ¼ 90° light curves
(compare in Fig. 8 the curve for the bolometric luminosity
in the pole with Θ ¼ 0°, i.e., the gray curve, with the ones
in the equatorial plane with Θ ¼ 90°, i.e., the blue, orange,
green, and cyan curves). Since most of the mass is

concentrated around the merger plane and photons can
travel more freely to higher latitudes, we also expect
brighter light curves at the pole. However, the Φ ¼ 90°
light curves deviate from this behavior. In the first four days
after the merger, the bolometric luminosity for Θ ¼ 90° is
higher than for Θ ¼ 0°. For a correct interpretation of this
behavior, we show intensity maps in Fig. 9 from the
perspective of an observer at the pole and at the four
different angles in the equatorial plane for one day after the
merger. The intensities are computed in the ð6000–8000Þ Å
band and are integrated along the line of sight from each
region of the ejecta to generate these maps representing
what an observer would see if it were possible to resolve the
ejecta. The maps demonstrate that the radiation observed in
the equatorial plane for Φ ¼ 90° is much stronger than for
the pole or the other observation angles. This contrasts the
intensities for Φ ¼ 270° in the equatorial plane, which are
much lower. We explain this by the high-velocity material
along the line of sight at this observation angle. At early
times, the emission originates mainly from the outermost
regions of the ejecta. Thus, this emission comes from the
front of the fast-moving part of the ejecta. On later
timescales, radiation from deeper regions also becomes
visible. Because this emission can escape more easily
toward the pole than along the equatorial plane, the
bolometric luminosity for Φ ¼ 90° becomes then higher
for smaller polar angles; see Fig. 8.

FIG. 9. Luminosity maps as seen by observers from the pole
with Θ ¼ 0° and from the four anglesΦ¼0°,Φ¼90°,Φ ¼ 180°,
and Φ ¼ 270° in the equatorial plane with Θ ¼ 90°. The maps
show the luminosity from each region of the ejecta integrated
along the line of sight and are calculated in ð6000–8000Þ Å band
at 1 day after the merger. An animation of this figure for the first
ten days after the merger is available at [97].
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We emphasize here that the discussed findings are not
limited to our presented NSbh system. In fact, Ref. [89] has
obtained similar results for kilonova in BHNS systems: the
brightest light curves are observed along the vector of the
total momentum of the ejecta.
The results show that in our case an axisymmetric

assumption would be rather broad and lead to systematic
uncertainties of ∼1 mag. The secondary ejecta is expected
to spread more isotropically and therefore contribute to a
more axisymmetric distribution of the total ejecta. We,
therefore, expect that by including this component, the
differences in the light curves for different Φ angles will
generally decrease.

V. CONCLUSION

Despite the interest in the search for sub-solar-mass black
holes, there has not been any numerical-relativity simulation
of such a black hole merging with a neutron star. This lack of
simulations was mainly due to issues with constructing
initial data for such a system and the high computational
costs of performing its dynamical evolution. In this work, we
overcame these issues and performed, up to our knowledge,
the first numerical-relativity simulations of a system com-
posed of a neutron star and a sub-solar-mass black hole.
In contrast to our previous studies, where we used

LORENE or Elliptica, we used the initial data code FUKA,
which allowed us to construct such an exotic configuration.
We have simulated this system with a total of six different
grid setups and have studied the accuracy of our simulation,
finding a mass conservation of ∼2 × 10−5 for the baryonic
mass and the horizon mass of the black hole and
Hamiltonian constraint violations of the order of ∼10−8.
Owing to the large mass ratio of the system, we find the
ejecta mass of the order of 4 × 10−2M⊙ and the disk mass
of 2 × 10−2M⊙. These findings are consistent across
resolutions but noticeably outside of predictions using
phenomenological relations for the ejecta and disk mass
that are derived from typical black hole–neutron star
simulations with stellar-mass black holes.
We also computed the gravitational-wave signal con-

nected to the simulation of our system and, as for the disk
and ejecta properties, found the existing gravitational-wave
models performing poorly in this region of the parameter
space. Hence, for a search for similar systems using
gravitational-wave observations, further waveform devel-
opment work is needed.
Finally, investigating the light curves of kilonova from

the dynamically ejected matter, we found that the ejected
material is not axisymmetric, which leads to differences of
up to 2 magnitudes in the infrared bands depending on the
polar and azimuthal viewing angle.
Overall, we hope that our simulations can serve as the first

testing ground for future gravitational-wave and electromag-
netic modeling of sub-solar-mass black hole–neutron star
mergers. However, more simulations for various mass ratios,

equations of state, and spins are needed to draw a more
complete picture.

We make publicly available the gravitational waveform
[98] and the 3D ejecta data [99]. The other simulation data
and configuration parameters can be provided upon rea-
sonable request.
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APPENDIX A: MASS CONVERGENCE ACROSS
DIFFERENT RESOLUTIONS

In this section, we compare the evolution of the masses
of the compact objects across different setups that share
the same highest grid resolution covering the interior of
each object.
In the top three panels of Fig. 10, we compare the

baryonic mass evolution inside a sphere of coordinate
radius Rsphere ¼ 14.0 km around the NS for the configu-
rations with matching resolutions of the grid covering the
NS. There are three such pairs; see Table II. For most of the
inspiral, up until around t ¼ 15 ms, baryonic mass under-
goes consistent evolution regardless of the presence of an
additional refinement level around the BH, confirming the
correctness of the employed evolution scheme. After the
beginning of the mass transfer (which is different across
the setups; see Sec. III C), the baryonic mass starts to
rapidly leave the aforementioned sphere at a considerably
higher rate than the mass loss due to numerical error.
We perform a similar analysis for the mass of the BH.

In the bottom panel of Fig. 10, we compare the configu-
rations with matching resolutions of the grid covering
the BH. There is only one such combination of NSbh
configurations, i.e., NSbhL11R3 and NSbhR1; see Table II.
As in the case of the NS mass, the BH mass evolves
consistently across different setups for the duration of the
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inspiral and until the mass transfer into the BH sets in. This
indicates that the evolution scheme performs consistently
across different grid setups.

APPENDIX B: CONVERGENCE METRICS
FOR L= 11 RUNS

We plot in Fig. 11 metrics similar to Fig. 4 for the
L ¼ 11 runs. Both L ¼ 11 and L ¼ 12 runs have identical

FIG. 10. Top three panels: evolution of the baryonic mass Mb
inside a sphere of coordinate radius of 14.0 km around the NS
relative to its initial value Mb;0. Each panel compares the same
resolutions of the grid covering the NS across different reso-
lutions of the grid around the BH. The plotted values are rescaled
with corresponding error scaling factors to make them compa-
rable. The values are evaluated at l ¼ 7. Bottom panel: evolution
of the BHmassMBH relative to its initial massMBH;0 for the same
resolutions of the grid covering the BH and different resolutions
of the grid covering the NS.

FIG. 11. Evolution of selected metrics for the configurations
NSbhL11R1 , NSbh

L11
R2 , and NSbhL11R3 at l ¼ 2. Here, kHk2 is the L2

volume norm of the Hamiltonian constraint, kM⃗k2 is the
Euclidean norm of the L2 volume norms of the Cartesian
components of the momentum constraint, Mb=Mb;0 − 1 is the
relative difference of the total baryonic mass Mb from its initial
value Mb;0, MBH is the mass of the black hole, and χBH is the
dimensionless spin parameter for the BH. The values for kHk2
and kM⃗k2 were smoothed out with a first-order Savitzky-Golay
filter with the window length of 151 samples, and χBH with
21 samples.
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Hamiltonian constraint evolution up until ∼4 ms. After
that, the Hamiltonian constraints for L ¼ 11 decrease to
about 10−8, an order of magnitude higher than the L ¼ 12
runs, while this value is higher for progressively lower
resolutions. At the time of the merger, L ¼ 11 runs
experience significantly higher Hamiltonian constraint
violations when compared with L ¼ 12 runs.
The momentum constraint remains on the same order

of magnitude as for L ¼ 12 runs, though it is generally
slightly higher at the merger than for L ¼ 12.
Finally, the BH experiences linear mass loss at the early

inspiral (before t ¼ 20 ms) at higher rates for progressively
lower resolutions. For a more detailed comparison of the
baryonic mass behavior, see Appendix A.

APPENDIX C: GRAVITATIONAL WAVE
SIGNALS AND COMPARISONS FOR L= 11

In this section, we perform the convergence analysis
of the simulated NSbh waveforms at different resolutions
for L ¼ 11. The main results are shown in Fig. 12. Note
the failure of the waveforms to converge properly in the
last quarter of the simulation. Nevertheless, the overall
behavior is still significantly better than the one found
in Ref. [43].
We also compare the highest-resolution waveform for

L ¼ 11 (NSbhL11R3 ) with IMRPhenomD_NRTidalv2, and

the results are shown in Fig. 13. As in Fig. 7, we show
different colored bands corresponding to the different errors
for this system. Curiously, the NR waveform is of similar
length to the model waveform, and the behavior of the
phase difference is such that it falls within the tolerance
given by the two highest resolutions in this level,
ΔðNSbhR3 − NSbhR2Þ. Further simulations will be needed
to understand if this is a pure coincidence or has a more
profound meaning.

APPENDIX D: INPUT FOR RADIATIVE
TRANSFER SIMULATIONS WITH POSSIS

To produce the kilonova light curves, we use the
Monte Carlo radiative transfer code POSSIS [81,82].
POSSIS allows for using 3D ejecta data as input to generate
a grid. The required input data represent a snapshot of the
ejecta at a reference time t0 and include the density and
electron fraction of the ejected material. We use here the
unbound rest-mass density Du. For the performed NSbh
simulation, the electron fraction Ye is unavailable since it is
not evolved for piecewise polytrope EOSs. The evolution
of Ye using tabulated EOS was implemented in BAM only
after our simulation had begun; cf. [100]. Hence, we
determine the electron fraction Ye by considering an
entropy indicator Ŝ ¼ p=pðT ¼ 0Þ. The entropy indicator
Ŝ is generally high when the thermal component of the
pressure pth is high. Therefore, we assume a higher Ŝ for
ejecta caused by shock heating than for ejecta caused by
tidal disruption. Accordingly, we set a higher or lower
electron fraction Ye; similar to previous studies where
we used POSSIS to compute light curves from BAM data
(see, e.g., [88]), we choose a threshold Ŝth ¼ 50 and set the
electron fraction of grid cells with Ŝ > Ŝth to Ye ¼ 0.3 and

FIG. 12. Top: real part of the (2, 2) mode of the gravitational
wave strain, rh22, as a function of the retarded time u for all
resolutions of the NSbh system with 11 levels. Bottom: Con-
vergence for (2, 2) mode of the GW strain. We show the phase
differences between different resolutions (solid lines) and the
rescaled phase difference, assuming fourth-order convergence
(dashed line). The vertical lines in the plot indicate the merger
time. The phase difference between different resolutions is at least
1 order of magnitude higher than the ones found in the 12-level
simulations.

FIG. 13. Top: simulated NSbhL11R3 waveform compared with the
IMRPhenomD_NRTidalv2 model. Bottom: phase differences
between the NR simulation and waveform model. The phase
difference is within the resolution errors ΔðNSbhR3 − NSbhR2Þ.
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for Ŝ < Ŝth to Ye ¼ 0.15. Since tidal disruption is the main
source of ejecta for the NSbh merger, the majority of the
grid cells have Ye set to the lower value.
In principle, tidal tails in aBHNSmerger can have lowerYe

values. However, the opacity grid used here, [85], is limited
to Ye ≥ 0.1, and opacities for Ye ≈ 0.10 are underestimated
since the contribution from actinides is not included.
Therefore, we chose Ye ¼ 0.15 as the lowest value.
In Fig. 14, maps of density, electron fraction, and

temperature used as input for POSSIS are shown in the
x-y, x-z, and y-z plane.

The grid is evolved for each time step tj following a
homologous expansion: the velocity vi of each fluid cell i
remains constant, while the grid coordinates evolve for
each time step by rij ¼ viðtj − tmergerÞ=ðt0 − tmergerÞ.
At each time step, POSSIS generates photon packets

and propagates them throughout the ejecta material.
Each packet is assigned energy, frequency, and propagation
direction. The initial energy is determined by adopting
heating rate libraries from [83] and thermalization
efficiencies calculated as in [84,101]. The total energy is
then divided equally among all generated photon packets.
The initial frequency of each photon packet is obtained
by sampling through the thermal emissivity following
Kirchhoff’s law. We use bound-bound and electron-
scattering opacities from [85] and, specifically, wave-
length- and time-dependent opacities κλðρij; Tij; Ye;ijÞ as
a function of local densities ρij, temperatures Tij, and Ye;ij

within the ejecta. For propagating the photon packets
through the ejecta, interactions such as electron scattering
and bound-bound absorption are considered, which change
the properties of the respective photon packet. Finally,
synthetic observables such as flux and polarization spectra
are calculated “on the fly” using an event-based technique
for different observation angles [102]. For more detailed
information, see [81,82]. The radiative transfer simulations
are performed with Nph ¼ 106 photon packets.

APPENDIX E: CARBON FOOTPRINT

We provide a rough estimate of the amount of green-
house gas emissions produced by this work. To calculate
those, we use the thermal design power (TDP) of the
CPU cores, assuming that it dominates the total node
energy consumption. TDP is only an order-of-magnitude
indicator, while in reality, the CPU clock frequency is
adjusted, and other power-saving mechanisms might be
in place; cf. [103].
For the NSbh evolution runs with BAM, we used Lise

at HLRN with Intel Cascade Lake Platinum 9242 CPUs,
which have a TDP of 7.3 W per core [104]. Using the
average emission factor of the German electricity grid in
2021 of 420 gCO2 kWh−1 [105] and the total CPU time of
our runs of 8.25 MCPUh (cf. Table II), we estimate the
produced emission to be 25.3 tCO2. To compensate for
these emissions, CO2 sequestering by a young forest with
an area of 3000 ha (similar to the size of Grunewald near
Berlin) for ∼17 hours would be needed. Here, we adopted a
generic CO2 sequestering rate of 4.5 tCO2 ha−1 yr−1 [106].

FIG. 14. Maps of matter density ρ, electron fraction Ye, and
temperature T in the vx-vy plane (top row), the vx-vz plane
(middle row), and in the vy-vz plane (bottom row). The maps
show the configuration after one day of homologous expansion
and represent the input data for the radiative transfer simulations
with POSSIS extracted from NSbhR2 of l ¼ 1 at 39.16 ms, i.e.,
about 8 ms after the merger. We mark chosen viewing angles we
used for the light curves in Fig. 8 in the respective colors, i.e.,
blue for Θ ¼ 90° and Φ ¼ 0°, orange for Θ ¼ 90° and Φ ¼ 90°,
green for Θ¼90° andΦ¼180°, cyan for Θ ¼ 90° andΦ ¼ 270°,
and gray for Θ ¼ 0° and Φ ¼ 0°.
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