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Primordial black holes (PBHs) have recently attracted much attention, as they may explain some of the
LIGO/Virgo/KAGRA observations and significantly contribute to the dark matter in our Universe. The next
generation of gravitational wave detectors will have the unique opportunity to set stringent bounds on this
putative population of objects. Focusing on the Einstein Telescope (ET), in this paper we analyze in detail
the impact of systematics and different detector designs on our future capability of observing key quantities
that would allow us to discover and/or constrain a population of PBH mergers. We also perform a
population analysis, with a mass and redshift distribution compatible with the current observational
bounds. Our results indicate that ET alone can reach an exquisite level of accuracy on the key observables
considered as well as detect up to tens of thousands of PBH binaries per year (for an optimistic PBH
population that saturates current upper bounds on the abundance), but for some key signatures—in
particular, high-redshift sources—the cryogenic instrument optimized for low frequencies turns out to be
crucial, for both the number of observations and the error on the parameter reconstruction. As far as the
detector geometry is concerned, we find that a network consisting of two separated L-shaped
interferometers of 15 (20) km arm length, oriented at 45° with respect to each other, performs better
than a single triangular-shaped instrument of 10 (15) km arm length, for all the metrics considered.

DOI: 10.1103/PhysRevD.108.043506

I. INTRODUCTION

The detection of gravitational waves (GWs) [1] per-
formed by the LIGO/Virgo/KAGRA (LVK) Collaboration
opened up a new way for us to observe nature [2–5]. Such
discovery brings us information on the compact objects
populating our Universe and will allow us to learn how they
formed (see, e.g., Refs. [6,7] for recent reviews).
A particularly interesting population of objects is rep-

resented by primordial black holes (PBHs). PBHs can form
out of the collapse of extreme inhomogeneities existing
during the radiation-dominated era [8–11] and can possess
a wide range of masses [12–15]. While several constraints
were set on their abundance, they are still allowed to
explain the entirety of the dark matter in our Universe in
certain mass ranges (see [16] for a review). Besides the
connection to the dark matter problem, PBHs could be the
seed of supermassive black holes at high redshift [17–19]
and contribute to a fraction of the BH merger events
already discovered by LIGO, Virgo, and KAGRA detectors

[20–51] (see Refs. [52–54] for reviews on PBH mergers as
GW sources).
It is exciting that future GW detectors, such as the

third-generation (3G) ground-based interferometers,
Einstein Telescope (ET) [55–57] and Cosmic Explorer
(CE) [58,59], and the future space mission Laser Inter-
ferometer Space Antenna [60], could enhance our capa-
bilities to search for GW signatures of PBHs. ET and CE
are expected to reach much higher sensitivities than current
detectors and have a rich science case [61,62]. In particular,
for compact binary coalescences, they will allow for
detection rates larger by orders of magnitude compared
to current detectors, with Oð104–105Þ binary black holes
(BBHs) and binary neutron stars detected per year, and
more accurate measurements for “golden” events with a
high signal-to-noise ratio (SNR) [63,64]. Furthermore, 3G
detectors will allow for entirely new tests on the existence
of a population of PBHs [42,65–70].
We are currently experiencing a crucial stage of

the development of 3G detector projects, in which the
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community is consolidating the science case,1 and PBHs
may play an important role in such an endeavor. Following
the recent evolution of our understanding of the physics of
PBH mergers (see Ref. [69] and references therein), the
main goal of this paper is to provide a systematic analysis
of the performance, with respect to PBH searches, of
different detector designs under consideration within the
ET Collaboration. In particular, we will highlight which
features of the proposed future detector are essential in
order to fully exploit its capability of searching for PBHs.
The main results of this analysis were included in the
official document of the ET Collaboration presenting the
full study of how the science case of ET depends on
different options for the detector design [72].
In Sec. II, we briefly summarize the discriminators

which can be used to determine the origin of a merger,
based on the observed redshift, masses, spins, eccentricity,
and tidal deformability [69]. In Sec. III, we describe the ET
designs we considered, following Ref. [72], while in
Sec. IV we introduce our methodology. Our results focus-
ing on some specific PBH signatures are summarized in
Sec. V, where we present a detailed comparison between
the different designs when key observables are considered.
In Sec. VI, we shift our focus on a comparison of
performance adopting population analysis, considering as
a benchmark the recent upper bound on the PBH pop-
ulation based on gravitational wave transient catalog
(GWTC-3) data, derived in Ref. [50]. Finally, we conclude
in Sec. VII with a summary of our findings and a discussion
of future research directions.
We will consider binaries with individual component

masses in the range between Oð10−2ÞM⊙ and Oð103ÞM⊙,
which are among the main targets for ET, greatly exten-
ding the reach of current LVK searches. Throughout this
paper, we adopt geometrical units (G ¼ c ¼ 1). We denote
binary components with masses m1 and m2, mass ratio
q ¼ m2=m1 ≤ 1, total mass M ¼ m1 þm2, dimensionless
spins χi (with 0 ≤ χi ≤ 1), and at redshift z.

II. KEY PREDICTIONS FOR PBH MERGERS

In this section, we give a summary of the main
predictions of PBH models, focusing on mergers in the
stellar mass range, which are the prime target of ET
searches. We refer the reader to Ref. [69] and references
therein for more details.
Throughout this work, we consider the standard PBH

formation mechanism and assume that PBHs are generated
from the collapse of sizable cosmological perturbations
in the radiation-dominated epoch of the early Universe
[12–15]. In this scenario, PBHs are predicted to be
characterized by small natal spins [73,74] and are not

clustered at high redshift [75–80]. Alternative scenarios,
such as the formation from the collapse of particles,
Q-balls, oscillons, domain walls, and heavy quarks of a
confining gauge theory, may lead to different predictions
for the PBH spin at formation [81–85]. We remark that the
impact of accretion (when relevant) onto the mass-spin
correlation and the properties of other observables (i.e.,
redshift distribution, eccentricity, and masses) remain the
same as for the standard scenario (see Ref. [69] for more
details).

A. Redshift

It can be shown that the merger rate of PBHs is
dominated by binaries formed in the early Universe via
gravitational decoupling from the Hubble flow well before
the matter-radiation equality [86,87]. Other dynamical
formation channels are possible, i.e., the formation of
binaries taking place in present-day halos through gravi-
tational capture or three-body interactions [88], but those
are subdominant contributions in the parameter space we
consider in this work [25,31,80,89]. In contrast to the
astrophysical channels, the merger rate density of such a
population of primordial BBHs monotonically increases
with redshift as [25,27,34]

RPBHðzÞ ∝
�

tðzÞ
tðz ¼ 0Þ

�
−34=37

; ð1Þ

extending up to redshifts z≳Oð103Þ. We stress that the
evolution of the merger rate shown in Eq. (1) is dictated by
how pairs of PBHs decouple from the Hubble flow before
the matter-radiation equality era. Therefore, Eq. (1) is a
robust feature of the PBH channel.
High-redshift mergers are difficult to produce within

the context of astrophysical channels. In particular, a
conservative threshold above which no astrophysical merg-
ers can exist can be set at z≳ 30 within standard cosmol-
ogies [90]. It should be stressed that, even though the epoch
of first star formation is poorly known, theoretical calcu-
lations and cosmological simulations suggest this should
fall below z ∼ 40 [90–97] (see also Refs. [98,99], where
pop III star formation was suggested to start at different
epochs). In addition, a crude estimate for the time delay
between pop III star formation and the subsequent BBH
mergers can be derived from the result of population syn-
thesis models and gives roughlyOð10 MyrÞ [97,100–108].
Therefore, we consider merger redshifts z≳ 30 to be
smoking guns for primordial binaries [42,70,90,109–111].

B. Masses and spins

The distribution of PBH masses mPBH is determined by
both the characteristic size and statistical properties of the
density perturbations, which are directly inherited from
the spectrum of curvature perturbations generated during
the inflationary epoch, and the PBH threshold for collapse,

1For a repository of papers relevant for ET, produced in the
context of the activities of the ET Observational Science Board,
see Ref. [71].
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which retains a dependence on the thermal history
[50,51,112–115].
One of the most important properties of PBHs is that they

could populate the subsolar-mass range and the supposed
astrophysical mass gaps [37,50,116]. Depending on the PBH
mass one considers, different strategies could be adopted to
distinguish PBHs from other astrophysical contaminants. In
the following, we discuss the most informative as a function
of the mass range.
In the subsolar range, only the primordial scenario or

beyond standard model physics (e.g., dark sector inter-
actions [117]) can produce binary BHs. However, other
exotic compact objects [118] (e.g., boson stars [119]) may
also contaminate the signals. These classes of objects could
be distinguished by focusing on the tidal disruption and
tidal deformability measurements, which are absent for
BBHs (see Sec. II D below).
Just above the solar mass, PBHs can be confused with

neutron stars (NSs). Once again, tidal deformability meas-
urement should be used to break the degeneracy between
these two classes of objects. Additionally, solar-mass BHs
can form out of NS transmutation in certain particle–dark-
matter scenarios [120–127] or asteroid-mass PBH dark
matter [128]. Also, some component BHs in binaries may
form out of previous NS-NS mergers and then pair again to
produce a light binary [129]. In such a case, the second-
generation BH formed is expected to be spinning [130], in
contrast with the prediction for the PBH scenario in this
mass range, as we shall see.
When focusing on even larger masses ð≳3M⊙Þ, indi-

vidual PBH mergers can be distinguished from stellar-
origin BHs only by using the information on mass-spin
correlations. At high redshift, PBHs are expected to be
produced with negligible spin. This is due to a combination
of factors. Extreme Gaussian perturbations tend to have
nearly spherical shape [131] and the collapse takes place in
a radiation-dominated universe, which means that over-
densities that collapse to form PBHs evolve fast enough
that torques are not able to spin up the collapsing over-
density. As a consequence, the initial dimensionless Kerr
parameter χ ≡ J=M2 (where J and M are the angular
momentum and mass of the BH, respectively) is expected
to be below the percent level [73,74]. However, a non-
vanishing spin can be acquired by PBHs forming binaries
through an efficient phase of accretion [132] prior to the
reionization epoch.
Accretion was shown to be efficient only for PBHs with

masses above mPBH ≳Oð10M⊙Þ [132]. Therefore, the
PBH model is characterized by binary components with
negligible spins in the “light” portion of the observable
mass range of current ground-based detectors. At larger
masses, the PBH model predicts a characteristic correlation
between large binary total masses and large values of the
spins of their PBH constituents. This correlation is induced
by accretion effects and is subject to the uncertainties of the

accretion models (see a detailed discussion on this in
Ref. [34]). In addition, the spin directions of PBHs in
binaries are assumed to be independent and randomly
distributed on the sphere in Ref. [34]. We will consider this
scenario in the rest of the paper, but we warn the reader
that details of the accretion dynamics remain uncertain. We
refer to Ref. [69] for an analytic fit of the relation between
the PBH masses and spins as a function of parametrized
uncertainties of the accretion efficiency.

C. Eccentricity

Another key prediction of the primordial BH model
involves the eccentricity e of PBH binaries. While formed
with large eccentricity at high redshift, PBH binaries then
have enough time to circularize before the GW signal can
enter the observation band of current and future detectors.2

Let us clarify this statement.
One can show that the differential probability distribu-

tion of the rescaled angular momentum j≡ ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e2

p
para-

metrically behaves as [25,141,142]

PðjÞ ¼ 4j

�
x
x̄

�
3
� ½1þ ðσ2M=f2PBHÞ�1=3
4j2 þ ½1þ ðσ2M=f2PBHÞ�ðxx̄Þ6

�
3=2

; ð2Þ

where σM ≃ 0.004 indicates the variance of the Gaussian
large-scale density perturbations at matter-radiation equal-
ity, x stands for the comoving distance between the two
PBH forming the binary, while x̄ is its average distance in
the early Universe. This distribution results from the effect
of both surrounding PBHs and matter perturbations acting
with a torque on the PBH binary during its formation.
Slight refinements to this high-redshift distribution were
derived in Ref. [27], but this does not affect our main
argument here.
The crucial point is the following. Even though the high-

redshift distribution of j peaks at small values (i.e., high
eccentricities), PBH binaries spend a large portion of the
age of the Universe inspiraling. Such a phase drives the
eccentricity toward much smaller values. We can rearrange
the equations that describe the orbital evolution under the
effect of GW emission and define the pericenter distance
rp ≡ að1 − eÞ, with a denoting the semimajor axis, to
find [143]

2Notice that Refs. [133,134] considered PBH binaries from
dynamical assembly in the late-time Universe that retain large
eccentricities, comparable to expectations from the astrophysical
dynamical formation scenarios. This mechanism, however, pro-
vides a subdominant contribution to the overall merger rate in the
standard scenario [25,88]. This situation may be realized with
strong PBH clustering suppressing the early-Universe binary
merger rate while enhancing the late-time Universe contribution
[31,80,135,136]. However, we stress that this scenario would
require a large value of the PBH abundance (fPBH ≃ 1), which is
in contrast with current PBH constraints in the LIGO-Virgo-
KAGRA detector mass range [16] (see also the recent results of
Refs. [50,137–140]).
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d ln e
d ln rp

¼ ð1þ eÞð304þ 121e2Þ
192 − 112eþ 168e2 þ 47e3

≈ 1.6þOðeÞ: ð3Þ

Let us make a concrete example to gain intuition. For
a characteristic PBH binary formed by a narrow PBH
population with fPBH ¼ 10−3 and mPBH ¼ 30M⊙ and
expected to merge within a Hubble time at z ≃ 0, one
obtains a characteristic initial binary pericenter distance to
be rp ≈ 4 × 106 km. We recall that the binary would enter
the ET and second-generation observable band when its
frequency becomes of the order of a few hertz and 10 Hz,
respectively. These frequencies correspond roughly to

LVK∶ rp ≃ 22RSch ≃ 2 × 103 km;

ET∶ rp ≃ 102RSch ≃ 9 × 103 km;

for mPBH ¼ 30M⊙. Then, using Eq. (3), one finds that the
observable eccentricity of the orbit is reduced below
e ≈ 10−5.
In other words, when the binary enters the detectable

frequency band of GW experiments, it is expected to
have circularized its orbit to such an extent that the
remaining eccentricity is not detectable. This property
can be exploited to distinguish primordial binaries from
those produced by astrophysical scenarios. While isolated
formation channels predict small values of e in the
observable range of frequencies of 3G detectors, dyna-
mical channels predict a fraction Oð10%Þ with e > 0.1
[88,144–149]. This can be used to distinguish the origin of
the latter class of compact objects (see, e.g., [150–155]).
Therefore, reaching a sensitivity to e below around 10−1

indicates the possibility of performing tests on the for-
mation pathway of a binary.

D. Tidal deformability

PBHs lighter than a few solar masses are easily dis-
tinguished from (heavier) stellar-origin BHs. However,
other compact objects might contaminate the solar- and
subsolar-mass range. For example, in standard astro-
physical scenarios, white dwarfs and NSs are formed with
masses above ≈0.2M⊙ [156] and ≈1M⊙ [157–160],
respectively.
One simple discriminator between PBHs and other

compact objects is provided by the Roche radius rRoche,
defined as the minimum orbital distance below which
the secondary object gets tidally disrupted, if it is not
a BH. The Roche radius is approximately defined as
rRoche ∼ 1.26r2q−1=3, in terms of the radius of the secon-
dary object r2 and the mass ratio q ¼ m2=m1. When rRoche
is greater than the radius of the innermost stable circular
orbit (ISCO), rRoche > rISCO ∼OðMÞ, the binary gets
tidally disrupted before the merger. The GW signature of
such an event would be characterized by an effective cutoff
of the GW signal at the frequency corresponding to rRoche.

Based on these estimates, one can expect less compact
objects, like brown and white dwarfs, to be tidally disrupted
well before the contact frequency.
Other (exotic) compact objects [118] (e.g., boson stars

[161]) would provide another possible explanation for a
(sub)solar compact object. However, whether or not they
get disrupted before the ISCO frequency depends on their
compactness. For example, the vanilla “mini” boson star
model without self-interactions [162] with masses around
the solar-mass range would be tidally disrupted before
the ISCO (see also Ref. [69]). On the other hand, in the
presence of strong scalar self-interactions, boson stars can
be as compact as a NS [163,164], and the tidal disruption is
not a clear-cut discriminator.
In this paper, to compare the performance of different

detector configurations, we will focus on another key
discriminator between PBHs and (sub)solar horizonless
objects, that is, the absence, in the former case, of tidal
deformability contributions to the gravitational waveform.
The tidal Love numbers are predicted to be vanishing for a
BH [165–178], whereas they are generically nonzero and
model dependent for any other compact object [164]. The
tidal Love numbers enter the GW phase starting at 5 post-
Newtonian (PN) order, with the 5PN and 6PN contributions
being linearly related to the dominant quadrupolar tidal

Love number λðiÞ2 ¼ 2m5
i k

ðiÞ
2 =3 of the ith body [179,180]. In

the Newtonian approximation, the tidal Love number of an
object is (see, e.g., [181])

kðiÞ2 ∼Oð0.01–0.1Þ
�
ri
mi

�
5

; ð4Þ

where the precise value of the dimensionless prefactor
depends on the nature of the object (i.e., in the case of a NS,
on the equation of state). Therefore, less compact objects
are characterized by a larger tidal deformability and would
be more easily distinguished from a (P)BH.3

III. ET DETECTOR DESIGNS AND NETWORKS

In this section, we provide a short summary of the
different designs and detector networks considered in this
study. For more details, we direct the reader to the official
ET document presenting the full scientific part of the study
of how the science output changes with the detector design,
performed in Ref. [72].
We will consider three main geometries for ET: the

triangular geometry (Δ), consisting of three nested detec-
tors with 60° arm aperture, a network of two L-shaped

3A further discriminator could be tidal heating corrections to
the waveform in the case of BHs, which is due to dissipation at
the event horizon [182] while remaining negligible for other
compact objects [118,183]. However, tidal heating is generically
subdominant with respect to the tidal deformability correction
presented above. Therefore, we do not include it in our analysis.
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detectors (i.e., with 90° arm aperture) with parallel arms
(2L-0°) and a network of two L-shaped detectors with
misaligned arms (2L-45°).4 Among the configurations
consisting of two well-separated L-shaped detectors, the
parallel one has the advantage of maximizing the sensitivity
to stochastic backgrounds and can result in a higher SNR
for some of the observed sources, while the misaligned one
has no blind spots and is optimal in terms of accuracy on
the reconstruction of the sky position and distance of
the detected events. Regarding the sites of the detectors,
there are two main candidates by the time of writing:
the Sos Enattos site in Sardinia, Italy, and the Meuse-
Rhine Euroregion across Belgium, Germany, and the
Netherlands.5 When considering a single triangular instru-
ment, we choose for definiteness the Sardinia site (no major
difference is expected if choosing the Meuse-Rhine site),
while for the 2L configurations, we place one of the
detectors in Sardinia and one in Meuse-Rhine.
On top of studying different geometries, as done in

Ref. [72] we will consider different arm lengths for
the detectors—namely, 10 and 15 km for the triangular
geometry and 15 and 20 km for the 2L geometries—and
two different scenarios: one in which the so-called “xylo-
phone” design is employed, with each detector actually
consisting of two interferometers—one optimized for low-
frequency (LF) sensitivity (operating at cryogenic temper-
ature) and the other for high-frequency (HF) sensitivity (we
will refer to this configuration as HFLF-Cryo)—and a
pessimistic scenario in which only the high-frequency
optimized instrument will be operating (we will refer to this
configuration as HF). Considering a sort of “intermediate”
scenario, inwhich the detectors exploit the xylophone design
with the LF instrument operating at room temperature, the
results would be intermediate among the ones we will show
for the HFLF-Cryo and HF scenarios.
The different amplitude spectral densities (ASDs)

employed in the various cases are reported in Fig. 1, where
we further show the ET-D sensitivity curve for comparison.6

These curves have been provided by the ET Instrument
ScienceBoard and are anupdate of theET-Dcurve, reflecting
more detailed data on the technology used in the ET-D
design.7 It should be stressed that in this phase of the ET
development the sensitivity curves are still in evolution and
will continue to evolve, so these ASDs must be taken as

examples, within a range of other possibilities currently
under study.
In Sec. VI, we will further compare with the results that

can be obtained using a single L-shaped instrument of
20 km (placed for definiteness in the Meuse-Rhine site) as
well as for ET (in its different geometries) as part of a 3G
network, both with a single CE detector with 40 km arms
and two CE instruments with 40 and 20 km arms, which is
the preferred CE design at the moment [59,187].8 We will
also consider the current network of second-generation
(2G) detectors, namely, the two LIGO detectors, Virgo and
KAGRA, also including LIGO India (LVKI network) with
ASDs representative of the best forecasted sensitivity for
the upcoming fifth observing run (O5) [190].9

IV. SIGNAL-TO-NOISE RATIO AND FISHER
MATRIX: NOTATION AND SETUP

Our analysis will focus on two complementary aspects of
GW detections, which are our capability of detecting a
particular source and the precision one can achieve at
determining the source parameters. As we shall see, both
aspects are crucial to chart future capabilities to search for
the elusive population of PBHs. We will set ourselves in a
simplified setting. In order to determine the detectability of
a source, we will set a threshold for detection on the SNR.
Regarding the measurability of source properties, the
Fisher information matrix (FIM) is often used to assess
the parameter estimation capabilities of GW detectors

FIG. 1. Amplitude spectral densities for the various configu-
rations considered in this work. Solid and dashed lines corre-
spond to cryogenic low-frequency and high-frequency-only
designs, respectively. We also show the ET-D design in black
for comparison.

4Notice that the notion of parallel and misaligned has to be
intended with respect to the local East rather than with reference
to the great circle connecting the detectors. See Sec. II and
Appendix A in Ref. [72] for further discussion regarding this
choice.

5For the Sardinia site, the chosen example coordinates are
[lat ¼ 40°310000, long ¼ 9°250000], while for the Meuse-Rhine site
[lat ¼ 50°4302300, long ¼ 5°5501400].

6The ET-D sensitivity curve is available [184].
7The curves are available [185] and are obtained using the

PyGWINC package [186].

8For the CE detectors, we choose the same coordinates
reported in Table III in Ref. [188] for the U.S. sites, locating
the 40 km instrument in Idaho [lat ¼ 43°4903600, long ¼
−112°4903000] and the 20 km instrument in New Mexico
[lat ¼ 33°903600, long ¼ −106°2804900]. The latest CE sensitivity
curves are available [189].

9The ASD files are available [191].
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(see, for example, Refs. [164,192–197], as well as
Refs. [198,199] for discussions of the limitations of this
approach). While realistic performance may deviate from
what is estimated on the basis of SNR and FIM, we expect
such metrics to provide a consistent framework to compare
various detector designs, following the aim of this project.
Here, in order to compute the expected SNR and the FIM,
we adopt the publicly available code GWFAST developed by
some of the authors [64,200].10,11

The output sðtÞ of a general GW interferometer can be
written as the sum of the GW signal hðt; θ⃗Þ and the detector
noise nðtÞ, assumed to be Gaussian and stationary with zero
mean. The posterior distribution for the hyperparameters θ
can be approximated by

pðθjsÞ ∝ πðθÞ exp
�
−
1

2
ðhðθÞ − sjhðθÞ − sÞ

�
; ð5Þ

in terms of the prior distribution πðθÞ. Here, we have
introduced the inner product

ðgjhÞ ¼ 4Re
Z

fmax

fmin

g̃�ðfÞh̃ðfÞ
SnðfÞ

df: ð6Þ

In Eq. (6), the tilde denotes a temporal Fourier trans-
form and SnðfÞ is the detector noise power spectral
density, while fmin and fmax are the detector minimum
and maximum frequency of integration, respectively. One
can, therefore, define the SNR as

SNR≡ ffiffiffiffiffiffiffiffiffiffiffi
ðhjhÞ

p
: ð7Þ

In the limit of large SNR, one can perform a Taylor
expansion of Eq. (5) and get

pðθjsÞ ∝ πðθÞ exp
�
−
1

2
ΓabΔθaΔθb

�
; ð8Þ

where Δθ ¼ θp − θ and we neglected noise-dependent
factors restricting to the statistical uncertainty. In this setup,
θp represents the posterior mean values, that also coincides
with the true binary parameter θp ¼ θtrue. Also, we have
introduced the Fisher matrix

Γab ≡
�
∂h
∂θa

				 ∂h
∂θb

�
θ¼θp

: ð9Þ

The errors on the hyperparameters (that represent a measure
of the width of the posterior distribution) are, therefore,

given by σa ¼
ffiffiffiffiffiffiffi
Σaa

p
, where Σab ¼ ðΓ−1Þab is the covari-

ance matrix.12

In the most general case, restricting to quasicircular
orbits, the binary parameters are 15 for a BBH (see, e.g.,
[143]):

θBBH ¼ fMc; η; dL; θ;ϕ; ι;ψ ; tc;Φc; χ1;j; χ2;jg; ð10Þ

where j ¼ fx; y; zg, extended to 18 in the case where one
allows for tidal deformability of either components and
orbital eccentricity:

θΛ ¼ fΛ1;Λ2g; θe ¼ fe0g: ð11Þ

In particular, Mc denotes the detector-frame chirp mass, η
the symmetric mass ratio, dL the luminosity distance to the
source, θ and ϕ the sky position coordinates, defined as
θ ¼ π=2 − δ and ϕ ¼ α (with α and δ right ascension and
declination, respectively), ι the inclination angle of the
binary with respect to the line of sight, ψ the polarization
angle, tc the time of coalescence, Φc the phase at
coalescence, χi;j the dimensionless spin of the object i ¼
f1; 2g along the axis j ¼ fx; y; zg, and Λi the dimension-
less tidal deformability of the object i, which is zero for a
BH. A more convenient parametrization of tidal effects,
which is the one we will use in the analysis, is given in
terms of the quantities [206]

Λ̃ ¼ 8

13
½ð1þ 7η − 31η2ÞðΛ1 þ Λ2Þ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 4η

p
ð1þ 9η − 11η2ÞðΛ1 − Λ2Þ�;

δΛ̃ ¼ 1

2

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 4η

p �
1 −

13272

1319
ηþ 8944

1319
η2
�
ðΛ1 þ Λ2Þ

þ
�
1 −

15910

1319
ηþ 32850

1319
η2 þ 3380

1319
η3
�
ðΛ1 − Λ2Þ

�
;

ð12Þ

which has the advantage that Λ̃ is the combination ente-
ring the waveform at 5PN and is, thus, better constrained
than Λ1 and Λ2 separately, while δΛ̃ first enters at 6PN.
Including also a small eccentricity in the orbit, there is one
more parameter to consider, e0, which denotes the eccen-
tricity at a given reference frequency, which we fix
at fe0 ¼ 10 Hz.
For the various analyses in Sec. V, we adopt different

state-of-the-art waveform models. In Secs. VA and V B,
we employ the inspiral-merger-ringdown (IMR) model

10The GWFAST code is available [201].
11Other parameter estimation codes, tuned toward 3G detec-

tors, have been developed recently, in particular, GWBENCH
[63,188], GWFISH [202], TiDoFM [203,204], and the code used
in Ref. [205]. Results from these codes were cross-checked and
are consistent with each other [64,72].

12For the results in Sec. V, we impose physical priors on the
waveform parameters to overcome limitations in the Fisher
matrix related to bad conditioning. In particular, we draw samples
from the distribution in Eq. (8), use rejection sampling to enforce
the prior, and compute the covariance of the remaining samples.
The procedure is detailed in Appendix C in Ref. [64].
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IMRPhenomHM, which includes the contribution of the
higher-order harmonics ðl; mÞ ¼ ð2; 1Þ, (3, 2), (3, 3), (4, 3),
and (4, 4) on top of the (2, 2) quadrupole [207,208]; this
neglects possible precession of sources, but it is justified in
our case as high-redshift or light events are characterized
by negligible spins in the PBH scenario.13 In Sec. V C, we
use the inspiral-only model TaylorF2 [209–211] with the
extension to include a small orbital eccentricity presented
in Ref. [212]14; and in Sec. V D, we use in a broad mass
range TaylorF2 with tidal terms at 5PN and 6PN [206] and
spin-induced quadrupole moment [213] and the full inspi-
ral-merger model IMRPhenomD_NRTidalv2 [214–216] in
its tuning range. Finally, in Sec. V E and in the population
analysis in Sec. VI, instead, we adopt the full IMR model
IMRPhenomXPHM, which includes both the contribution
of higher-order harmonics and precessing spins [217,218].
This choice is dictated again by the expectation of the PBH
scenario, which does not predict tidal deformability effects
nor sizable eccentricity for the detectable events.

V. RESULTS

In this section, we report our results, maintaining the
structure described in Sec. II. We will also provide a
summary of our results in the conclusions.

Throughout the work, we will report results for the
various detector geometry and network with different
colors while splitting the two configurations HFLF-Cryo
and HF into left and right panels, respectively (see, e.g.,
Fig. 2). We also draw dense grid lines to guide the eye in the
comparison of the various designs.

A. High-redshift measurements

High-redshift mergers are a prime target of 3G detec-
tor searches. In Fig. 2, we show the horizon redshift
(defined as the maximum distance at which a source could
be detected, assuming optimal alignment) in the whole
spectrum of source-frame masses available to ET, i.e.,
M ≈ ½10−2; 104�M⊙. We assume equal-mass systems, neg-
ligible spins, and eccentricity, as expected for primordial
BBHs, and set a threshold network SNR ≥ 8 for detection.
Two main trends limit the reach of ET. At small masses,

GW amplitudes are reduced, and only sufficiently nearby
sources can be loud enough to be detected. At higher
masses, on the other side of the spectrum, a strong
limitation comes from the intrinsically small frequencies
spanned by the GW signal, which can exit the frequency
spectrum to which ET is most sensitive. In particular, the
detector frame ISCO frequency scales as

fdetISCO ≈ 4.4 kHz

�
M⊙

msrc
1 þmsrc

2

��
1

1þ z

�
; ð13Þ

from which we clearly see that signals heavier than M ≳
102M⊙ at redshift z≳ 10 would end up at small, unreach-
able frequencies in the ET frame. This already indicates the
importance of the LF implementation. To gain further
intuition on the relevance of the LF instrument when
searching high-redshift mergers, in Fig. 3 we compare

FIG. 2. Horizon redshift z as a function of the primary mass for q ¼ 1 (solid lines) and q ¼ 1=4 (dashed lines). The left panel
corresponds to the HFLF-Cryo configuration and the right panel to the HF configuration, while different colors indicate various
geometries of the network. We also show the ET-D design for comparison, while the gray area delimits the subsolar m1 < M⊙ and
z > 30 regions, which are PBH smoking-gun signatures. The binaries are assumed to be circular (e0 ¼ 0), and BH spins are assumed to
be negligible (χ1 ¼ χ2 ¼ 0), as predicted by the PBH scenario. The shaded region marked “þABH” denotes (approximately) the part of
the mass-redshift plane to which astrophysical BBHs are confined. As a consequence of our choices (ι ¼ 0° and optimal location),
aligned and misaligned 2L configurations result in the same performance for this kind of estimation; we, thus, report only the
2L-45° case.

13Even though we are injecting spinless binaries in the section
under consideration, adopting a waveform model which allows
for only aligned spins reduces the number of parameters in the
Fisher. We do not expect this to significantly impact our results,
and it corresponds to parameter estimations that adopt physically
motivated narrow spin priors.

14When using TaylorF2, we cut the inspiral phase at the ISCO
frequency of a remnant Schwarzschild BH with mass ≈Mtot.
Extending the Fisher analysis to higher frequencies would
improve measurement errors but would also push the validity
of the waveform model to its limit.
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the signal amplitude for a merger with source-frame mass
Mtot

src ¼ 20M⊙ located close to the horizon (i.e., having
SNR ¼ 9 in the Δ-10 km-HFLF-Cryo configuration).
Because of the large source redshift, the detector frame
mass is redshifted by a large factor, and the majority of
SNR can accumulate only in the LF portion of the
sensitivity curve.
Looking at Fig. 2, we see that the reach of ET

configurations can be only larger than z≳ 30 (for a narrow
window of masses m1 ≈ ½5; 102�M⊙ assuming q ≈ 1) if the
low-frequency instrument is implemented. In fact, the
cryogenic implementation, with enhanced sensitivity at
f < 10 Hz, provides the best design in terms of the number
of distant detectable mergers.
The smoking-gun high-redshift signature can be

employed (provided a sufficient precision is achieved when
estimating the source redshift), when both individual event
analyses are concerned [69,109,111], as well as population
studies [70,110]. Based on a FIM metric, we compare the
performance of different configurations in Fig. 4, which
reports the maximum source redshift above which a relative
precision on dL better than 10% and 1% cannot be achieved
for equal-mass nonspinning systems.15

As observed in terms of the horizon for detection, the
relative error σdL=dL is strongly impacted by the perfor-
mance of the detector configurations at low frequencies and
follows the general trend observed in the behavior of the
horizon; see Fig. 2. Longer detector arms lead to larger
SNR and reduced uncertainties. At the same time, we
observe comparable performance between theΔ-15 km and
2L-15 km, while 2L-20 km remains the best configuration
we tested. Again, the absence of the low-frequency

instrument would lead to a drastic reduction in perfor-
mance, which completely prevents the exploitation of the
high-redshift signature to discover PBHs.
The same conclusion is supported by the population

analysis presented in the following section (see, in par-
ticular, Table I).

B. Subsolar merger measurements

In this subsection, we focus on the second smoking-gun
signature of PBHs, which is represented by the subsolar-
mass window. ET will dramatically extend the reach of
current technology when searching for mergers with at least
one component below the Chandrasekhar limit [65,66].
In Fig. 2, we show the detection horizon also in the

subsolar-mass range, i.e., the range of masses where only
PBHs, white dwarfs, brown dwarfs, or exotic compact
objects [118] can appear. For such masses, a large portion
of the SNR is built up in the HF range of the sensitivity
curve, so the horizons are only slightly dependent on the LF
instrument. This is supported by Fig. 2, where, for subsolar
masses, no significant difference in horizon redshift is
observed between various configurations when removing
the LF instrument. This can be understood by noticing that
the GW signal of subsolar mergers can be observed only in
its inspiral phase, which crosses the whole frequency range
accessible to ET and the SNR is mainly dominated by the
range of frequencies where the experiment is most sensi-
tive, which remain fixed regardless of the presence of the
LF instrument (see Fig. 1). This is also shown in Fig. 3,
where we compare the signal amplitude for a subsolar
merger with source-frame mass Mtot

src ¼ 1M⊙ located close
to the horizon (i.e., having SNR ¼ 9 in the Δ-10 km-
HFLF-Cryo configuration). One note of caution is in order
here. While our considerations are based on SNR detection
threshold, the actual matched-filtering search for GW
signals is considerably more complex. In particular, in
the case of light events, no merger signal is available and
the SNR is accumulated throughout the inspiral, spanning
over the sensitivity band. As such, our considerations here
are based on a simplified metric, which anyway allows for a
consistent comparison of designs.
In Fig. 5, we compare the performance of different ET

configurations when measuring the source-frame mass and
distance of subsolar PBH mergers. To perform a proper
comparison between different designs, for each mass m1,
we assume a source located at the same distance, which is
arbitrarily fixed in order to have SNR ¼ 30 in the Δ-10 km
HFLF-Cryo configuration. BHs spins are assumed to be
negligible (χ1 ¼ χ2 ¼ 0), as predicted by the PBH sce-
nario. We adopt the IMRPhenomHM waveform model and
test both face-on (ι ¼ 0) and edge-on (ι ¼ π=2) binaries.
When measuring the primary mass, we observe a large

precision improvement on σm1
going toward lighter masses.

This is due to the larger number of cycles that the binary
spends inspiraling within the observable band. In all the

FIG. 3. Comparison between the amplitude of a PBH binary
signal and the ET detector sensitivity curves shown in green
(10 km-HFLF-Cryo) or yellow (10 km-HF). We consider a
distant merger with source-frame mass Mtot

src ¼ 20M⊙ at
z ¼ 52, reported in red. Also, we show in blue a subsolar merger
with Mtot

src ¼ 1M⊙ at z ¼ 0.88. In both cases, we assume q ¼ 1,
optimal orientation of the binary, and the redshift is fixed in order
to have SNR ¼ 9 in the Δ-10 km-HFLF-Cryo configuration.

15For a complementary visualization of the performance of
different configurations, one may adopt the inference horizon
introduced in Ref. [219].
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subsolar-mass range, a subpercent precision is achieved for
sources with at least SNR≳ 30, and the improvements in
the LF sensitivity result in a minor gain of the precision on
m1 and z.

The conclusion is that, for subsolar-mass BHs, both the
detection horizon and the accuracy on the source-frame
mass and redshift reconstruction do not depend crucially on
the LF sensitivity, and missing the LF instrument does not

TABLE I. Top row: intrinsic number of PBH mergers per year predicted by the population we assume in this section. Bottom rows:
number of detected events (SNR ≥ 12) per year for all the ET configurations considered in this work. In particular, in the second column
we report the total number of detections, in the third the number of detections in the subsolar range (i.e., having at least the lightest object
in the binary in the subsolar window m2 ≤ 1M⊙), in the fourth and fifth the number of detections at high redshift, z ≥ 10 and z ≥ 30,
respectively, in the sixth column the number of detected events having at least one of the masses in the so-called lower mass gap (i.e.,
m1 ∈ ½2.5; 5�M⊙ and/or m2 ∈ ½2.5; 5�M⊙), and in the last columns the number of observed events with at least one of the masses in the
so-called upper mass gap (i.e., having at least the heavier object in the binary heavier than m1 ≥ 50M⊙).

Ntot NSS Nz>10 Nz>30 NLMG NUMG

Intrinsic population 1 920 000 708 487 1 400 384 795 904 300 220 7774
Configuration Ntot

det NSS
det Nz>10

det Nz>30
det NLMG

det NUMG
det

Δ-10 km-HFLF-Cryo 13 347 1650 336 17 2638 235
Δ-15 km-HFLF-Cryo 30 912 4281 1099 91 6443 376
2L-15 km-45°-HFLF-Cryo 24 900 3345 824 66 5132 332
2L-15 km-0°-HFLF-Cryo 26 585 3580 940 65 5517 356
2L-20 km-45°-HFLF-Cryo 35 524 5206 1434 140 7550 374
2L-20 km-0°-HFLF-Cryo 45 650 6745 1962 187 9809 465
1L-20 km-HFLF-Cryo 22 852 3019 698 37 4656 310

Δ-10 km-HF 4804 553 4 0 1023 74
Δ-15 km-HF 12 739 1660 106 0 2747 130
2L-15 km-45°-HF 10 714 1379 76 0 2239 113
2L-15 km-0°-HF 10 762 1374 79 0 2297 114
2L-20 km-45°-HF 20 704 2900 286 0 4574 175
2L-20 km-0°-HF 15 951 2211 210 0 3515 146
1L-20 km-HF 7610 987 51 0 1633 84

CE-40 km 41 650 6250 2050 142 8732 378
(CE-40 km)-(CE-20 km) 55 832 8702 2995 223 11 897 469

(CE-40 km)-(Δ-10 km-HFLF-Cryo) 56 964 8668 2876 226 12 108 510
(CE-40 km)-(2L-15 km-45°-HFLF-Cryo) 68 524 10 669 3604 331 14 713 590
(CE-40 km)-(2L-15 km-0°-HFLF-Cryo) 65 245 10 127 3366 294 13 990 563
(CE-40 km)-(CE-20 km)-(Δ-10 km-HFLF-Cryo) 71 414 11 300 3945 332 15 430 589
(CE-40 km)-(CE-20 km)-(2L-15 km-45°-HFLF-Cryo) 82 812 13 297 4757 443 17 975 663
(CE-40 km)-(CE-20 km)-(2L-15 km-0°-HFLF-Cryo) 77 974 12 444 4379 396 16 827 621

LVKI-O5 49 7 0 0 10 1

FIG. 4. Contour lines of constant relative error as a function of source-frame total mass Mtot and source redshift z. Different colors
indicate different configurations, while the left panel assumes HFLF-Cryo ASD and the right panel HF ASD. The solid (dashed) lines
correspond to σdL=dL ¼ 10% (1%). We assume equal masses m1 ¼ m2, vanishing spins χ1 ¼ χ2 ¼ 0, and optimal orientation of the
binary. We report only the 2L-45° case as in Fig. 2.
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jeopardize the ET capability to detect subsolar-mass
signatures. On the other hand, the length of the arms,
which leads to a larger SNR, is mainly responsible for the
different performance of the various designs.

C. Eccentricity measurements

Another key prediction of the PBH model involves the
eccentricity e. As discussed in Sec. II C, while formed with
large eccentricity at high redshift, PBH binaries circularize
before the GW signal can enter the observation band of
current and future detectors [69]. Therefore, PBH binary
candidates must have small eccentricities.
To test the sensitivity of the various configurations to the

measurement of a possible orbital eccentricity, we use the
TaylorF2 inspiral-only waveform model [209–211] with
the extension presented in Ref. [212] to account for a small
eccentricity in the orbit. Using as reference values for the
total source-frame mass 2M⊙ and 20M⊙, for each detector
configuration, we compute the relative error that can be
attained on equal-mass, nonspinning systems, as a function
of the eccentricity e0 defined at fe0 ¼ 10 Hz. The distance
to the source is fixed to dL ¼ 100 Mpc for the case Mtot ¼
2M⊙ and to dL ¼ 500 Mpc for Mtot ¼ 20M⊙.
The results for the relative errors attainable on e0 are

reported in Fig. 6. We notice, in particular, the great
relevance of the LF instrument to perform eccentricity
measurements, which may result in a reduction of σe0 of
up to one order of magnitude. This can be traced to the

fact that eccentricity gives larger effects during the
inspiral (i.e., at low frequencies), since, when going
closer to merger, a binary system tends to circularize,
with e0 ∝ f−19=18GW . The range of values of e0 shown on
the horizontal axis in Fig. 6 corresponds to eccentricities
that are too large for a PBH binary, that are expected to
have e0 ∼ 10−6 when they reach f ¼ 10 Hz [69]. As a
consequence, in this range, when the relative error on e0
for a given detection is sufficiently small, e.g., below the
horizontal dashed line in the figure (which corresponds to
Δe0=e0 ¼ 0.33), one would be able to exclude that this
event has a primordial origin.
Finally, for fixed SNR, heavier mergers result in a

smaller number of cycles within the ET observable
frequency band and a corresponding reduction of pre-
cision (i.e., larger σe0). As far as the comparison between
configurations is concerned, we checked that analogous
conclusions can be drawn from simulating detections with
larger masses. A smaller improvement is brought by longer
detector arms, which can amount to slightly larger SNR.

D. Tidal deformability measurements

Measurements of tidal deformability represent another
crucial indicator of the compact nature of a merger. In
particular, focusing on the light portion of the mass
spectrum accessible to ET, tidal effects are an important
discriminant between astrophysical stars (of various nature)
and light PBHs.

FIG. 5. Relative error on the primary source-frame mass (top) and source redshift (bottom) as a function of m1 in the subsolar range.
We consider a source located at a distance such that the SNR ¼ 30 in the Δ-10 km HFLF-Cryo configuration.
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In Fig. 7, we show the absolute error on the tidal parameter
Λ̃ as a function of the source-frame total mass, for non-
spinning, equal-mass, and optimally oriented binaries,
located at 100 Mpc from the detector, with negligible tidal
deformability. The parameters we include in the FIM are

fMc; η; dL; θ;ϕ; ι;ψ ; tc;Φc; χ1;z; χ2;z; Λ̃; δΛ̃g: ð14Þ
We adopt the TaylorF2 waveform model with the inclusion
of tidal effects.
We also checked that, at the level of the com-

parison between different configurations, assuming the
IMRPhenomD_NRTidalv2 waveform approximant gives
analogous results. However, in the range of masses of its
validity, the latter provides a smaller uncertainty on Λ̃, as
can be seen from the dashed lines in Fig. 7. This is due to
the fact that TaylorF2 describes only the inspiral part of the
signal, while IMRPhenomD_NRTidalv2 is a full inspiral-
merger model and includes a more complete tidal phase
(recall that the tidal terms we use in TaylorF2 appear only at
5PN and 6PN order) as well as tidal terms in the amplitude
(which are not present in TaylorF2). We further verified
that, as a consequence of the more complete tidal phase and
amplitude, even if cutting the IMRPhenomD_NRTidalv2 at
2fISCO, the uncertainty on Λ̃ is still more than 10 times
smaller than the one estimated using TaylorF2.
Overall, the performance of the various configurations

for low-mass systems is similar, with more differences

appearing for higher masses, where the 2L configurations
perform better compared to the triangle. We also notice
the improvement thanks to the LF instrument for masses
Mtot ≳ 1M⊙ and, in particular, forMtot ≳ 100M⊙: This can
be traced to the fact that a signal can stay in band for a much
higher number of cycles thanks to the LF sensitivity,
resulting in smaller errors on the parameters. Here again,
we see that longer arms lead to slightly reduced uncer-
tainties due to the larger expected SNR.

E. Spin measurements

As discussed in Sec. V E, in the standard formation
scenario, PBH binaries composed of individual PBHs
lighter than mPBH ≃ 10M⊙ retain their initial small spins,
as accretion is always not efficient enough to spin up
individual components. Thus, measuring a nonvanishing
spin for a sub-10M⊙ object would be in tension with a
standard primordial origin. Provided modeling of PBH
accretion will be accurate enough, the mass-spin rela-
tion can (at least in principle) be compared with a single
event to test its consistency with a primordial origin for
larger masses. In order to compare the performance of
various designs, in this section we forecast the accuracy
with which ET could measure spins as a function of
both primary mass and mass ratio, for selected individual
events. In Sec. VI, we will instead show the results of a

FIG. 6. Relative error on the eccentricity e0 at fe0 ¼ 10 Hz as a function of its injected value for a binary with a total source-frame
mass of Mtot ¼ 2M⊙ and dL ¼ 100 Mpc in the upper panel, while Mtot ¼ 20M⊙ and dL ¼ 500 Mpc in the lower panel. One is able to
exclude negligible eccentricity (at 3σ level) below the horizontal gray dashed lines.
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comparison based on a population analysis, which yields
analogous trends.
In Fig. 8, we show the parameter space in the ðm1; qÞ

plane in which an absolute 1σ error of σχi;z ¼ 1%

(σχi;z ¼ 5%) can be achieved. In this analysis, we con-
sider vanishing spins and provide absolute errors on
the spin magnitude along the angular momentum axis ẑ.

We consider a merger at a fixed distance of dL ¼ 500 Mpc.
Therefore, moving toward the right-hand side (upper side)
of the plot, which means larger total masses, corresponds to
considering higher values of SNR. This drives an increased
precision in all configurations we considered. The perfor-
mance of the detectors would, of course, improve for closer
sources.

FIG. 7. Absolute (1σ) uncertainty on the tidal deformability Λ̃ as a function of total mass Mtot in the source frame for the various
configurations. We assume negligible deformability of the source, nonspinning equal-mass binaries and an optimally oriented source at
a distance of 100 Mpc. The aligned 2L configurations are not visible, as they result in comparable performance as for the misaligned
case, due to our choice of selecting an optimally oriented source. We show as solid lines the results obtained over a broad mass range
with the TaylorF2 inspiral-only model, while for comparison we also show the results obtained with the full inspiral-merger model
IMRPhenomD_NRTidalv2 in its range of validity.

FIG. 8. Absolute errors on both primary (top panel) and secondary (bottom panel) spin magnitude. We assume a merger located at
dL ¼ 500 Mpc with an optimal orientation. We also inject negligible BH spins, a value which is compatible with the primordial scenario
and inefficient accretion. The errors decrease on the right of and below each contour line, mainly driven by the larger SNR.
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Under the assumption of aligned spins, which we
adopt to perform the FIM analysis, in the limit q ¼ 1 it
is difficult to make independent measurements of the
individual component spins. This is because, in such a
limit, the dominant terms in the waveform model are
completely determined by χs ≡ ð1=2Þðχ1;z þ χ2;zÞ, and
the derivative with respect to the antisymmetric spin χa ≡
ð1=2Þðχ1;z − χ2;zÞ in the Fisher information matrix is sup-
pressed by the mass difference between the two compo-
nents of the binary. Therefore, in this limit, the large
uncertainty on χa jeopardizes our ability to constrain the
individual spin magnitudes χ1;z and χ2;z. In the opposite
limit, q ≪ 1, the error on the secondary spin magnitude
increases again, due to the suppressed sensitivity on the
lighter component of the binary.
As one can see, no significant difference in performance

between the various configurations is observed. The main
difference is brought by the length of the arms and the
consequent larger SNR achieved. The region of parameter
space where subpercent accuracy on χi;z is achieved is
systematically smaller for the Δ-10 km, while it increases
with 2L configurations and longer arms, due to the slightly
larger SNR.

VI. POPULATION ANALYSIS

In this section, we analyze in detail the detection
prospects of the various ET configurations with a popula-
tion approach. In general, forecasts based on PBH pop-
ulations must be based on underlying assumptions, given
no definite evidence for their existence is available to date.
In this section, we are going to assume a PBH population
that saturates the upper bounds provided by current
GWTC-3 [4] (and the absence of detection of subsolar-
mass mergers [220,221]), as recently derived in Ref. [50].
This should be viewed as an optimistic maximum con-
tribution from PBHs to future 3G detections and serve as a
benchmark for us to compare the performance of different
ET configurations.

A. PBH merger rate distribution

In the standard formation scenario that we assume
throughout, the PBH merger rate at low redshift is
dominated by binaries that gravitationally decouple from
the Hubble flow before the matter-radiation equality
[86,87]. We compute the differential volumetric PBH
merger rate density following Refs. [27,31,34,80] as

dRPBH

dm1dm2

¼ 1.6 × 106

Gpc3 yr
f53=37PBH

�
tðzÞ
t0

�
−34=37

�
M
M⊙

�
−32=37

× η−34=37SðM; fPBH;ψ ; zÞψðm1Þψðm2Þ; ð15Þ

where η ¼ m1m2=M2, t0 ¼ 13.7 Gyr is the current age of
the Universe, and ψðmiÞ is the PBH mass distribution.

The suppression factor S < 1 accounts for environmental
effects in both the early- and late-time Universe. We can
separately define each contribution as

S≡ SearlyðM; fPBH;ψÞ × SlateðfPBH; zÞ: ð16Þ
An analytic expression for S can be found in Ref. [40],
which we report here for completeness. In the early
Universe, suppression results as a consequence of inter-
actions between PBH binaries and both the surrounding
dark matter inhomogeneities as well as neighboring PBHs
at high redshift [23,25,27,142]. This factor takes the form

Searly ≈ 1.42

�hm2i=hmi2
N̄ðyÞ þ C

þ σ2M
f2PBH

�−21=74
exp ½−N̄�; ð17Þ

with

N̄ ≡ M
hmi

�
fPBH

fPBH þ σM

�
; ð18Þ

and the rescaled variance of matter density perturbations
takes the value σM ≃ 0.004. We also introduced the first and
second momenta of the PBH average mass distribution, i.e.,
hmi and hm2i, respectively. In Eq. (17), the constant factor
C is defined as [see Eq. (A5) in Ref. [40]]

C ¼ f2PBH × hm2i=ðσM × hmiÞ2h
Γð29=37Þffiffi

π
p U
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74
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2
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2
PBH

6σ2M

�i
−74=21

− 1
; ð19Þ

where ΓðxÞ is the Euler Gamma function and Uða; b; zÞ
denotes the confluent hypergeometric function.
In the late Universe, multiple encounters with other

PBHs that populate small clusters formed from the initial
Poisson conditions lead to a thermalization of the eccen-
tricity distribution, which enhances the merger time and
effectively reduces the late-time Universe merger rate
[135,136,222–224]. By accounting for the fraction of
binaries that avoid dense enough clusters and are not
disrupted, one can write down this additional suppression
factor as [31,40,80,225]

SlateðxÞ ≈min ½1; 9.6 × 10−3x−0.65 exp ð0.03ln2xÞ�; ð20Þ

where we introduced the variable x≡ ðtðzÞ=t0Þ0.44fPBH.
Notice also that, for fPBH ≲ 0.003, one always finds
Slate ≃ 1; i.e., the suppression of the merger rate due to
disruption inside PBH clusters is negligible. This is also
supported by the results obtained through cosmological N-
body simulations finding that PBHs are essentially isolated
when their abundance is small enough [79].

B. GWTC-3 upper bound

Following Ref. [50], we assume the PBH population is
generated by an enhanced curvature power spectrum in
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between two scales; see Sec. II E in Ref. [50] for more
details. The population is derived including a state-of-the-
art modeling of the QCD era and its impact on the threshold
for PBH collapse and the critical mass spectrum (see also
Refs. [51,112,113,115]). Only four hyperparameters fix
the PBH population: the PBH abundance fPBH, the power
spectrum tilt ns (not related to the one characterizing the
larger cosmic microwave background scales), and the
minimum MS and maximum ML PBH masses, linked to
the smallest and largest horizon masses bracketing the
PBH formation epoch. In particular, we use fPBH ¼ 10−2.8,
ns ¼ 0.84,MS ¼ 10−1.6M⊙, andML ¼ 103M⊙, which cor-
responds to a representative upper bound on the PBH
population given the currently available GWTC-3 dataset.
The red line in Fig. 9 (left panel) is the mass function that

we consider in this work, alongside the most stringent
constraint on this window. With this choice, the local rate
density is

RPBHðz ¼ 0Þ ¼ 89 Gpc−3 yr−1; ð21Þ

integrated over all masses in the rangemi ∈ ½10−2; 103�M⊙.
Notice, in particular, that this number is dominated by the
contribution of light events, and it is smaller than what is
estimated by the LVK Collaboration in the “full” mass
range [5], as PBH can explain only a small fraction of
current detected events [45,50]. As found in Ref. [50], the
mass distribution reported in Fig. 9 (left panel, cyan band)
would correspond to [0.8, 22.4] mergers in the current
catalog of events at 90% CL while predicting [0.0, 0.6]
events in the subsolar-mass range (compatible with zero),
[0.1, 2.3] in the lower mass gap, and [0.0, 6.1] in the upper
mass gap. We refer to the original paper for more details.

The intrinsic distribution of mergers in both the primary
and secondary mass is shown in the right panel in Fig. 9.
The total number of mergers per year in the redshift

window z ∈ ½0; 100� is

Nz∈½0;100�
PBH ¼

Z
100

0

dz
dVc

dz
RPBHðzÞ
1þ z

¼ 1.92 × 106=yr; ð22Þ

which is the number of sources we analyze. We do not
consider higher-redshift sources, even though they exist,
as above z ¼ 100 the selection bias reduces to zero the
observable mergers in all configurations we considered.
The sources are distributed uniformly across the sky, and
we also assume uniform distributions for the inclina-
tion angle, polarization angle, phase at coalescence, and
merger time.
Consistently with the above assumption of negligible

effect of accretion on PBH masses adopted in Ref. [50], the
spin magnitudes are drawn assuming small PBH accretion
efficiency and adopting the accretion model described in
detail in Refs. [34,132,226]. For definiteness, we assume a
cutoff redshift zcut�off23 for the PBH binary accretion,
while we assume uniform and independent distributions for
the spin orientations, as discussed in Sec. II B.

C. Population detection prospects at ET

We perform the analysis on the described population for
all the ET configurations considered in this work, also in
combination with one or two CE detectors for the full
HFLF-Cryo ASD, assuming a 40 km detector in the former
case and a 40 km plus a 20 km detector in the latter.
As a comparison, we further perform the analysis for the
LIGO-Virgo-KAGRA-LIGO India network using the most

FIG. 9. Left: constraints on the PBH mass distribution derived in Ref. [50] and compared to existing ones [16]. The thick black line
delineates the GWTC-3 upper bound (90% C.I.) on PBH assuming a dominant contribution from ABH binaries and null detection of
subsolar mergers. The cyan band shows the portion of the posterior where GW190814 is interpreted as a PBH binary (see Ref. [50] for
more details). The red line is the mass function we consider in this work to derive optimistic detection prospects at the ET. Right:
differential merger rate (in units of Gpc−3 yr−1) as a function of primary and secondary mass we assume in this work.
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optimistic sensitivity curves currently available for the
O5 run.
The analysis is performed using the IMRPhenomXPHM

waveform model for the full set of 15 parameters

fMc; η; dL; θ;ϕ; θJN;ψ ; tc;Φc; χ1; χ2; θs;1; θs;2;ϕJL;ϕ1;2g;
ð23Þ

where χ1 and χ2 denote the spin magnitudes of the two
objects, θJN is the angle between the total angular
momentum vector of the binary and the line of sight,
θs;1 and θs;2 are the tilts of the two spins, ϕJL is the
azimuthal angle of the orbital angular momentum relative
to the total angular momentum, and ϕ1;2 the difference in
azimuthal angle of the two spins. For each event, we
compute the SNR at the various detector configuration,
while the parameter estimation is performed only for the
events having SNR ≥ 12.16 To have a more realistic
simulation, we assume an uncorrelated 85% duty cycle
for 3G detectors (this is applied to each arm for the triangle)
and a 70% duty cycle for 2G detectors during O5.
In Table I, we summarize the results for the number of

detected events, imposing a conservative detection thresh-
old SNR ≥ 12, which is the same adopted for the parameter
estimation. In particular, in the second column, we report
the results for the total number of observed events.17

Furthermore, following the logic described in Ref. [50],
we report the number of detections per year falling in
“special” mass ranges, which would somehow challenge
vanilla astrophysical scenarios. These are of particular
interest, since the astrophysical mechanisms producing
BHs with such masses are poorly understood, and PBHs
offer a natural alternative. In particular, in the third column,
we restrict to the systems having at least one of the masses
lighter than 1M⊙ (with our convention m1 ≥ m2, this
condition is equivalent to m2 ≤ 1M⊙). In the fourth (fifth)
column instead, we report the number of observations of
events at redshift z ≥ 10 (z ≥ 30). Finally, in the sixth
column, we report the number of observed sources having
at least one of the objects with a mass falling in the so-
called lower mass gap (LMG), i.e., in the range ½2.5; 5�M⊙,
while in the seventh column the ones having at least
one object with a mass falling in the upper mass gap
(UMG), i.e., above 50M⊙ (this condition is equivalent to

m1 ≥ 50M⊙). In the top rows in Table I, we also report the
number of mergers produced by the intrinsic population per
year (i.e., before the selection bias of the detector is
applied). This helps gain intuition on how restrictive is
the limited sensitivity of the detector within the various
range of the mass-distance parameter space.
Already from these results, a number of conclusions can

be drawn: Comparing the HFLF-Cryo and HF results, we
see the fundamental importance of the LF instrument in the
ET design, which enables one to observe binaries up to
extremely high redshifts, one of the strong signatures of
PBHs, while also more than doubling the number of overall
detections. We further notice the overall better results
obtained with the 2L-15 km configuration as compared
to the 10 km triangular geometry. Given that the adopted
population predicts a high number of binaries with low
masses (around 1M⊙ and 2M⊙ as can be seen from Fig. 9),
we also appreciate the performance of the CE detectors,
which are more sensitive than ET for such events (see, e.g.,
Fig. 4 in Ref. [64]), but still notice the significant improve-
ment brought by ET, showing the potential of the full 3G
network. Finally, comparing the results obtained for 3G
detectors to the ones for the LVKI O5 network, we see the
huge leap achievable thanks to ET and CE.
The overall conclusion we draw from these findings is

that 3G detectors will be able to discover a PBH population
which may be undetected by current experiments. Both the
subsolar and high-redshift smoking-gun signatures would
provide unique probes of the existence of such population,
with the latter being accessible only if the HFLF-Cryo ET
configuration is achieved. In both mass gaps, the number
of detectable events can reach multiple thousands, which
would further allow one to perform dedicated population
analyses aimed at distinguishing these contributions
from astrophysical contaminants in those regions. In
case such events were not discovered, ET would set
much more stringent bounds on the abundance of PBHs
in the stellar mass range than what can optimistically
achieved with current LIGO, Virgo, and KAGRA detec-
tor technology [65].
In Fig. 10, we show the distribution of mergers as a

function of redshift z. Because of the small rates, large
search volumes are needed in order to obtain a sizable
number of events. This means that most of the detectable
mergers fall in the redshift range between z ≈Oð0.1Þ
and z ≈Oð40Þ, with the latter boundary of this range
which strongly depends on the specific design consi-
dered. While the black line shows the full population for
reference, the colored solid and dashed lines correspond
to the histogram of events detected with SNR larger than
12 or 50, respectively. This plot graphically shows that the
HF version of the design is not able to reach mergers
beyond redshift Oð30Þ, not even in the largest (2L-20 km)
implementation, thus missing entirely the high-redshift
(smoking-gun) window. On the other hand, the difference
between HF and HFLF-Cryo is reduced in the bulk of

16We further discard a small fraction of events having an ill-
conditioned Fisher matrix, which is found never to exceed 1%.
See Ref. [64] for a discussion of the methodology.

17Real world search pipelines are based on more advanced
statistics, such as the false-alarm rate. However, this requires a
detailed understanding of the level of non-Gaussian noise in the
detector, which can be obtained only after a detector has been
built and commissioned. Nevertheless, we expect the SNR
criterion to allow for a consistent comparison between configu-
rations, as well as a reliable estimate of the performance of the
detectors.
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FIG. 10. Probability density function of detected events (with SNR > 12 and SNR > 50) for the population assumed in Sec. VI B. The
black solid line indicates the entire population of mergers per year. The number of detections per bin is monotonically increasing, as we
choose a binning equally spaced in log scale. In practice, the event distribution in redshift follows the integrand in Eq. (22), which peaks
at redshift z ≈Oð10Þ because of the comoving volume factor.

FIG. 11. Cumulative distribution of the SNRs for the simulated PBH population as observed by the different detector configurations.
The cumulative is inverted to actually show the number of events with a SNR higher than a given value, and we shade the region
SNR < 12, which is below the assumed detection threshold. Top panel: configurations featuring only the ET detector geometries
considered with their HFLF-Cryo sensitivity (left panel) and HF sensitivity (right panel). Bottom panel: network of detectors which
features either two CE (with and without ET) and, on the rightmost side, the optimistic O5 LIGO-Virgo-KAGRA-LIGO India detector
performance.
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FIG. 12. Cumulative distribution of parameter estimation errors for some selected parameters obtained with the Fisher matrix
approach for the simulated PBH population as observed by the different detector geometries considered with their HFLF-Cryo
sensitivity (left panel) and HF sensitivity (right panel). In particular, in the top row we report the relative errors attainable on the detector-
frame chirp mass, in the second row for the symmetric mass ratio, and in the third row on the luminosity distance, while in the bottom
row we report the absolute errors attainable on the adimensional spin magnitude of the primary (solid line) and secondary (dashed line)
object.
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events, as similar numbers are obtained below redshifts of a
few, where all designs have an outstanding performance.
Anyway, a note of caution is needed here. The sole

fact that a merger happening at z≳ 30 is detectable
does not assure a good reconstruction of its distance. As
already discussed in the preceding section, individual
merger detections require sufficient precision on the source

redshift in order to prove the primordial nature of the source
(see Refs. [109,111] for an in-depth analysis of this
parameter estimation uncertainties based on Bayesian PE
and Ref. [219] for figures of merit describing the attainable
lower confidence level on the redshift). One could also
exploit a population-based inference of the high-redshift
merger rate. In such a way, multiple event detections can be

FIG. 13. The same as Fig. 12, but networks which include two CE detectors, one 40 km long and the other 20 km long (left panels), or
a single 40 km CE detector (central panel) alone and in a network with the ET both in its 10 km triangular design and in the 15 km 2L
designs aligned and misaligned, all with their HFLF-Cryo sensitivity. In the right panels, we report the results obtained for the optimistic
version of LVKI network with the best sensitivities representative of the O5 run.
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combined, thus enhancing the statistics and reducing the
overall uncertainties [70,110]. In any case, this simplified
comparison solidly shows the importance of the cryogenic
instrument in order to access the high-redshift smoking-gun
signature.
We report in Fig. 11 (top panel) the cumulative distri-

butions of SNRs attainable at ET with all the considered
geometries and the two ASDs, while in the bottom panels
we show the same results for CE (both as a single 40 km
detector and as two instruments of 40 and 20 km) both
alone and in a network with ET and for the LVKI network
during the O5 observing run.
In Figs. 12 and 13, we report the cumulative distri-

bution of parameter estimation errors on the most relevant
parameters characterizing each event in the population
of PBHs.
As far as ET alone is concerned, we again notice the

overall better results obtained with the 2L misaligned
instruments, especially in the HF scenario, both for the
measurement of the intrinsic parameters and, in particular,
for the luminosity distance reconstruction. Moreover, we
again confirm the relevance of the LF instrument, with a
number of detections more than 2 times higher as compared
to the HF case, and more events having good parameter
reconstruction. Considering ET in a network with CE, the
differences among the three considered geometries appear
instead less pronounced, with the 2L configurations pro-
viding anyway better results.

VII. SUMMARY AND CONCLUSIONS

In this paper, we have analyzed how different detector
designs for the ET would perform on the estimation and
discrimination of some key observables of PBH mergers,
as well as their detection prospects for a realistic population
of PBH events [50]. In particular, we have studied three
detector geometries: a triangular detector consisting of
three nested instruments and two L-shaped detectors, both
parallel and misaligned by 45° among them. For the various
geometries, we have further considered two different arm
lengths and two scenarios: one in which the detectors
operate at their full potential and adopt a xylophone design,
i.e., consist of two instruments, one optimized for LF
sensitivity and the other for HF sensitivity, and another in
which only the HF instrument is operating. For a compre-
hensive analysis of how other science cases depend on
these configurations, we refer to Ref. [72], where also the
results here presented are summarized.
Overall, we find that, thanks to the improved sensitivity

and the wider bandwidth, 3G detectors are much more
likely to detect mergers of PBH binaries as compared to
current facilities (mainly due to the extended reach) and
have the potential to measure their parameters with suffi-
cient accuracy to distinguish them from the astrophysical
BHs. These observables include, in particular, (i) the
masses in the subsolar window (where ABHs are not

expected to form); (ii) the distance in the high-z window
for PBHs of mass around few tens of solar mass (after
z≳ 30 astrophysical BH are not expected to exist); and
(iii) the spins (which are relevant due to the expected mass-
spin correlation for PBH). This can possibly shed light on
the possible primordial origin of some binaries, even on a
single-event basis. This is also supported by the compari-
son of the results attainable at ET with the ones for the
LVKI network during O5 (reported in the context of the
population analysis in Figs. 12 and 13); we see how big is
the leap from 2G to 3G instruments, giving a hint of how
deeply instruments such as ETwill enable us to look in the
window 2G detectors opened on our Universe.
One of the key results emerging from our analyses is

the relevance of the low-frequency instrument for PBH
observations: Losing the LF sensitivity would dramatically
reduce the redshift range, as is apparent from Figs. 2 and 4,
at the level of potentially inhibiting the observation of
mergers above z ≈ 30, one of the smoking-gun signatures
of PBH binaries and an extremely interesting region of our
Universe to explore. The LF instrument turns out to be
fundamental also for measuring a possible orbital eccen-
tricity (PBH binaries are expected to have almost circular
orbits) and enables one to detect more than twice the
number of events as compared to the HF case looking at the
population analysis, also resulting in tighter parameter
errors, irrespectively of the geometry.
We further find the longer detectors to be preferable, as

expected, in particular, for the observable range and the
number of detections, as well as for parameter estimation.
Concerning the detector geometry, we find the 2L con-
figuration with misaligned arms to provide the best option.
In particular, it provides a better estimation performance on
all the parameters and enables one to observe a higher
number of events as compared to the triangular design [we
are here comparing the 2L design with 15 km (20 km) arms
and the triangular design with 10 km (15 km) arms].18

When considering ET in a network with CE, the differences
among the various detector geometries are smaller, as can
be seen from the population analysis results, with the 2L
configurations still being preferred.
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