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Gravitational-wave observations have the capability to strongly differentiate between different
assumptions for how binary compact objects form. The agreement of observations to different models
of the evolution of massive stellar binaries leading to the formation of compact binaries can be
characterized by a Bayesian marginal likelihood. In this work, we show how to carefully interpolate
this marginal likelihood between choices of binary evolution model parameters, enabling the analysis of
their posterior distributions between expensive binary evolution simulations. Using the StarTrack binary
evolution code, we compare one- and four-dimensional binary evolution models to the compact binary
mergers reported in recent gravitational-wave observing runs, considering merger detection rates and mass
distributions. We demonstrate that the predicted detection rates and mass distribution of simulated binaries
can be effective in constraining binary evolution formation. We first consider a one-dimensional model,
studying the effect of supernova (SN) kick velocity (drawn from a Maxwellian with dispersion σeff ) on the
simulated population of compact binary mergers, and find support for substantial SN recoil kicks. We
follow this up with a four-dimensional study of σeff , mass transfer efficiency (fa), the efficiency of angular
momentum depletion from ejected material (β) during Roche-lobe accretion, and an observation-driven
reduction in the mass-loss rate estimated from stellar wind models (fwind1). Of those four formation
parameters we investigated, we find that three of them (σeff , fa, and fwind1) can be efficiently limited by
these observational comparisons. After initially sampling from a uniform prior in the space of these
parameters, we refined our sampling by iteratively estimating a Bayesian likelihood for each simulation,
fitting that likelihood to a parametric model (a truncated Gaussian) in the four-dimensional formation
parameter space, and sampling directly from that Gaussian in order to propose new simulations in a way
that is informed by previous simulations. Our maximum likelihood simulation (K0559) has parameters
σeff ¼ 108.3 km=s (indicating substantial SN recoil kicks), fa ¼ 0.922 (indicating efficient mass transfer),
and fwind1 ¼ 0.328 (indicating support for reduced wind-driven mass loss). Note that our estimates are only
valid within one particular model of compact binary formation through isolated binary evolution and do not
yet take into account the impact of other uncertain pieces of stellar physics and binary evolution.
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I. INTRODUCTION

By identifying and characterizing the properties of
systems that become the observed gravitational-wave
(GW) sources, the distribution of those properties in the
population of coalescing compact binaries can now be
measured empirically [1–9]. The first observation of
gravitational-waves from the binary black hole (BBH)
system, GW150914 [10], has quickly challenged candidate

models for how these compact objects form. The discovery
of this system demonstrated that black holes heavier than
those observed in x-ray binaries exist [11], eliminating
models that do not produce them. Similarly, the observation
of the binary neutron star (BNS) and neutron star–black
hole (NSBH) systems such as GW170817 [12],
GW200105, and GW200115 [13], further define the
population of these objects, which must be produced from
the massive stars that become compact objects. The
discoveries of GW190412 [14] and GW190814 [15]
(with mass ratios m2=m1 ¼ 0.28þ0.12

−0.06 and 0.112þ0.008
−0.009 ,
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respectively) similarly demonstrated that asymmetric bina-
ries must be produced, eliminating models that cannot
produce a wide mass ratio spectrum [13,16–20]. The
population of gravitational-wave signals from coalescing
compact binaries has an immediate impact on our under-
standing of the evolutionary tracks available to massive
stellar binaries, even with the modest assumption that
binary stellar astrophysical processes dominate at least
some key parts of the observed compact binary distribution.
The formation channels for compact binaries include the

isolated evolution of massive stellar binaries, isolated
stellar triples, and dynamic mergers in dense environments
such as near galactic nuclei, globular clusters, and dense
star clusters (see Mandel and Farmer [21] for a review).
Several theories postulate that many of the mergers
observed thus far by modern ground-based gravitational-
wave detectors can be explained by isolated binary
evolution [19,22–33]. Others have argued that dynamic
mergers are necessary to explain some events (like
GW190521) [2,3,34–37]. In this work, we assume that
the collective population of compact object mergers was
formed through isolated binary evolution and reserve the
inclusion of dynamic channels for future work.
Many groups have undertaken the pertinent task of

modeling and simulating the evolution of massive isolated
stellar binaries to construct simulated populations of
mergers to compare with observations [38–51]. Previous
studies with synthetic data have suggested direct compar-
isons with binary evolution catalogs could constrain binary
evolution model parameters [52]. These models depend on
assumptions about the life and evolution of stellar binaries,
which vary from group to group and simulation to
simulation, and include (but are not limited to) supernova
shock propagation, pair instability, stellar wind, mass
transfer, and metallicity. In this work, we will refer to
the specific binary evolution model parameters varied from
one simulation to the next as formation parameters Λ.
Comparing any individual, detailed model for compact
binary formation to observations is straightforward: the
number of detections and properties of each event seen in a
particular GW survey are compared quantitatively to the
population of simulated mergers for a given model of
binary evolution by a conventional (inhomogeneous
Poisson process, marginalized) likelihood [1,53–56].
Simulating these populations incurs a high computational
cost, severely limiting the ability to thoroughly explore the
parameter space. In limited cases, pioneering studies have
used postprocessing to implement single low-dimensional
models that vary a handful of parameters at a time, for
example, changing the spin distribution [54] or modifying
the relative proportions (mixing fractions) between two
fiducial reference models [57,58]. To surmount this chal-
lenge, some groups have created surrogate models for
costly models like binary star evolution [53,59,60],
allowing them to make continuous predictions for some

parameter distributions as a function of some formation
parameters.
Recently, some groups have begun to undertake the task

of considering more than one set of model assumptions at
once [28], however, they stop short of doing inference to
interpolate between costly simulations and select new
model parameter choices for further simulations. In prac-
tice, however, these complex models have many parameters
and are undergoing tremendous developments that can
dramatically impact their predictions, such as the choice for
supernova engine, remnant spins, and common-envelope
(CE) assumptions. It would be difficult for these approx-
imations to stay current and incorporate all relevant model
physics or parameters.
In this work, we introduce a strategy to allow inference on

compact binary formation models, without requiring con-
tinuously sampled models. Motivated by highly success-
fully strategies to interpret individual GWobservations [61],
we propose interpolating the marginalized likelihood over
formation parameters and performing a Bayesian inference
in these formation parameters. In this study, we vary
formation parameters for supernova (SN) recoil kicks
(σeff ), mass transfer efficiency during Roche-lobe overflow
(fa), specific angular momentum of material ejected during
Roche-lobe overflow (β) [62], and a reduction inwindmass-
loss rates for hydrogen-dominated stars (fwind1). Here, σeff is
the dispersion parameter of a Maxwellian distribution. We
compare GW observations from the first three observing
runs of the LIGO/Virgo instruments [63–66] to models
produced by the StarTrack binary evolution suite. Coupled
with a range of postprocessing tools, the StarTrack suite
produces merger rate densities for a population of compact
binaries formed over cosmological time, accounting for a
distribution of star forming conditions at each formation
redshift [24,26,67–70].
Astrophysical interpretation relies on the joint likelihood

PðfdjgjΛÞ of some specific model (with parameters Λ)
given the data (fdjg, consisting of individual confident
detections: dj). The Poisson likelihood, selection biases,
observation results, and astrophysical inputs needed to
carry out this program are readily available and well
understood [71–74]. Several groups have already demon-
strated how to use the likelihood of individual discrete
models to discriminate between them [53,54,57]. However,
at present, this approach remains tightly limited by model
availability: the event rate as a function of formation
parameters is only available for a very small set of
population model parameters.
We organize the paper as follows. Section II reviews all

the methods used in this work. First, in Sec. II A, we review
the StarTrack binary evolution code, our binary evolution
assumptions, and the range of binary evolution parameters
explored by models used for inference in this study. Next,
in Sec. II B, we review how we incorporate GW detector
sensitivity to assess the properties of observed populations,
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carefully describing how our calculations use the StarTrack

binary evolution code. We specifically describe the fiducial
detector network sensitivity estimate (i.e., the adopted
detector noise power spectrum and signal-to-noise thresh-
old for detection) adopted for the rest of this work.
Subsequently, in Sec. II C, we describe how we evaluate
the marginal likelihood of each model, as compared to
gravitational-wave observations. Section III demonstrates
our approach to binary population inference, in the context
of a simple one-parameter investigation of SN recoil kick
velocity. This section and the next compare observations
from the first three observing runs of the LIGO/Virgo
instruments to population models. Section IV applies these
techniques to draw conclusions on the four formation
parameters we explore in this study: fa, β, σeff , and
fwind1. Finally, Sec. V discusses the implications of our
results in the field of binary evolution population synthesis.

II. METHODS

A. StarTrack simulated universes

StarTrack binary evolution results have been exhaustively
discussed before, both in isolation [25,67–70,75–77] and in
comparison with GW observations [16,25,26,54,70,78].
O’Shaughnessy et al. [79,80] have systematically randomly
varied many binary evolution parameters simultaneously,
comparing them against an observed sample (of binary
pulsars). While this previous study also used a Bayesian,
single-event-likelihood-based approach to assess the like-
lihood of given population models, our investigation is
the first to carefully interpolate between choices of for-
mation parameters (see, however, the thesis work of
Delfavero [81]). The content in this section is based on
this prior work, whose pertinent results we summarize for
self-completeness.

1. StarTrack simulations

Synthetic universes are generated from a sequence of
distinct StarTrack runs, applied to a fixed number of isolated
binaries all born at a fixed reference time. For each set of
binary evolution parameters, StarTrack is applied to a range
of progenitor metallicities. With each run, StarTrack evolves
pairs of stars, accounting for accretion, tidal interactions,
stellar wind, metallicity, gravitational radiation, magnetic
braking, compact object recoil kicks, pair-production
instability, and many more physical processes. It uses
phenomenological models for supernovae to determine
the properties of remnant black holes and neutron stars
[69,82]. Among its many outputs are the expected pop-
ulation of compact binaries—BBH, BNS, and NSBH
systems—characterized as (weighted) samples from the
distribution of merging binaries.
The initial population of stars in a StarTrack simulation is

drawn from a Kroupa initial mass function (IMF) [83–85],

Ψðm1Þ ∝

8>><
>>:

m−1.3
1 0.08M⊙ ≤ m1 < 0.5M⊙

m−2.2
1 0.5M⊙ ≤ m1 < 1.0M⊙

m−αIMF
1 1.0M⊙ < 150M⊙

9>>=
>>;
; ð1Þ

where we adopt αIMF ¼ 2.35 for the highest mass stars
(consistent with [26,86]). The companion mass (m2) is
drawn uniformly in mass ratio (m2=m1) from ½qmin; 1�,
where qmin ¼ 0.08M⊙=m1 represents the hydrogen burning
limit for m2 [87–89]. For computational efficiency, only
binaries where m1 > 5M⊙ and m2 > 3M⊙ are evolved
when simulating StarTrack populations of compact binaries,
as only these systems can form black holes and neu-
tron stars.
The first step in relating these StarTrack runs to a synthetic

universe is describing them as the population of stars
produced by a specific amount of star-forming mass. In
other words, we compute the amount of star-forming gas
Msim that would be expected to produce the population of
evolved binaries, accounting for the arbitrary thresholds
used to improve computational efficiency. This is done by
finding the mass efficiency λsim [90], where

λ ¼ n
N

fcut
hMi ; ð2Þ

where N is the number of total binaries simulated, n is the
number of compact binary progenitors, hMi is the average
mass of all binary progenitors, and fcut accounts for the
binaries that are cut to fit mass requirements.
Msim must also account for systems that do not form

binaries, systems which do not merge in the Hubble time,
and a sea of low-mass stars. While the true fraction of stars
that form binaries is unknown, the merger rate [ρðtjfbÞ] per
unit mass at time t for any choice of binary fraction fb can
be found in terms of the corresponding answer for fb ¼ 1
by using the following relationship [90]:

ρðtjfbÞ ¼ ρðtjfb ¼ 1Þ fbð1þ hqiÞ
1þ fbhqi

; ð3Þ

where hqi ¼ 0.5 is the expected mass ratio (for uniform q;
consistent with Sana et al. [91]), and ρðtjfb ¼ 1Þ is the
merger rate versus cosmological time evaluated for fb ¼ 1.
fb is assumed to be 1=2 unless otherwise noted.
One can find Msim, the mass representing a StarTrack

simulated population, as

Msim ¼ 2fb
1þ fb

n
N

fcut
hMiMbin; ð4Þ

whereMbin is the sum of the mass of all simulated binaries.
The output of StarTrack is a list of simulated compact

binary mergers and their binary parameters λ⃗ for a single
zero age main sequence (ZAMS) metallicity Z and a single
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set of binary evolution model constraints (i.e., formation
parameters) Λ. The binary parameters λ⃗ include m1, m2,
and redshift at time of merger (zm). Each simulation
provides an estimate for how densely the simulation is
populated in the space of λ⃗,

ρsimðλ⃗Þ ¼
X
i

δðλ⃗ − λ⃗iÞ; ð5Þ

where i indexes the coalescing binaries in that simulation.
This expression is normalized as

Nsim ¼
Z

fλ⃗g

ρsimðλ⃗Þdλ⃗: ð6Þ

Though not used in this work, Eqs. (5) and (6) are concep-
tually helpful when connecting simulation Monte Carlo
results to the explicit cosmological postprocessing performed
below.

2. Single star and binary evolution assumptions

Beyond assuming an initial mass function and book-
keeping with regard to how sample mergers represent a
simulation mass, there are many assumptions about individ-
ual and binary stars that deserve accounting. Exhaustively
describing every assumption used by StarTrack is unnecessary,
as StarTrack has been developed alongside literature
[24,26,70]. However, in order to effectively compare
assumptions made in this work to those of other groups
currently studying binary evolution, we will review some of
the most relevant assumptions.
Supernova engine.—The models M13–M19 are based

on the recently studied M10 model [26] and differ in
assumptions about kick velocity. For the models based on
the M10 model, SN masses are drawn from the “rapid” SN
engine of Fryer et al. [82], considering neutrino mass loss
at compact object formation. For models based on M10,
mass loss from neutrinos is 10%, regardless of source
properties. These model strong effects from pulsational
pair-instability supernova (PPISN) and strong pair-insta-
bility supernova (PISN), consistent with Belczynski et al.
[76]. These models assume a 10% Bondi-Hoyle accretion
rate onto NSBH during CE events. Remnant black hole
spins for models based on M10 are computed using Geneva
stellar evolution models, following [26].
The K series of models (K0100–K0598) are derived

from the M30 model [26] rather than M10. While the M30
model incorporated a rapid SN engine with weak PISN/
PPISN effects [76,82], K0100-K0598 incorporate a
“delayed” SN engine (see the same papers). Mass loss
from neutrinos in these models is divided based on source
properties. In massive black holes (>3M⊙), 10% of the SN
remnant mass is lost to neutrino emission, while 1% loss is
assumed for less massive remnants. These models assume a

5% Bondi-Hoyle accretion rate onto NSBH during CE
events. Remnant black hole spins for models based on M30
are based on MESA simulations [26].
All models assume a maximum neutron star mass of

2.5M⊙. Rather than assuming a fixed BBH efficiency,
systems are evolved and the end of their evolution is
determined by the properties of each system.
Supernova recoil kicks and fallback.—We note that,

while the M10 model does have a reduction in kick velocity
due to matter falling back onto a new compact remnant,
M13–M19 do not. Unless otherwise noted, SN recoil kick
velocities for new compact remnants are drawn from a
single-peaked Maxwellian distribution characterized by the
dispersion σeff (with units km=s). This velocity is not
reduced by fallback.
A one-parameter family of models varying this

dispersion (between 10 and 265 km=s) has been previously
presented [70,76] and compared to GW observations in
[54]. These models are denoted M13, M14, M15, M16,
M17, and M18 (as well as M19, which was generated for
this publication). This parameter is also varied in our
higher-dimensional studies.
The K series models based on M30 presented in this

publication are described by the same kick model as
M13–M19.
Other, more complex SN recoil kick models exist and

have been studied in other work [26,47,82,92–96]. It is
important to keep in mind the uncertainty introduced by
this simplified kick model when interpreting our results.
For a discussion of the mechanisms involved with both
fallback-reduced kicks and non-fallback-reduced kicks, see
Sec. 6.2 of [25].
Mass transfer.—Roche-lobe overflow is the transfer of

mass from one star (the donor) to its companion (the
accretor) when the atmosphere of the donor expands
beyond the region where mass is gravitationally bound
to just that star. This transfer occurs near the point between
two stars where their gravitational pull cancels out. Roche-
lobe overflow can be stable or unstable (e.g., if the donor’s
Roche lobe shrinks faster than its volume during mass
transfer). Instabilities can lead to a merger or common-
envelope phase. Stable Roche-lobe overflow can be
conservative or nonconservative. For (dynamically) stable
nonconservative Roche-lobe overflow, we adopt the for-
malism seen in Rappaport et al. [97,98] and later [62].
The fraction of mass lost by the donor which is accreted

onto its companion is fa. Therefore, 1 − fa is the amount
of matter which becomes unbound and is lost by the
system. Some angular momentum is lost by this ejected
material, described by the equation

δJ ¼ βδṀ1ð1 − faÞ
2πa2

P
; ð7Þ

where δṀ1 is an infinitesimal amount of mass lost by the
donor, δJ is a small amount of angular momentum carried
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by matter ejected from the system, P is the orbital period,
and a is the semimajor axis of the orbit. This angular
momentum loss to ejected material is constrained by an
efficiency (β), which is also referred to as the specific
angular momentum of the ejected material.
In our one-dimensional study, these parameters are fixed

(fa ¼ 0.5 and β ¼ 1.0). In our higher-dimensional study,
we vary these parameters in order to demonstrate the
effectiveness of observation-driven constraints on these
parameters from gravitational-wave events.
For unstable Roche-lobe overflow resulting in a common

envelope, we adopt methodology consistent with [26] for
common-envelope evolution. In the models presented by this
work, common-envelope efficiency (as often described by
αCE) is set equal to unity. Some work has been done to study
αCE (e.g., [99,100]), however, there is still much that is not
understood about common-envelope evolution. The
common-envelope binding energy (as often described by
λCE) is consistentwith [26],which is adapted from[101–103].
Stellar wind.—Consistent with other literature on

StarTrack [26,69], we start from standard Vink wind models
[104]. However, inhomogeneities and clumping for
line-driven winds from galactic [105–107] and Small
Magellanic Cloud [108–111] sources have shown that
Vink winds may overestimate mass-loss rates in massive
stars. Theoretical and observational studies of this “weak
wind phenomenon” [109,112–117] suggest that mass-loss
rates may be overestimated by a factor of about 3.
For models discussed in Sec. IV, we implement a scaling

reduction in stellar wind mass-loss rates compared to the
standard Vink model [104]. For a factor of 3 reduction, this
scale factor (fwind1 for hydrogen-dominated stars) would
have a value of 1=3. For helium-dominated stars, we leave
this scale factor “off” (fwind2 ¼ 1.0). This reduction in
mass-loss rates due to stellar wind was introduced to
StarTrack by Belczynski et al. [78]. One of the major goals
of this work is to test how these lower winds impact
properties of the merger population.

3. Cosmological postprocessing

The StarTrack team has developed routines to generate
synthetic universes from an underlying set of StarTrack

simulations [26,68,75]. These postprocessing routines draw
samples from the StarTrack simulations, assigning each
simulated binary weight that represents the expected
merger rate in each simulated universe. This method of
drawing from multiple simulations at different ZAMS
metallicities yields a distribution that can be compared
to a particular epoch of star formation in the history of the
Universe.
In this work, we follow the procedures described in

Sec. 2.6 of [26] in order to describe our choices of star
formation rate density (SFRD), galaxy stellar mass function
(GSMF), and mass-metallicity relation (MZR). We note
that these choices can have a dramatic impact on the

predicted rates of compact binary mergers (as explored by
[20]). Future work may look further to explore these
choices. Specifically, we adopt the Madau and Fragos
[118] SFRD, with an IMF-dependent correction factor; see
Eq. (1) of [118].
Also following from Madau and Fragos [118] (and,

subsequently, [26,68], we adopt a MZR so the average
metallicity versus redshift satisfies Eq. (6) of [118] (which
is inspired by [119]),

logZ=Z⊙ ¼ 0.153 − 0.074z1.34: ð8Þ

This mass-metallicity relation is enforced by dividing the
history of the Universe into Δt ¼ 108 yr epochs, and
inferring a mass distribution informed by redshift. Each
epoch of evolutionary history is characterized by a dis-
tribution of galaxy masses (GSMF). We adopt a Schechter-
type [120] GSMF from [121], frozen beyond redshift z ¼ 4
(consistent with [68]).
Rather than assigning every galaxy in a given epoch

the same metallicity, galaxy samples are assigned a
metallicity by assuming a Gaussian where the mean
metallicity (Z) at a given redshift is assumed from
Eq. (8) and σZ ¼ expð−0.5ÞZ̄ (i.e., 0.5 dex). The percent
point function (inverse of the cumulative distribution
function) of the Gaussian is sampled uniformly in a space
truncated on either side by 11 standard deviations.
We adopt a solar metallicity as Z⊙ ¼ 0.02. As there is

not a StarTrack simulation for every possible metallicity
value, these galaxies are gathered into metallicity “bins”
representing the closest metallicity value for which there is
a StarTrack simulation. The metallicity bins included in
our study are as follows: Z ∈ f0.0001; 0.0002; 0.0003;
0.0004; 0.0005; 0.0006; 0.0007; 0.0008; 0.0009; 0.001;
0.0015; 0.002; 0.0025; 0.003; 0.0035; 0.004; 0.0045; 0.005;
0.0055; 0.006; 0.0065; 0.007; 0.0075; 0.008; 0.0085; 0009;
0.0095; 0.01; 0.015; 0.02; 0.025; 0.03g [26]. Figure 1
depicts this sampling, from the Madau and Fragos
models [118].
Although each metallicity bin requires a separate StarTrack

simulation, each time bin does not, as it is only used to
construct a distribution in the ZAMS metallicity of sources
at a given time in the history of the Universe. The weight
function that we need to predict compact binary formation
is now simply

ρΛ;Z;Δtðλ⃗Þ ¼
MΛ;Z;Δt

MΛ;fZg;Δt

SFRðzÞ
Msim

; ð9Þ

where SFRðtÞ is the cosmological star formation rate, for
time bins that ultimately correspond to a redshift. Here,
MΛ;Z;Δt is the mass attributed to a StarTrack simulation with
formation parameters Λ and metallicity Z for a particular
epoch of time Δt. Additionally, MΛ;fZg;Δt is the mass
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attributed to a particular epoch of time Δt for a particular
StarTrack simulation with parameters Λ.
These weights are assigned to mergers in the output of

StarTrack for each metallicity bin, and the sample population
is now weighted correctly to represent the physical uni-
verse. Following this, the merger density for a synthetic
universe is

ρΛðλ⃗Þ ¼
X
Δt;Z

ρΛ;Z;Δtðλ⃗ÞΔtΔZ: ð10Þ

Throughout the rest of this paper, ρΛðλ⃗Þ refers to the
merger rate density for a synthetic universe constrained by
the formation parametersΛ (with units ofMpc−3 yr−1½λ⃗�−1).
This density is ultimately composed of the discrete merger
samples

ρðλ⃗Þ ¼
X
i

siδðλ⃗ − λ⃗iÞ; ð11Þ

where si is the weight given to a particular sample
merger.

B. Relating detected and observed populations

Our single-detector model for network sensitivity relates
the populations of compact binary mergers assembled by
our simulations to the observed population of gravitational-
wave events. In order to perform that calculation, we make
use of the merger samples and their weights to perform an
integral over the sample population. The work in this
section follows [75].
The expected gravitational-wave detection rate for a

sample of the merger population from a given synthetic
universe, characterized by formation parameters Λ [com-
pare to Eq. (5) of [75]], is given by

RΛðλ⃗Þ ¼ ρðλ⃗Þpdetðλ⃗Þ
dVc

dzm

dtm
dtdet

: ð12Þ

Here, dtm
dtdet

¼ 1
1þz is the factor relating merger time and

detector time. pdet is the detection probability [see
Eq. (15)]. Equation (6) of [75] describes the differential
comoving volume,

FIG. 1. Metallicity and mass distributions of star-forming material as a function of cosmological redshift: During postprocessing, star
formation in each epoch of the Universe’s history is represented by sampling galactic metallicity and star-forming mass distributions,
assigning each galaxy to the nearest StarTrack metallicity bin and scaling StarTrack simulation masses by the mass of each galaxy. This
enables a physically motivated accounting of star formation in each epoch of the Universe’s history. Top left: the Madau and Fragos
[118] metallicity dependence on redshift assumed in this work, where the black line follows Eq. (6) of [118]. Samples (colored by
metallicity) are drawn from the cumulative distribution function (CDF) of the one-dimensional Gaussian with an assumed uncertainty of
0.5 dex (gray shaded region), consistent with prior work [26]. Bottom left: the Madau and Fragos [118] galactic star-forming mass
dependence on redshift [see Eq. (1) of [118]). Shaded regions represent the 68%, 95%, and 99.7% confidence regions. Samples are again
colored by metallicity. Right: the StarTrack metallicity bins used in this study. Each sample is assigned to a bin most closely associated
with its given metallicity.
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dVc

dz
¼ 4πc

H0

D2
cðzÞ

EðzÞ ; ð13Þ

with comoving distance DðzÞ and the dimensionless
cosmological scale factor EðzÞ [75]. In our calculations,
we use the conventional Planck 2015 cosmology [122],
implemented through Astropy for cosmological quantities
such as dVc=dz [123,124].
The total number of gravitational-wave detections of a

given kind (α ∈ fBBH;BNS;NSBHg) expected of a simu-
lated universe is given by

μΛ;α ¼ Tobs

ZZZ∞

0

RΛ;αðm1; m2; zmÞdm1dm2dzm; ð14Þ

where other merger parameters λ⃗ have been marginalized
out. Tobs is the observing time for a run of the gravitational-
wave observatories (LIGO and/or Virgo). Finally, types of
mergers α are distinguished by a simple mass threshold
(m > 2.5 → BH; m < 2.5 → NS).
Performing this integral over all the sample mergers for a

StarTrack synthetic universe with one set of model assump-
tions (the formation parameters Λ) yields an expected
number of gravitational-wave observations from ground-
based observatories with those assumptions. The density of
these predicted detection rates for each synthetic universe
can also be interpreted in one- and two-dimensional
marginalizations, providing an insightful glimpse into
the predicted population of compact binaries in a synthetic
universe (see Fig. 2). By comparing these predicted
detection rates and populations to observations, we will
limit the range of formation parameters motivated by
Bayesian inference, described in greater detail in Sec. II C.

1. Detection probability

For interferometers like LIGO and Virgo, the detection
probability depends strongly on the properties of each
source. The process of detection is a complex process,
depending on search pipelines and data quality vetoes that
involve many human choices [10,63,126–128]. We cannot
hope to reproduce this full process across the many
potential observing runs each of our simulations can
produce. We make a standard assumption that our survey
can be approximated by a single interferometer, with a
detection being defined as producing a signal-to-noise ratio
(SNR) greater than a threshold, which we choose as
ρthr ¼ 8. Using this approximation and averaging over
all source orientations, the detection probability for a
source with specific intrinsic parameters and redshift (λ⃗)
but averaged over the sky and all source orientations can be
expressed as a detection probability pdetðλ⃗Þ. When evalu-
ating this expression, we need the SNR for an optimally
located and oriented binary with parameters λ⃗, which in

turn depends on our assumptions about our fiducial
detector’s sensitivity.
From the second observing run (O2) catalog, we

see that the BNS range for the LIGO Hanford
Observatory (LHO) and LIGO Livingston Observatory
(LLO) was up to 80 Mpc [63]. As in previous work,
this corresponds to a high sensitivity point spread
distribution (PSD) for early LIGO observation runs (the
“SimNoisePSDaLIGOEarlyHighSensitivityP1200087”
PSD included in LALSuite) [129,130]. For the first/second
part of O3, we see that the BNS range for LHO is
135=133 Mpc and 108=115 Mpc for LLO [64,66]. The
sensitivity of Virgo is not considered in our single-detector
model. For O3, we use an optimistic model with the
“SimNoisePSDaLIGOaLIGO140MpcT1800545” PSD
included in LALSuite; this allows us to include a correction
factor to account for the time-volume estimate for O3
[3,129–131].
In our work, the SNR is calculated for each simulated

binary in every synthetic universe (trained using the
LALSuite optimal matched-filter SNR for each PSD men-
tioned above; see Appendix A) [130,132]. We also define a
threshold SNR, SNRthr ¼ 8, above which the detection is

FIG. 2. Off-diagonal: a two-dimensional histogram illustrates
an example of the predicted mass distribution of detections
[RdetðMc; ηÞ—reparametrized from m1 and m2; see Eq. (12)]
for the M15 model (see Secs. II A 2 and III for more about M15).
Also plotted are maximum likelihood estimate (MLE) parameter
values (see Fig. 5 of [125]) for the confident GWevents discussed
by the LIGO/Virgo/KAGRA Collaborations in their rates and
populations study following the third observing run of the
ground-based gravitational-wave observatories [3]. Diagonal:
one-dimensional detection-weighted densities for predicted de-
tections in M15 inMc and η. Notice the distinct lack of predicted
events in the lower mass gap and of high-mass events in the
40 − 50M⊙ range.
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counted. Following Dominik et al. [75], we find the
probability of detection,

pdetðλÞ ¼ P

�
SNRthr

SNRðλÞ
�
; ð15Þ

where PðwÞ is interpolated from results tabulated by other
groups [133].

C. Bayesian inference for populations

In the previous sections, we discussed our methods for
using StarTrack simulations to predict compact binary merger
rates for a simulated universe and calculating predicted
gravitational-wave detection rates associated with those
merger densities. Now, we set about using those tools to
draw conclusions about the Universe, expanding on the
Bayesian framework described by [4,54,75,81].
The predicted gravitational-wave detections fdjg and

merger population ρΛ;α can be compared with a set of
observations (fdjg) using an inhomogeneous Poisson point
process [1,53–56]. The likelihood associated with this
process can be broken down,

PðfdjgjΛÞ ¼ PðμjΛÞ
Y
j

PðdjjΛÞ; ð16Þ

where μ is the number of observed GW detections and
PðfdjgjΛÞ is ultimately the quantity used to evaluate the
agreement between observations and the predicted detec-
tion rates and merger populations for a simulation (μΛ;α and
ρΛ, for kind α ∈ fBBH;BNS;NSBHg). Throughout this
work, we refer to PðfdjgjΛÞ as the “joint likelihood,”
PðμjΛÞ as the “rate likelihood,” and

Q
j PðdjjΛÞ as the

“shape likelihood.”

1. Rate likelihood

The rate likelihood is calculated the same as a standard
Poisson point process for each type of event,

PðμαjΛÞ ¼ e−μΛ;α
μNα
Λ

Nα!
; ð17Þ

where Nα is the number of observed GW sources of a given
type. The total rate likelihood is the product of these,

PðμjΛÞ ¼ PðμBBHjΛÞPðμBNSjΛÞPðμNSBHjΛÞ: ð18Þ

For a breakdown of how to efficiently calculate this
quantity directly in the log space, see Sec. 4.1.1 of [81].

2. Shape and joint likelihood

The shape likelihood of a synthetic universe with
formation parameters Λ describes the probability that each
individual GW source could be produced in a universe

where those assumptions are true. More specifically, it
measures the agreement of the samples described by ρΛðλ⃗Þ
to the shape of the likelihood function for the binary
parameters of each detection Ljðλ⃗Þ. This likelihood is
marginalized over the merger samples,

PðdjjΛÞ ¼
Z

fλ⃗g

Pðdjjλ⃗;ΛÞPðλ⃗jΛÞdλ⃗

¼
Z

fλ⃗g

ρ̄Λðλ⃗ÞLjðλ⃗Þdλ⃗; ð19Þ

where ρ̄Λðλ⃗Þ ¼ ρΛðλ⃗Þ=
R
fλ⃗g ρΛðλ⃗0Þdλ⃗0.

This marginalization is carried out over the entire
population of 108 sample mergers in a synthetic universe,
for each GW observation from a given observing run. We
make use of bounded (truncated) multivariate normal
distributions to calculate this likelihood, described in
separate publications [81,125,134]. While the estimated
likelihood for individual gravitational-wave events can
have more complex morphology, these bounded multivari-
ate normal distributions have been demonstrated to lose
less information than waveform systematics [125]. As
relativistic waveforms are most sensitive to chirp mass
and symmetric mass ratio and Gaussian noise is expected in
these coordinates, these coordinates (in the source frame of
reference) are used for evaluating this likelihood. Putting
this together with our rate likelihood, the joint likelihood
can be expressed [equivalent to Eq. (4) of [4]],

PðfdjgjΛÞ ¼ Kratee−μΛ
Y
j

�Z

fλ⃗g

Ljðλ⃗Þρ̄Λðλ⃗Þdλ⃗
�
; ð20Þ

where

Krate ¼
μNBBH
Λ

NBBH!

μNBNS
Λ

NBNS!

μNNSBH
Λ

NNSBH!
: ð21Þ

3. Model interpolation and posterior generation

Interpolating each type of detection rate and likelihood in
the formation parameter space is valuable in one- and
higher-dimensional studies (see Figs. 3 and 9, respectively).
We use Gaussian process regression to implement such
interpolations and briefly summarize this method: For
brevity and to be consistent with conventional notation,
we denote λ⃗ by x and the quantity being fit by y. In this
approach, we estimate the expected value of yðxÞ from data
x� and values y� via

hyðxÞi ¼
X
γ;γ0

kðx; x�;γÞðK−1Þγ;γ0y�;γ0 ; ð22Þ
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where γ is an integer running over the number of training
samples in ðx�; y�Þ and where the matrix K ¼ kðxγ; xγ0 Þy�.
The expected variance at x is given by Kðx; xÞ−1. We
employ a kernel function kðx; x0Þ, which allows for
uncertainty in each estimated training point’s value y�;γ ,
reflecting systematic uncertainty in the input values. We
use a conventional piecewise-polynomial kernel to ensure
compact support [135]; the implementation of this kernel is
discussed in the context of SNR in Appendix A.
One advantage of a Gaussian process is that it can accept

information about uncertainties in training data. To account
for systematic uncertainties in our binary evolution inputs,
we adopt a fiducial (and optimistic) systematic uncertainty
of 10% in the event rate and thus 0.1μ in the log-likelihood.
We emphasize that our specific choice is an arbitrary
division between nominally subdominant and dominant
parameters (i.e., we assert parameters with less than 10%
effect are ignorable and account for them with systematic
error). Neither the specific nominal systematic error nor our
limited model space are intended as definitive or even
representative exploration of all possible parameters and
uncertainties; rather, these choices allow us to illustrate the
method of this paper with realistic models and assumptions,
while allowing us to defer the exhaustive exploration of
many more parameters to future work. When plotting our
interpolated quantities, we show the nominal 1σ uncer-
tainty predicted by the Gaussian process.
We use two different methods for interpolating the joint

likelihood: (1) direct interpolation of PðfdjgjΛÞ for each
simulation and (2) interpolation of μαðΛÞ for each type of
merger and interpolation of

P
j PðdjjΛÞ (i.e., the shape

likelihood). By interpolating these quantities, we can
construct the joint likelihood with Eq. (16) for each sample.
Of these, the first is more direct, and the second is more

useful in a sparsely sampled space.
Though sampling from a bounded multivariate normal

distribution (i.e., truncated Gaussian) is used to propose
new simulations for the models in Sec. IV, an interpolated
model can be used for sampling when there is not a simple
peak. When sampling from an interpolated rate, shape, or
joint likelihood to construct a posterior for that quantity, we
sample uniformly in the formation parameter space and
find a weight for each point from the Gaussian process
(assuming a uniform prior in Λ).

4. Inputs from GW observations

The third observation run of the LIGO/Virgo gravita-
tional-wave observatories have increased the number of
GW observations to around 90 [66]. These new observa-
tions extend to significantly higher mass [136,137], within
the lower mass gap [15], more extreme mass ratios [14,15],
and multiple NSBH events [13,64–66]. These objects’
existence strongly constrain formation models. For exam-
ple, the surprising secondary mass of GW190814 [15] may
constrain models for SN, as not all such models can

produce events in the lower mass gap [16]. As we show
below, a joint analysis of the whole population provides
very stringent model constraints, which are difficult to
satisfy without allowing for the possibility of substantial
systematic error.
In the analysis below, we use Gaussian approximations

to the likelihood of the confident events (excluding
GW190521) from the third observing run of LIGO/Virgo
[3], as a function of mass alone. GW190521 in particular is
excluded as it would require nonstandard physical assump-
tions to be formed in isolated binary evolution [138] that we
do not test in this current study. Alternatively, it may have
formed through dynamical interactions in a dense stellar
cluster [34,35]. In our preliminary analysis, we marginalize
over and do not attempt to reproduce binary spin. The
specific parameters of these single-event likelihoods are
described in [125].

III. ONE-DIMENSIONAL STUDY: NATAL
KICK VELOCITY

To illustrate our methods, we first use a simple low-
dimensional approach that employs a series of StarTrack

models in which we alter only one evolutionary parameter:
the dispersion parameter of the NS/BH SN recoil kick
velocity (σeff ). This parameter has been thoroughly
explored in previous work, notably in Wysocki et al.
[54]. We emphasize that in previous work with StarTrack,
two types of models have been examined: models with
fallback-suppressed SN recoil kicks, where the kick dis-
tribution depends on the amount of fallback, and homo-
geneous SN recoil kicks, where the same distribution is
applied to all compact objects, independent of fallback. In
this work, we explore the latter.
As we show below, we find that for these models the

merger rate varies strongly and the mass distribution
weakly versus SN recoil kick strength. The merger rate
is highly informative and the mass distribution weakly
informative about SN recoil kicks.
For these models, as the SN recoil kick velocity

increases, an increasing fraction of compact binaries are
disrupted, causing the compact object merger and detection
rate overall to vary strongly with kick strength. For
example, Fig. 3 shows the predicted detections for an
observing run as a function of SN recoil kick strength,
compared to the first part of LIGO’s third observing run
(O3a) [64,65]. Given the other assumptions in our binary
evolution simulations (refer to Sec. II A 2), the strength of
fallback-independent SN recoil kicks would need to be
large (between 70 and 200 km=s) to explain the overall
number of observations in O3a.
By contrast, Fig. 4 shows the chirp mass distribution of

observable gravitational-wave events for several choices of
kick strength. Though the overall number varies substan-
tially, the shape of the mass distribution changes relatively
little, except for the relative proportions of BNS and NSBH
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binaries (i.e., the shape of the chirp mass distribution at
very low mass).
In this case, we gain relatively little additional informa-

tion from comparing the observed masses to this limited
model family (keeping in mind that the M13–M19 models
do not include updated supernova physics such as the
delayed timescale of shock propagation, which is necessary

for the prediction of events in the lower mass gap such as
GW190814 [15]; see Fig. 2). The mismatch between the
shape of the observed population and the simulated
population for this one-dimensional study (see Fig. 4),
regardless of the chosen σeff , suggests that varying assump-
tions beyond just the dispersion of SN recoil kicks is
necessary to develop our understanding of binary evolu-
tion. The higher-dimensional study better describes the
properties of the observed detections.
It follows that, in order to properly constrain the shape of

the population, a higher-dimensional study has the capacity
to further constrain these models in a way that this one-
dimensional study does not.
Figure 3 shows the key result of this one-dimensional

study: the marginal likelihood of each binary evolution
model as a function of kick velocity. This likelihood
incorporates not only information about the detection
rate, but the properties of the observed gravitational-
wave population (refer to Sec. II C for details about this
calculation).
This likelihood can be used in a straightforward way to

generate a posterior, by assuming a uniform prior in binary
evolution parameters; we do not demonstrate this for
the one-dimensional study, but provide examples in the
four-dimensional study in the next section. As described
above, our calculations favor substantial SN recoil kicks
(>70 km=s) to explain the observed merger rates and
masses. For O3 and this limited parameter survey, merger
rates for all three event classes happen to be consistent with
the same kick velocity: ≃125 km=s (model M15; see Fig. 2
for the distribution of predicted detections for this model).
As discussed previously, systematic uncertainties (i.e.,

we only vary a subset of all binary evolution parameters,

FIG. 4. Chirp mass cumulative distributions. One-dimensional
SN recoil kick velocity survey. CDF in Mc for models
M13–M19, for which σeff is varied. For comparison, a solid
black line indicates the CDF for observations in the first part of
LIGO/Virgo’s third observing run (shaded gray region indicates
90% symmetric credible interval for those observations).

FIG. 3. Likelihood versus kick in O3a: Left: the log of the expected number of detections for models with a particular kick velocity.
The scattered points are values calculated by StarTrack models. The dashed line is the mean prediction of the Gaussian process
interpolator, where the shaded regions are regions of σeff . The horizontal dotted lines are the number of GWobservations in O3a. Right:
the joint likelihood distribution of the kick parameter, considering the merger rate as well as the distribution of observations in O3a.
Again, the scattered points represent StarTrack models, the dashed line represents the mean prediction, and the region of σeff is shaded.
The interpolation of the joint likelihood follows the second method outlined in Sec. II C 3, incorporating information from each type of
event rate and the shape likelihood.
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and the neglected parameters have a non-negligible effect)
and uncertainties in our ability to correctly quantify GW
survey systematics with our simple approximations propa-
gate into uncertainties in our marginal likelihoods. We do
note, however, that less information is lost due to our
likelihood model than waveform systematics [125]. For
simplicity, however, we generate posterior distributions for
our binary evolution parameters (here, SN recoil kick σeff )
without propagating these systematic effects. (This choice
also does not oversmooth incorrectly, inappropriate for the
net correlated impact of some systematics like input SFR
normalization, which influence all models with a common
multiplicative factor.)

IV. FOUR-DIMENSIONAL STUDY

We now apply our method to the four-dimensional model
family performed for this work. These 442 simulations
cover three salient binary evolution parameters: σeff , the
dispersion parameter for the Maxwellian distribution from
which SN recoil kick velocities are drawn (a single
Maxwellian is used for BH and NS kicks, which are not
reduced by fallback); fa, a parameter characterizing the
efficiency of mass transfer; and β, the specific angular
momentum of the ejected material. Unlike the simulations
described earlier, we also account for the suppression of
mass loss due to stellar winds described by [78]; we vary
the parameter fwind1 to account for this suppression in
hydrogen-dominated stars, but keep fwind2 ¼ 1 fixed—
indicating that mass loss is not suppressed for helium-
dominated stars. Belczynski et al. [78] have demonstrated
that a sufficient reduction (fwind1 ≈ 0.2) allows for the
formation of much larger remnant objects from isolated
binary evolution (such as GW190521). We begin with a
uniform sampling in the space of these four formation
parameters and iteratively refine a truncated Gaussian
model to sample from regions of higher likelihood.
Table I highlights that, though the space of formation
parameters is first explored through samples drawn uni-
formly in the parameter space, at each iteration we were
able to refine our model, and starting with the models
labeled K0400 and higher, samples are drawn from a four-
dimensional truncated Gaussian fit to the peak likelihood at
hand-picked intervals (where points sampled from the

Gaussian outside the bounds of the space of our formation
parameters are disregarded). This allows us to iteratively
refine the peak in joint likelihood.
Furthermore, for this family of models, we adopted a SN

engine with delayed shock propagation, as needed to
reproduce objects in the lower mass gap like the secondary
in GW190814 [16,139]. We also consider the effect of
weak pair-production instability in order to model pair-
instability and pulsational pair-instability supernova; the
latter of which expand the range of predicted high-mass
remnant objects [26,76]. The simulations cover a broad
range of possibilities, including models that are consistent
with most of the confident detections reported in O3; Fig. 5
further illustrates this point [3].

FIG. 5. Compare Fig. 2. Off-diagonal: a two-dimensional
density of predicted detections for the K0559 model (in Mc
and η). Also plotted are MLE parameter values for confident
observations [3]. Diagonal: one-dimensional detection-weighted
densities for K0559 in Mc and η. For this model, we note the
absence of a distinct lower mass gap compared to the M15 model
presented in Fig. 2 and an upper range of BBH chirp mass, which
is well into the 40’s of solar mass.

TABLE I. Samplingmethods for four-dimensional model space: Each row depicts the samplingmethod used for each subset of the four-
dimensional parameter space models. With each subset of models, our inferred joint likelihood (natural log likelihood; lnL in this table) is
better understood through iterative improvements. Truncated Gaussians rely on GWALK [125]. For all simulation parameters, see
Appendix C.

Model IDs Successful models Sampling Best ID Best lnL

K0100-K0399 284 Uniform fa ∈ ½0.1; 1.0�, β ∈ ½0:; 1:�, σeff ∈ ½0; 265�, fwind1 ∈ ½0.2; 1.0� K0358 55.468
K0400-K0499 97 Uniform fa ∈ ½0.5; 1.0�, β ∈ ½0:; 1:�, σeff ∈ ½20:; 150:�, fwind1 ∈ ½0.2; 1.0� K0483 62.001
K0500-K0519 20 Samples from truncated Gaussian fit to K0100-K0499 K0506 67.117
K0520-K0559 40 Samples from truncated Gaussian fit to K0100-K0519 K0559 67.995
K0560-K0563 4 Cherry picked K0563 65.437
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To highlight the diversity of these simulations, Fig. 8
shows the chirp mass distributions for our simulations.
Similarly, Fig. 6 shows the expected number of BBH and
BNS observations in O3, compared to current population
models. Figure 7 catches a further glimpse into the
dependence of the detection rate on each formation
parameter and combination thereof.

FIG. 6. Expected detection counts and empirical constraints.
Scatter plot of the number of predicted BBH, NSBH, and BNS
detections for the four-dimensional simulated model family exam-
ined in this work, in comparison with the observed number seen in
the first three observing runs of ground-based gravitational-wave
interferometers (consistent with [3]). Detection rates are expressed
in natural logarithmic scale. Dashed lines indicate observations,
with shaded regions indicating counting error 1=

ffiffiffiffiffiffiffiffi
nobs

p
; compare to

[26]. The dots with dark borders denote results from our simu-
lations. σeff ∈ ½0; 265� km=s, fa ∈ ½0.1; 1.0�, and fwind1 ∈
½0.2; 1.0� encode the red, green, and blue pixel data (∈ ½0; 1�) for
eachmodel. This color map aids in identifying ranges of formation
parameter values in the limited dimensions of this figure. The
cluster of green samples largely correspond to simulations pro-
posed using the truncated Gaussian model (see Table I).

FIG. 7. Detection rates versus formation parameters: Scatter
plot in formation parameter space of BBH (top), NSBH (center),
and BNS (bottom) mergers, where the color scale indicates the
detection rate for each simulation. Off-diagonal plots show a two-
dimensional scatter in formation parameters (fa, β, σeff , and
fwind1), while diagonal plots show a one-dimensional scatter
(where the y axis is the detection rate; as also indicated by the
color). Detection rates are estimated with the two-detector
sensitivity and observing time from O3 [64,66].
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Different formation parameters have strong impacts on
different populations. For example, Fig. 7 shows how the
detection rate changes versus the parameters in our study.
For BBH, the merger rate is principally determined by σeff,
with a subdominant impact from fwind1 and other param-
eters. For BNS, the merger rate is determined by both fa
and σeff . For NSBH, the merger rate is principally deter-
mined by σeff, in a very tightly dependent manner.
Figure 7 also visually suggests what combinations of

parameters are required to reproduce current event counts.
For these models, a substantial σeff is required to predict the
correct amount of BBH and NSBH detections. With only
two reported observations so far, the BNS and NSBH
merger rates are highly uncertain, and the observed counts
are consistent with (but in modest tension with) what is
expected for substantial SN recoil kicks.
Note that while the reported number of BBH observa-

tions seems very strongly constraining, systematic uncer-
tainties highlighted in the previous section associated with
subdominant parameters and input uncertainties imply that
the absolute merger rate must be interpreted with caution.
Similarly, even adopting the delayed SN engine and even
not aggressively adjusting physics associated with the pair-
instability gap, the reported chirp mass distribution can
encompass most of the observations reported to date
(see Fig. 8).
We can learn as much about our formation parameters

from the shape of the mass distribution of predicted
mergers as we can from the detection rates. We have
evaluated the agreement of the masses of each sample
detection from each simulation with each confident gravi-
tational-wave observation from the first three observing

FIG. 8. Chirp mass cumulative distributions. Four-dimensional
model survey. Chirp mass CDFs for the four-dimensional model
family described in Sec. IV. The color scale encodes three model
parameters as RGB values (RGB encode σeff , fa, fwind1,
respectively). For comparison, the solid black line and gray
region show the cumulative distribution function for O3 obser-
vations and the corresponding 90% credible interval, respectively.

FIG. 9. Inferences on four-dimensional model constraints. Scatter
plot in formation parameter space for quantities of interest (indicated
by color): shape likelihood (top), rate likelihood (center), and joint
likelihood (bottom). Off-diagonal plots show a two-dimensional
scatter informationparameters(fa,β,σeff , andfwind1),whilediagonal
plots show a one-dimensional scatter (where the y axis is the quantity
of interest; as also indicated by the color). Larger dots with dark
borders denote results from our full simulations; smaller background
dots with white borders are posterior samples drawn from a uniform
prior, weighted by interpolated likelihood. The scale indicated for the
rateandshapelikelihoodcanbeusedtoasses their relativeimportance,
as the joint likelihood is the sum (in natural log) of the two quantities.
In contrast to Fig. 3, the joint likelihood is interpolated directly and
sampled according to the method outlined in Sec. II C 3.
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runs of ground-based detectors (consistent with [3]). This
information about the shape of the distribution is described
by the shape likelihood (see Sec. II C 2). The full inho-
mogeneous Poisson likelihood can be recomposed from the
component rate and shape likelihood components, and we
refer to this as the joint likelihood (see Sec. II C 2). Figure 9
displays the rate, shape, and joint likelihood to a constant
(as a function of formation parameters). For these models,
both the rate and shape likelihood carry a meaningful
weight to the joint likelihood. This is especially noteworthy
in the two-dimensional marginal likelihood between σeff
and fwind1.
Figure 9 indicates that the shape of the distribution favors

high accretion of mass lost by a donor during Roche-lobe
mass transfer (fa), as well as moderate specific angular
momentum of ejected material (β). Furthermore, there is a
preference for moderate SN recoil kicks. We also find that
reduced mass-loss rates from stellar wind are substantially

favored (indicated by a low fwind1), consistent with [26].
These trends are roughly followed by the joint likelihood
as well.
For the most general likelihood distribution without a

single clear peak, the interpolation of the rate, shape, and
joint likelihood (as in Fig. 9) best characterizes what we
have learned about our formation parameter assumptions
by comparing simulations to observations. These interpo-
lated likelihoods can then describe a posterior in those
formation parameters in the region of highest likelihood.
We do not claim to do this, as such an approach overstates
our confidence in model systematics: we have only
explored a small number of the many important parameters
that impact binary evolution, and many omitted parameters
and physics are well known to have a significant impact on
observables.
This interpolated likelihood can then be sampled from, in

order to propose new simulations and further grow our

FIG. 10. Approximate Gaussian posterior large scatter points with dark borders represent each simulated universe (as in Fig. 9). A
Gaussian approximation to the posterior has been drawn in black on one-dimensional diagonal plots; contours enclosing sampled
regions of 1, 2, and 3 standard deviations are drawn on two-dimensional plots. Keep in mind that a Gaussian appears quadratic in the log
space. This final approximation was fit to simulations within 7 of the maximum ln PðfdjgjΛÞ (27 simulations). Samples are drawn from
Gaussians to propose the next batch of simulations, in a way that iteratively refines our ability to describe the relationships between
parameters (see Table I). See also Appendix B for the properties of this Gaussian.
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knowledge about the space of our assumed formation
parameters. However, we have found that in this specific
case there is a peak in likelihood that can be described
locally by a Gaussian (see Fig. 10). This normal approxi-
mation allows us to characterize the best fitting parameters
and their correlations. Fitting a bounded multivariate
normal distribution to this likelihood greatly simplifies
the process of sampling from it, and therefore we use this
approximation to the likelihood in the region around this
local maximum in order to propose new simulations. This
sampling process only requires using known methods [140]
of sampling from a multivariate normal distribution and
discarding points sampled outside of the boundary (the
limits of our formation parameter space) in order to propose
new simulations.
In the future, this sampling may be done automatically

by an algorithm. At present, each iteration requires choices
about how sampling is accomplished. Table I describes this
process for the K series of models presented here.
Through interpolating and/or modeling this joint like-

lihood and drawing samples from a likelihood model
before launching subsequent simulations, we iteratively
improve our understanding of the relationship between
model parameters and likelihood in the four-dimensional
space (see Table I). This method of hierarchical inference
for constraining the isolated binary evolution formation
channel for gravitational-wave populations is a benchmark
for future studies of higher-dimensional population models.
Table II shows the parameters of the five most highly

ranked simulations and the remainder are included in
Appendix C.

V. CONCLUSIONS

In this work, we have demonstrated a consolidated and
efficient way to perform Bayesian inference on sparsely
sampled simulations of compact binary formation with
isolated binary evolution, where each simulation provides
only a weighted sample of events. We applied our tech-
nique to compare a small collection of StarTrack binary
evolution simulations to the compact binary population
reported by the LIGO/Virgo Collaboration [3,63–65].
Consistent with prior work and with observations of
galactic x-ray binaries’ proper motions (see, e.g., Table 7
in [25]), we conclude that SN recoil kicks would need to be

modest but nonzero to explain the numbers and properties
of observed binaries. Previous proof-of-concept studies
[54,80] have demonstrated the merger rate and mass
distribution to be very effective at discriminating between
different evolutionary models within isolated binary evo-
lution. With the increasing number of observed gravita-
tional-wave events as ground-based observatories like
LIGO, Virgo, and KAGRA continue to scan the
Universe for merging compact binaries, we anticipate this
method can enable tight constraints on physical processes
within isolated binary evolution [126–129,141,142].
Other groups (including [19,20]) have studied the

significance of the two NSBH events observed in the third
observing run of the modern ground-based gravitational-
wave observatories [13]. We concur with their findings that
these observations are essential to constraining the for-
mation of compact objects through isolated binary evolu-
tion, and we demonstrate this by considering the strong
correlation between SN recoil kicks and NSBH detection
rates (see Fig. 7).
Other groups have also developed methods to infer what

kinds of binary evolution models are compatible with
observations. For example, one investigation [33] involved
backward-propagating binaries from their final state to
consistent progenitor configurations, recovering ranges for
both physical (binary mass and orbit) and binary evolution
model parameters. Meanwhile, another group [59] has
demonstrated a method for constraining individual assump-
tions concurrently through iteratively refining a one-
dimensional prior for each continuous parameter.
In these and other studies, previous works have high-

lighted the challenge in thoroughly investigating the many
uncertain assumptions implicit in current binary evolution
models; see, e.g., the discussion in [33]. That said, by
sampling iteratively from an evolving higher-dimensional
posterior, we demonstrate that constraints can be drawn on
many of the continuously variable parameters (as opposed
to assumptions with only discrete settings) at once. Doing
so allows us to explore correlations and confounding
effects between formation parameters and narrow down
the space of our assumptions.
Various groups have carried out the integration of

marginalized likelihoods on binary evolution simulations
in the past; their methods included drawing samples from
the posterior for each event [3,4,26,46,54,143–146],

TABLE II. The parameters associated with the five best models, ranked by the inhomogeneous Poisson likelihood (see Sec. II C).

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0559 0.922 0.768 108.299 0.328 1.000 95.015 1.453 1.218 231.346 −163.351 67.995
K0556 0.905 0.979 118.317 0.328 1.000 88.926 1.435 0.827 232.277 −164.747 67.529
K0506 0.898 0.459 92.364 0.353 1.000 92.756 1.317 1.557 231.964 −164.848 67.117
K0524 0.876 0.867 103.613 0.352 1.000 79.303 1.414 1.243 234.044 −167.049 66.995
K0542 0.907 0.594 101.609 0.376 1.000 72.266 1.369 1.365 234.436 −168.259 66.177
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kernel-density estimates [147], and Gaussian mixture
models [148]. Our method for evaluating these margin-
alized likelihoods offers several technical advantages; we
evaluate a well-constrained likelihood model [125,134] for
each single-event likelihood, allowing us to integrate over
the merger population directly. We can therefore more
confidently assess “outlier” events and otherwise make best
use of all available simulation data. We can also immedi-
ately work with all simulation observables, without worry-
ing about artificially introducing features with a smoothing
algorithm. This approach can be applied immediately
to other compact binary formation models of comparable
sophistication, including models for isolated binary evo-
lution [149,150], dense interacting stellar clusters
[151,152], and active galactic nuclei [153].
Our approach contrasts with the other two most widely

used approaches in population inference. One long-term
robust approach is to eschew a concrete model, construct-
ing a de facto nonparametric distribution for the rate density
ρðλ⃗Þ versus binary parameters λ⃗ using the observed set of
events, the known or search measurable selection biases,
and classical statistical techniques. For example, with
sufficiently many events, a simple weighted cumulative
distribution will approximate the underlying chirp mass
distribution [75,154]. Alternatively, ad hoc models are also
widely used to address broad questions, when overwhelm-
ing statistics are not available for a nonparametric
approach. For example, if coalescing binary black holes
form from an isolated but interacting pair of stars, their
initial conditions and interactions could imply the black
hole spins are tightly aligned with the orbital angular
momentum [70,155–157]; if they form in densely interact-
ing environments, by contrast, the spins will have random
orientations. GW measurements will quickly distinguish
between these options [158,159], as long as black hole spin
magnitudes are not small, as may be the case [26,160]. The
mass distribution may have gaps and limits, the underlying
physics of supernova [161] or pair instabilities that prevent
black hole formation by very massive stars [76]. The mass
and spin distributions may provide insight into the super-
nova central engine and angular momentum transport in
massive stars [139,162–165] (modulo caveats due to
significant uncertainties in massive binary stars’ initial
conditions [166,167], binary evolution [67–69,168,169],
and stellar wind mass loss [67]).
However, as observations become more informative,

each piece of uncertain physics will produce correlated
impacts on multiple properties of the observed binary
population, which phenomenological or nonparametric
approaches will not naturally identify as possessing a
common origin. Model-based approaches enable sharper
constraints on uncertain astrophysics with broad observa-
tional consequences.
Given the substantial modeling uncertainties associated

with compact object spins at formation and their alignment,

in this work we have only compared compact binary
mass distributions to StarTrack predictions. Observations
of black hole spin magnitudes and misalignments can
possibly differentiate between various formation channels
and between different physical models of angular momen-
tum transport within a given formation channel
[26,54,158,160,170–172]. For the moment, it seems as
though LIGO/Virgo/KAGRA black holes form with low
spins, indicating efficient angular momentum transport
[26,173]. On the other hand, high-mass x-ray binaries
may indicate that BHs form with large spins, yet these
estimates are being questioned [174]. Tidal spin-up of stars
was proposed for high-spinning LIGO/Virgo/KAGRA
BHs, yet it is debated whether only the first-born BH
can be spun up [160,175], or does the process apply to both
merging BHs [176]? Building upon this idea, other groups
propose the black hole formed in a binary system will
always have small spin, but the second can have large spin
due to presupernova spin-up. Practically speaking, how-
ever, the model space that must be explored is larger and the
observational constraints far tighter when comparing
both mass and spin distributions to current observations.
We defer a discussion of these degrees of freedom to
future work.
Even without considering the GW190521 merger, we

find a preference for the global reduction in mass-loss rates
due to stellar wind for hydrogen-dominated stars intro-
duced to StarTrack by Belczynski et al. in prior work [78]
over nonreduced mass-loss rates (see Sec. II A 2). The
authors do not suggest that the reduction factor fwind1 is the
final model for stellar wind; we only demonstrate that it is
preferred over no reduction at all. The weak wind phe-
nomenon is still being understood observationally, and
Hubble’s ULLYSES program will provide spectral analysis
of more bright stars formed at lower metallicities in the near
future [177,178].
To close, we emphasize the critical need to widely

explore all relevant uncertainties. Given the extremely tight
constraints soon available and past experience suggesting
strong correlations between population synthesis model
parameters, inferences based on a limited subspace of
model parameters will inevitably be biased, potentially
producing highly misleading conclusions about the most
significant model parameters Our own study illustrates the
potential pitfalls of insufficiently broad exploration:
the one-parameter survey that varied only kick velocity
suggested that kick velocity could be well constrained away
from zero, but failed to reproduce the shape of the observed
gravitational-wave population. Because of the many uncer-
tain parameters in all extant models for compact binary
formation, care should be taken when drawing strong
conclusions about what nature can permit; cf. [179–181].

We have evaluated the marginal likelihood for each of
our simulations, with the raw data available in an associated
data release [182].

V. DELFAVERO et al. PHYS. REV. D 108, 043023 (2023)

043023-16



ACKNOWLEDGMENTS

The authors thank Keith Riles, Zoheyr Doctor, Erika
Holmbeck, and Tomasz Bulik for useful feedback. R. O. S.
and V. D. are supported by NSF AST-1909534 and PHY-
2012057. R. O. S., V. D., and A. Y. are supported by
NSF-PHY 2012057; R. O. S. is also supported via NSF
PHY-1912632 and AST-1909534. V. D. is supported by an
appointment to the NASA Postdoctoral Program at the
NASA Goddard Space Flight Center administered by
Oak Ridge Associated Universities under Contract
No. NPP-GSFC-NOV21-0031. D.W. thanks the NSF
(PHY-1912649, PHY-2207728) for support. K. B.
acknowledges support from the Polish National Science
Center (NCN) grant Maestro (2018/30/A/ST9/00050). This
material is based upon work supported by NSF’s LIGO
Laboratory which is a major facility fully funded by the
National Science Foundation. This research has made use
of data, software and/or web tools obtained from the
Gravitational Wave Open Science Center ([183]), a service
of LIGO Laboratory, the LIGO Scientific Collaboration,
and the Virgo Collaboration. LIGO Laboratory and
Advanced LIGO are funded by the U.S. National
Science Foundation (NSF) as well as the Science and
Technology Facilities Council of the United Kingdom, the
Max-Planck-Society, and the State of Niedersachsen/
Germany for support of the construction of Advanced
LIGO and construction and operation of the GEO600
detector. Additional support for Advanced LIGO was
provided by the Australian Research Council. Virgo is
funded through the European Gravitational Observatory, by
the French Centre National de Recherche Scientifique, the
Italian Istituto Nazionale di Fisica Nucleare, and the
Dutch Nikhef, with contributions by institutions from
Belgium, Germany, Greece, Hungary, Ireland, Japan,
Monaco, Poland, Portugal, Spain. The authors are grate-
ful for computational resources provided by the LIGO
Laboratory and supported by National Science Foundation
Grants No. PHY-0757058 and No. PHY-0823459. We
acknowledge software packages used in this publication,
including NumPy [184], SciPy [140], Matplotlib [185],
Cython [186], Astropy [123,124], and H5PY [187]. This
research was done using resources provided by the Open
Science Grid [188,189], which is supported by the National
Science Foundation Grants No. 2030508 and No. 1836650,
and the U.S. Department of Energy’s Office of Science.

APPENDIX A: SNR INTERPOLATION

Integrating more than one million samples and estimat-
ing the SNR of each sample in a given StarTrack model is
computationally expensive. In this section, we discuss a
solution to this problem. The SNR function itself uses
LALSuite [130] to generate a PSD for a particular observa-
tion run. We developed a tool that interpolates the three-
dimensional function SNR ¼ SNRlalðMdet;A;Mdet;B; lðzÞÞ

in a two-dimensional training space, which is much more
computationally efficient. Here, lðzÞ is the luminosity dis-
tance, evaluated usingAstropy [123,124], with the Planck 2015
cosmology [122].
We start from the relation given by [190]

SNR2ðλÞ ≈
Z

df
ĥðf; λÞĥ�ðf; λÞ

SnðhÞ
; ðA1Þ

which yields

SNRðMdet;A;Mdet;B; lðzÞÞ ≈ lðzÞ−1; ðA2Þ

which yields

SNRðMdet;A;Mdet;B; lðz0ÞÞ

¼ lðzÞ
lðz0Þ SNRðMdet;A;Mdet;B; lðzÞÞ ðA3Þ

for some arbitrary redshifts, z and z0.
The key here is that we do not need to construct a three-

dimensional model. We can interpolate in Mdet;A and
Mdet;B, at some reference redshift zr, and use the ratio of
the luminosity distance to evaluate at an arbitrary redshift.
In doing so, we construct a function fðMsrc;A;Msrc;B; zÞ,
which draws from SNRlalðMdet;A;Mdet;B; zrÞ.
We define fðMsrc;A;Msrc;B; zÞ as such,

fðMsrc;A;Msrc;B; zÞ
¼ SNRððzþ 1ÞMsrc;A; ðzþ 1ÞMsrc;B; lðzÞÞ; ðA4Þ

fðMsrc;A;Msrc;B; z0Þ
¼ SNRððz0 þ 1ÞMsrc;A; ðz0 þ 1ÞMsrc;B; lðz0ÞÞ: ðA5Þ

From (A3), we have

SNRððzþ 1ÞMsrc;A; ðzþ 1ÞMsrc;B; lðzÞÞ

¼ lðz0Þ
lðzÞ SNRððzþ 1ÞMsrc;A; ðzþ 1ÞMsrc;B; lðz0ÞÞ: ðA6Þ

By inputting adjusted Msrc values, we can reference the
same detector mass values at a different redshift,

f

�
zþ 1

z0 þ 1
Msrc;A;

zþ 1

z0 þ 1
Msrc;B; z0

�

¼ SNRððzþ 1ÞMsrc;A; ðzþ 1ÞMsrc;B; lðz0ÞÞ: ðA7Þ

Combining (A4), (A6), and (A7) yields

fðMsrc;A;Msrc;B; zÞ

¼ lðz0Þ
lðzÞ f

�
zþ 1

z0 þ 1
Msrc;A;

zþ 1

z0 þ 1
Msrc;B; z0

�
: ðA8Þ
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Finally, drawing samples from a model trained at fixed zr is
evaluated as such,

fðMsrc;A;Msrc;B;zÞ

¼ lðzrÞ
lðzÞ SNRððzþ1ÞMsrc;A;ðzþ1ÞMsrc;B; lðzrÞÞ: ðA9Þ

We therefore train SNRðMdet;A;Mdet;B; lðzrÞÞ using a
Gaussian process regression model, which only requires
a grid in two dimensions.
To perform Gaussian process regression more efficiently,

we have implemented a piecewise-polynomial covariance
function with compact support [135]. These basis functions
are guaranteed to be positive definite, and the covariance
between points becomes zero as their distance increases,
which are given as KppD;qðrÞ,

KppD;0ðrÞ ¼ ð1 − rÞjþ; ðA10Þ

KppD;1ðrÞ ¼ ð1 − rÞjþ1
þ ððjþ 1Þrþ 1Þ; ðA11Þ

KppD;2ðrÞ ¼
ð1− rÞjþ2

þ ððj2 þ 4jþ 3Þr2 þ ð3jþ 6Þrþ 3Þ
3

;

ðA12Þ

KppD;3ðrÞ ¼ ð1 − rÞjþ3
þ ððj3 þ 9j2 þ 23jþ 15Þr3

þð6j2 þ 36jþ 45Þr2
þð15jþ 45Þrþ 15ÞÞ=15; ðA13Þ

where j ¼ bD
2
c þ qþ 1, D is the dimensionality of your

dataset, and q is chosen such that the sample function is 2q
times differentiable. We have chosen q ¼ 1, and added a
white noise kernel as well. We have seen that the sample
time for this function scales only with n for high n.

APPENDIX B: PROPERTIES OF THE BOUNDED
MULTIVARIATE NORMAL DISTRIBUTION

IN FORMATION PARAMETERS

Table III describes the properties of the bounded multi-
variate normal distribution used to fit the joint likelihood
(as seen in Fig. 10). The process of fitting a bounded

multivariate normal distribution to a grid of likelihoods is
accomplished using methods similar to those outlined for
describing the likelihood of individual events (most similar
to the low-latency section of [125]). To expound upon this,
the parameters of a multivariate normal distribution can be
optimized the same way as any other parametric model, and
we use SciPy [140] for this optimization, while using a
decomposition of the multivariate normal parameters that
lends itself well to the guarantee of positive-definite
eigenvalues in the covariance. When optimizing this
bounded multivariate normal distribution, we must select
a subset of our simulation models in order to avoid
contaminating our model of the subspace near our local
maximum; this is accomplished by fitting the simulations
within some range δP of the maximum value of the joint
likelihood. At each iteration, this parameter is tuned by
hand. In the final iteration, δP ¼ 7, which includes the 27
simulations with the highest joint likelihood.

APPENDIX C: PROPERTIES OF THE
SIMULATED UNIVERSES

In Table IV, we present the formation parameters,
detection rates, and likelihoods for each model in the K
series of StarTrack models, using the assumed cosmology.
See Sec. II A 2 for the astrophysical assumptions in this
series of models. See Table I for details about how the
formation parameter space is sampled.

TABLE III. Properties of the bounded multivariate normal
distribution fit to models K0100–K0563; μ describes the location
of the maximum likelihood for the multivariate normal distribu-
tion. σ describes the scale of the distribution. ρ describes the
symmetric correlation matrix.

fa β σeff (km=s) fwind1

μ 0.900 0.75 105.5 0.346
σ 0.019 0.18 10.8 0.022
ρfa 1 −0.275 0.050 0.271
ρβ −0.275 1 0.830 −0.714
ρσeff 0.050 0.830 1 −0.624
ρfwind1 0.271 −0.714 −0.624 1
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TABLE IV. K series StarTrack models are listed with their formation parameters, detection rates, and likelihoods.

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0100 0.601 0.934 19.913 0.802 1.000 211.283 3.653 12.227 165.865 −220.574 −54.709
K0101 0.760 0.295 240.759 0.882 1.000 5.419 1.101 0.092 110.485 −290.909 −180.424
K0102 0.878 0.080 225.610 0.777 1.000 6.518 0.999 0.116 123.017 −264.868 −141.851
K0103 0.254 0.633 50.807 0.301 1.000 138.841 6.213 5.306 211.830 −227.597 −15.767
K0104 0.341 0.717 87.670 0.848 1.000 42.216 5.498 1.749 224.546 −267.696 −43.150
K0105 0.427 0.379 110.460 0.927 1.000 28.240 5.320 0.946 209.259 −282.192 −72.934
K0106 0.988 0.459 29.083 0.816 1.000 156.488 1.837 9.295 201.870 −203.949 −2.078
K0107 0.658 0.413 62.227 0.510 1.000 73.409 2.355 2.884 234.499 −207.589 26.910
K0108 0.995 0.107 87.611 0.928 1.000 39.839 1.122 1.406 223.854 −190.685 33.169
K0109 0.857 0.868 220.586 0.562 1.000 10.062 1.058 0.141 151.167 −246.722 −95.554
K0110 0.518 0.799 63.414 0.221 1.000 194.346 3.299 3.520 183.153 −189.839 −6.686
K0111 0.837 0.600 110.523 0.449 1.000 44.770 1.519 1.033 227.290 −194.696 32.594
K0112 0.400 0.907 6.392 0.990 1.000 280.023 9.345 15.088 111.152 −244.211 −133.059
K0113 0.840 0.735 134.489 0.360 1.000 61.669 1.526 0.656 232.920 −197.132 35.788
K0114 0.623 0.599 176.117 0.282 1.000 85.225 1.918 0.296 231.488 −223.177 8.311
K0115 0.930 0.712 141.993 0.201 1.000 160.872 1.822 0.828 203.105 −168.504 34.601
K0116 0.708 0.470 264.589 0.998 1.000 3.716 1.036 0.075 84.583 −302.147 −217.563
K0117 0.698 0.360 258.817 0.878 1.000 4.463 1.152 0.066 96.852 −309.380 −212.528
K0118 0.818 0.779 215.791 0.504 1.000 12.007 1.152 0.153 162.164 −239.691 −77.527
K0119 0.638 0.766 74.144 0.856 1.000 48.927 2.511 2.130 229.889 −226.251 3.638
K0120 0.975 0.137 205.057 0.524 1.000 14.315 1.441 0.202 173.186 −243.715 −70.529
K0121 0.420 0.203 62.056 0.824 1.000 63.707 6.444 2.587 231.998 −262.098 −30.100
K0122 0.422 0.832 141.942 0.241 1.000 125.208 3.751 0.605 219.833 −233.219 −13.386
K0123 0.432 0.500 72.667 0.296 1.000 131.169 5.198 2.647 217.337 −216.426 0.911
K0124 0.542 0.201 184.370 0.247 1.000 94.817 2.505 0.229 229.080 −248.005 −18.925
K0125 0.120 0.253 259.971 0.887 1.000 6.401 3.016 0.208 123.111 −355.152 −232.042
K0126 0.278 0.683 199.585 0.242 1.000 76.684 2.681 0.260 232.111 −249.901 −17.789
K0127 0.966 0.852 2.964 0.881 1.000 293.009 1.739 15.343 105.452 −218.271 −112.819
K0128 0.811 0.382 115.960 0.280 1.000 146.279 1.529 0.936 210.930 −167.546 43.384
K0129 0.994 0.183 212.313 0.985 1.000 8.039 1.354 0.145 137.278 −262.915 −125.636
K0130 0.492 0.329 196.025 0.818 1.000 8.636 2.967 0.184 142.225 −320.652 −178.427
K0131 0.299 0.911 103.281 0.206 1.000 166.551 4.452 1.405 199.561 −220.822 −21.262
K0132 0.757 0.466 220.742 0.759 1.000 7.760 1.243 0.112 134.476 −266.972 −132.496
K0133 0.509 0.608 123.076 0.576 1.000 30.387 3.772 0.819 213.087 −258.201 −45.114
K0134 0.345 0.717 85.452 0.636 1.000 45.790 5.386 1.890 226.908 −265.182 −38.274
K0135 0.774 0.987 200.854 0.953 1.000 9.960 1.277 0.144 150.724 −257.088 −106.364
K0136 0.334 0.902 146.602 0.917 1.000 19.829 3.746 0.535 192.356 −290.712 −98.355
K0137 0.866 0.482 138.925 0.578 1.000 23.243 1.424 0.510 200.695 −218.352 −17.656
K0138 0.126 0.604 66.323 0.367 1.000 91.696 5.372 4.614 230.069 −241.981 −11.911
K0139 0.858 0.375 255.772 0.252 1.000 67.898 0.951 0.089 229.823 −217.515 12.307
K0140 0.732 0.437 76.184 0.262 1.000 187.506 2.027 2.382 188.069 −166.696 21.372
K0141 0.286 0.711 139.228 0.552 1.000 25.775 3.796 0.628 205.495 −273.497 −68.002
K0142 0.469 0.923 118.014 0.629 1.000 31.674 3.931 0.799 214.681 −255.871 −41.190
K0143 0.584 0.325 202.481 0.370 1.000 29.438 1.957 0.217 210.203 −273.606 −63.402
K0144 0.740 0.185 148.965 0.996 1.000 15.904 1.937 0.396 180.425 −256.521 −76.095
K0145 0.722 0.963 258.268 0.919 1.000 4.945 1.033 0.081 104.059 −289.058 −184.999
K0146 0.185 0.539 75.549 0.718 1.000 55.267 4.500 2.765 231.387 −259.174 −27.787
K0147 0.666 0.437 114.327 1.000 1.000 26.469 2.539 0.839 207.535 −251.019 −43.484
K0148 0.836 0.197 48.698 0.868 1.000 85.009 1.152 4.009 232.769 −210.831 21.938
K0149 0.531 0.322 195.912 0.759 1.000 8.485 2.706 0.195 141.294 −310.607 −169.313
K0150 0.676 0.997 222.121 0.277 1.000 56.637 1.358 0.110 228.738 −221.301 7.437
K0151 0.253 0.131 157.710 0.607 1.000 16.654 5.186 0.448 181.908 −326.784 −144.876
K0152 0.717 0.009 236.413 0.745 1.000 4.795 1.295 0.099 102.568 −296.817 −194.249
K0153 0.387 0.711 22.399 0.532 1.000 223.545 8.846 13.789 152.920 −240.270 −87.350
K0154 0.458 0.659 146.488 0.870 1.000 18.293 4.011 0.551 187.999 −296.546 −108.547
K0155 0.236 0.886 8.176 0.682 1.000 312.815 11.335 17.618 82.509 −250.244 −167.736

(Table continued)
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TABLE IV. (Continued)

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0156 0.493 0.923 188.368 0.501 1.000 16.279 2.592 0.228 180.718 −275.658 −94.940
K0157 0.638 0.107 215.702 0.646 1.000 7.308 1.709 0.106 130.663 −306.466 −175.803
K0158 0.616 0.144 152.066 0.520 1.000 20.406 2.466 0.398 193.830 −262.971 −69.140
K0159 0.831 0.974 250.115 0.438 1.000 12.284 0.932 0.102 162.571 −244.073 −81.502
K0160 0.304 0.647 8.399 0.448 1.000 349.060 12.150 17.587 53.510 −248.959 −195.449
K0161 0.975 0.215 171.835 0.695 1.000 13.963 1.496 0.295 172.432 −236.396 −63.964
K0162 0.526 0.680 60.258 0.753 1.000 65.159 4.125 3.082 233.451 −233.016 0.435
K0163 0.300 0.183 206.975 0.340 1.000 8.515 3.342 0.215 141.479 −329.698 −188.219
K0164 0.267 0.213 164.918 0.247 1.000 19.405 4.068 0.440 190.769 −298.721 −107.952
K0165 0.868 0.462 92.669 0.774 1.000 39.957 1.152 1.369 223.955 −197.540 26.415
K0166 0.423 0.213 56.383 0.455 1.000 83.455 6.031 3.533 231.649 −233.765 −2.116
K0167 0.761 0.660 258.164 0.430 1.000 10.968 0.944 0.084 155.363 −257.441 −102.078
K0168 0.357 0.337 193.666 0.923 1.000 10.132 3.560 0.251 152.557 −330.597 −178.041
K0169 0.117 0.555 82.210 0.311 1.000 74.320 5.092 3.419 233.086 −242.142 −9.056
K0170 0.804 0.542 76.286 0.774 1.000 48.011 1.333 2.008 229.360 −201.292 28.069
K0171 0.685 0.446 212.539 0.375 1.000 24.946 1.533 0.165 202.214 −245.408 −43.194
K0172 0.875 0.563 204.763 0.803 1.000 8.613 1.125 0.162 141.725 −267.705 −125.980
K0173 0.943 0.528 224.858 0.630 1.000 8.693 1.195 0.137 142.057 −259.559 −117.502
K0174 0.585 0.801 97.171 0.425 1.000 55.008 2.773 1.398 232.070 −219.620 12.450
K0175 0.457 0.025 236.471 0.297 1.000 12.083 2.646 0.110 162.096 −309.750 −147.654
K0176 0.674 0.346 258.814 0.318 1.000 35.979 1.166 0.068 215.675 −241.848 −26.173
K0177 0.681 0.835 210.384 0.407 1.000 20.650 1.474 0.160 192.819 −246.557 −53.738
K0178 0.773 0.657 55.335 0.737 1.000 75.221 1.578 3.745 234.080 −206.444 27.637
K0179 0.126 0.201 125.836 0.931 1.000 31.239 6.334 1.398 213.191 −305.206 −92.015
K0180 0.722 0.554 147.747 0.961 1.000 17.099 1.884 0.453 184.655 −251.980 −67.325
K0181 0.689 0.253 29.436 0.550 1.000 181.319 2.771 9.507 187.364 −197.223 −9.859
K0182 0.130 0.295 33.345 0.269 1.000 49.020 1.062 0.795 229.025 −202.291 26.734
K0183 0.884 0.269 90.141 0.693 1.000 41.237 1.136 1.414 224.953 −195.859 29.094
K0184 0.306 0.138 114.363 0.751 1.000 28.349 5.609 0.809 209.069 −296.469 −87.400
K0185 0.934 0.586 262.629 0.826 1.000 4.363 0.962 0.085 95.646 −276.863 −181.217
K0186 0.542 0.073 40.379 0.301 1.000 202.739 3.509 6.610 175.888 −183.179 −7.291
K0187 0.945 0.940 219.589 0.737 1.000 9.594 1.175 0.153 148.450 −250.367 −101.917
K0188 0.312 0.319 123.452 0.844 1.000 24.918 4.941 0.730 203.500 −293.207 −89.707
K0189 0.471 0.297 113.126 0.477 1.000 34.661 4.433 0.872 218.022 −262.282 −44.260
K0190 0.318 0.122 65.351 0.988 1.000 58.858 7.194 2.233 230.677 −280.535 −49.858
K0191 0.935 0.683 242.426 0.528 1.000 9.234 1.081 0.121 145.542 −259.596 −114.053
K0192 0.989 0.080 226.087 0.617 1.000 9.224 1.340 0.117 145.591 −261.511 −115.920
K0193 0.562 0.902 153.466 0.685 1.000 21.148 2.717 0.451 195.803 −258.995 −63.193
K0194 0.547 0.243 18.075 0.552 1.000 265.521 5.464 14.762 124.916 −221.470 −96.553
K0195 0.969 0.596 230.153 0.677 1.000 8.185 1.230 0.134 138.216 −259.604 −121.388
K0196 0.799 0.887 142.664 0.712 1.000 21.831 1.577 0.499 197.613 −224.074 −26.461
K0197 0.970 0.245 180.729 0.657 1.000 13.263 1.503 0.251 169.153 −240.993 −71.840
K0198 0.259 0.026 119.346 0.560 1.000 28.400 6.606 0.834 208.512 −304.971 −96.459
K0199 0.622 0.973 82.652 0.403 1.000 72.468 2.238 1.570 234.624 −196.680 37.944
K0200 0.842 0.044 142.101 0.301 1.000 107.759 1.468 0.515 226.651 −178.352 48.299
K0201 0.196 0.136 236.881 0.392 1.000 6.009 3.760 0.176 118.351 −364.097 −245.746
K0202 0.774 0.806 151.638 0.830 1.000 17.888 1.516 0.438 186.996 −239.622 −52.627
K0203 0.638 0.794 134.871 0.892 1.000 20.768 2.419 0.608 195.381 −259.094 −63.714
K0204 0.580 0.324 252.094 0.370 1.000 19.113 1.552 0.084 187.613 −274.474 −86.861
K0205 0.648 0.780 224.738 0.413 1.000 16.827 1.414 0.127 181.454 −261.137 −79.683
K0206 0.835 0.257 30.605 0.687 1.000 163.802 1.763 8.778 198.238 −203.731 −5.492
K0207 0.631 0.158 21.601 0.454 1.000 259.262 3.887 13.470 131.461 −206.505 −75.044
K0208 0.828 0.886 221.788 0.727 1.000 7.989 1.052 0.139 136.600 −255.356 −118.756
K0209 0.307 0.646 7.357 0.350 1.000 380.715 11.946 17.420 28.423 −237.200 −208.778
K0210 0.583 0.508 27.428 0.973 1.000 154.118 4.008 9.340 202.495 −222.565 −20.069
K0211 0.309 0.159 201.028 0.564 1.000 8.656 3.699 0.213 142.349 −340.366 −198.017
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TABLE IV. (Continued)

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0212 0.662 0.217 163.568 0.618 1.000 14.786 2.141 0.298 175.823 −275.181 −99.358
K0213 0.359 0.440 54.617 0.993 1.000 68.728 6.743 3.604 231.877 −263.958 −32.081
K0214 0.429 0.410 248.751 0.989 1.000 4.716 2.526 0.093 101.437 −349.241 −247.804
K0215 0.214 0.160 100.103 0.854 1.000 35.115 7.426 1.352 216.941 −305.298 −88.357
K0216 0.601 0.014 113.845 0.234 1.000 162.168 3.002 0.909 202.310 −204.873 −2.563
K0217 0.360 0.259 240.038 0.261 1.000 14.402 2.699 0.104 172.295 −318.473 −146.178
K0218 0.427 0.173 239.510 0.806 1.000 5.014 2.806 0.097 105.559 −352.627 −247.067
K0219 0.935 0.346 262.300 0.401 1.000 15.484 1.031 0.075 175.557 −238.653 −63.096
K0220 0.953 0.055 141.970 0.973 1.000 16.950 1.446 0.436 184.025 −227.515 −43.490
K0221 0.553 0.481 180.226 0.831 1.000 11.246 2.668 0.258 159.321 −304.756 −145.434
K0222 0.900 0.402 108.640 0.688 1.000 33.393 1.317 0.923 217.359 −201.193 16.165
K0223 0.655 0.712 207.210 0.942 1.000 8.172 1.657 0.186 138.882 −291.615 −152.734
K0224 0.338 0.394 80.262 0.751 1.000 46.971 5.967 1.895 227.184 −270.245 −43.061
K0225 0.474 0.217 105.481 0.504 1.000 35.297 4.590 0.980 218.734 −262.636 −43.903
K0226 0.697 0.824 158.286 0.891 1.000 15.788 1.797 0.346 179.785 −260.449 −80.664
K0227 0.361 0.051 57.998 0.784 1.000 70.631 7.503 2.741 231.710 −259.158 −27.447
K0228 0.907 0.404 187.355 0.605 1.000 12.273 1.294 0.227 164.288 −241.288 −77.001
K0229 0.940 0.103 14.977 0.289 1.000 442.513 3.019 18.701 −17.508 −174.222 −191.729
K0230 0.130 0.152 262.077 0.502 1.000 6.081 3.497 0.193 119.408 −391.973 −272.565
K0231 0.797 0.862 220.010 0.899 1.000 8.097 1.081 0.146 137.570 −263.049 −125.479
K0232 0.246 0.177 149.133 0.820 1.000 18.895 5.220 0.516 188.953 −316.220 −127.268
K0233 0.596 0.242 207.870 0.635 1.000 8.643 2.007 0.159 142.185 −300.126 −157.941
K0234 0.151 0.398 245.003 0.892 1.000 7.962 2.359 0.200 137.352 −329.718 −192.366
K0235 0.212 0.382 14.597 0.745 1.000 276.388 13.358 17.507 108.426 −256.416 −147.990
K0236 0.519 0.285 216.788 0.527 1.000 9.242 2.387 0.154 146.326 −300.756 −154.430
K0237 0.579 0.493 78.844 0.339 1.000 101.660 2.963 2.251 229.679 −202.284 27.395
K0238 0.296 0.196 13.690 0.497 1.000 324.644 14.022 15.458 72.990 −249.897 −176.907
K0239 0.664 0.697 110.478 0.994 1.000 29.782 2.509 1.013 212.922 −243.652 −30.729
K0240 0.198 0.165 23.525 0.994 1.000 197.876 14.504 12.111 166.556 −279.413 −112.857
K0241 0.562 0.117 104.468 0.859 1.000 28.172 3.811 0.858 209.888 −261.290 −51.402
K0242 0.399 0.795 252.832 0.725 1.000 5.536 2.343 0.107 112.460 −336.221 −223.761
K0243 0.416 0.546 69.247 0.561 1.000 61.726 5.653 2.683 232.211 −254.436 −22.225
K0244 0.465 0.403 213.558 0.521 1.000 9.571 2.672 0.161 148.542 −309.487 −160.945
K0245 0.826 0.417 152.677 0.801 1.000 16.718 1.347 0.359 182.911 −230.508 −47.597
K0246 0.806 0.776 236.380 0.515 1.000 8.260 1.017 0.107 138.199 −261.755 −123.556
K0247 0.687 0.579 221.184 0.359 1.000 28.691 1.398 0.163 208.461 −240.289 −31.828
K0248 0.322 0.431 95.468 0.931 1.000 37.095 5.562 1.303 220.172 −283.521 −63.349
K0249 0.143 0.087 254.669 0.504 1.000 6.807 3.964 0.191 126.578 −386.876 −260.298
K0250 0.678 0.331 120.711 0.660 1.000 27.245 2.446 0.702 208.638 −239.217 −30.578
K0251 0.640 0.268 254.375 0.278 1.000 49.266 1.362 0.087 225.626 −252.686 −27.059
K0252 0.575 0.578 210.856 0.601 1.000 9.772 1.964 0.171 150.034 −293.436 −143.402
K0253 0.687 0.858 76.876 0.518 1.000 58.727 2.157 2.143 233.284 −204.180 29.104
K0254 0.236 0.932 32.523 0.755 1.000 143.551 6.840 7.942 207.259 −246.995 −39.736
K0255 0.451 0.787 57.284 0.203 1.000 219.635 4.676 4.513 165.496 −199.079 −33.583
K0256 0.117 0.987 81.347 0.360 1.000 124.126 4.254 2.499 220.982 −207.053 13.929
K0257 0.957 0.506 212.720 0.654 1.000 8.835 1.292 0.163 143.458 −250.874 −107.416
K0258 0.890 0.189 82.475 0.552 1.000 50.322 1.215 1.661 230.334 −190.054 40.280
K0259 0.875 0.397 254.153 0.717 1.000 4.725 0.884 0.082 100.860 −265.681 −164.821
K0260 0.403 0.562 117.839 0.231 1.000 149.543 4.453 1.033 208.569 −227.324 −18.755
K0261 0.241 0.830 91.406 0.474 1.000 53.597 4.055 1.754 231.185 −242.893 −11.708
K0262 0.563 0.324 228.116 0.414 1.000 13.048 1.812 0.112 166.778 −282.392 −115.614
K0263 0.844 0.410 216.207 0.976 1.000 6.583 1.050 0.142 124.099 −266.389 −142.290
K0264 0.948 0.744 110.478 0.781 1.000 30.935 1.274 1.037 214.407 −200.147 14.260
K0265 0.514 0.818 89.526 0.610 1.000 44.405 3.911 1.648 226.884 −239.466 −12.582
K0266 0.433 0.432 246.958 0.204 1.000 75.373 2.276 0.111 230.697 −270.214 −39.517
K0267 0.752 0.434 39.461 0.900 1.000 107.098 2.037 5.718 226.567 −211.798 14.769
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TABLE IV. (Continued)

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0268 0.286 0.996 115.789 0.940 1.000 31.879 3.730 0.839 215.093 −264.262 −49.169
K0269 0.280 0.793 192.480 0.770 1.000 11.509 2.655 0.291 160.937 −304.922 −143.985
K0270 0.550 0.062 123.075 0.424 1.000 34.995 3.458 0.655 218.501 −257.066 −38.565
K0271 0.788 0.780 141.167 0.905 1.000 19.615 1.481 0.525 192.170 −232.537 −40.367
K0272 0.520 0.423 99.607 0.230 1.000 168.108 3.717 1.354 199.025 −209.412 −10.388
K0273 0.221 0.003 70.808 0.993 1.000 55.174 11.035 2.508 226.680 −315.415 −88.736
K0274 0.526 0.628 142.634 0.377 1.000 44.467 3.046 0.513 226.088 −248.370 −22.282
K0275 0.257 0.841 26.537 0.728 1.000 175.442 8.604 10.678 186.363 −247.377 −61.013
K0276 0.811 0.333 128.757 0.934 1.000 21.170 1.504 0.600 196.305 −226.918 −30.613
K0277 0.885 0.625 2.921 0.295 1.000 443.836 2.203 15.234 −15.373 −196.146 −211.519
K0278 0.377 0.731 95.169 0.935 1.000 36.140 5.107 1.426 219.591 −276.970 −57.379
K0279 0.211 0.516 155.817 0.778 1.000 18.298 2.808 0.546 188.492 −285.684 −97.192
K0280 0.832 0.535 21.723 0.998 1.000 187.980 2.444 11.915 181.420 −208.164 −26.744
K0281 0.599 0.476 18.125 0.537 1.000 262.313 4.306 15.493 127.296 −208.347 −81.051
K0282 0.429 0.294 31.524 0.651 1.000 155.250 7.291 8.276 200.625 −230.816 −30.191
K0283 0.507 0.909 263.904 0.978 1.000 4.523 1.912 0.069 98.107 −335.761 −237.654
K0284 0.479 0.007 225.259 0.336 1.000 10.927 2.654 0.122 156.217 −308.565 −152.348
K0285 0.336 0.215 23.108 0.592 1.000 220.868 11.044 11.443 154.948 −243.512 −88.563
K0286 0.972 0.091 203.594 0.881 1.000 8.101 1.336 0.154 137.875 −261.822 −123.947
K0287 0.841 0.332 117.838 0.729 1.000 25.896 1.350 0.778 206.370 −209.516 −3.146
K0288 0.176 0.196 113.997 0.516 1.000 34.931 6.651 1.333 217.293 −298.982 −81.689
K0289 0.232 0.638 170.940 0.404 1.000 20.120 2.708 0.400 193.057 −274.791 −81.734
K0290 0.239 0.937 230.724 0.699 1.000 9.754 1.794 0.139 149.526 −295.921 −146.395
K0291 0.204 0.116 190.383 0.860 1.000 10.821 5.074 0.294 156.080 −351.623 −195.543
K0292 0.226 0.759 212.069 0.205 1.000 90.492 2.033 0.237 230.156 −243.258 −13.103
K0293 0.267 0.680 234.693 0.778 1.000 6.763 2.008 0.159 126.413 −323.326 −196.913
K0294 0.368 0.671 79.972 0.626 1.000 50.760 5.622 2.167 229.203 −259.798 −30.595
K0295 0.485 0.172 204.160 0.842 1.000 7.605 3.197 0.157 133.742 −334.757 −201.016
K0296 0.775 0.684 190.811 0.944 1.000 10.318 1.341 0.248 153.932 −257.934 −104.002
K0297 0.872 0.702 187.288 0.897 1.000 9.985 1.185 0.237 151.735 −244.579 −92.844
K0298 0.112 0.522 132.286 0.305 1.000 36.931 3.855 1.358 221.019 −260.956 −39.938
K0299 0.948 0.792 54.970 0.716 1.000 75.027 1.069 3.810 233.788 −207.933 25.854
K0300 0.263 0.374 73.747 0.277 1.000 73.447 5.804 2.643 232.919 −244.557 −11.637
K0301 0.703 0.830 116.710 0.219 1.000 166.068 2.062 0.912 200.313 −182.996 17.318
K0302 0.686 0.763 93.008 0.637 1.000 41.287 2.311 1.402 225.230 −219.557 5.673
K0303 0.399 0.649 95.903 0.732 1.000 37.621 5.257 1.459 220.922 −268.947 −48.025
K0304 0.224 0.043 59.048 0.875 1.000 71.430 10.456 3.284 229.250 −289.179 −59.929
K0305 0.178 0.449 99.626 0.359 1.000 50.605 4.306 1.803 229.917 −251.058 −21.142
K0306 0.590 0.880 159.743 0.251 1.000 103.292 2.176 0.405 227.780 −218.358 9.422
K0307 0.235 0.965 239.906 0.614 1.000 9.019 1.657 0.135 144.545 −297.306 −152.761
K0308 0.338 0.432 60.773 0.418 1.000 80.202 6.356 3.506 231.831 −247.765 −15.933
K0309 0.850 0.773 142.568 0.967 1.000 17.616 1.432 0.502 186.343 −235.484 −49.141
K0310 0.184 0.563 179.068 0.745 1.000 15.177 2.300 0.410 177.820 −287.522 −109.703
K0311 0.641 0.688 150.912 0.803 1.000 17.276 2.162 0.451 185.210 −262.672 −77.462
K0312 0.592 0.597 32.770 0.695 1.000 140.958 3.044 8.170 210.545 −212.709 −2.164
K0313 0.994 0.900 204.913 0.577 1.000 13.872 1.406 0.200 171.335 −242.480 −71.145
K0314 0.213 0.342 39.145 0.819 1.000 97.051 7.810 6.564 225.866 −269.540 −43.674
K0315 0.811 0.711 134.412 0.841 1.000 20.968 1.441 0.587 195.765 −221.824 −26.058
K0316 0.428 0.094 49.986 0.873 1.000 81.245 3.647 3.403 233.360 −239.624 −6.264
K0317 0.733 0.972 258.924 0.694 1.000 5.979 0.972 0.079 116.600 −270.721 −154.121
K0318 0.674 0.937 39.901 0.495 1.000 126.263 2.116 5.847 219.167 −195.860 23.307
K0319 0.852 0.670 192.882 0.366 1.000 32.806 1.277 0.249 214.702 −213.178 1.525
K0320 0.731 0.541 150.099 0.322 1.000 77.547 1.834 0.492 233.185 −203.531 29.654
K0321 0.652 0.197 113.049 0.413 1.000 49.187 2.603 0.777 229.327 −222.643 6.684
K0322 0.544 0.497 246.851 0.600 1.000 5.945 1.782 0.102 117.113 −316.831 −199.718
K0323 0.885 0.108 17.025 0.891 1.000 240.566 2.445 13.569 145.199 −213.594 −68.395
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TABLE IV. (Continued)

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0324 0.566 0.847 175.416 0.200 1.000 117.061 2.195 0.357 222.813 −218.514 4.299
K0325 0.736 0.650 255.738 0.912 1.000 4.791 1.060 0.085 102.070 −290.311 −188.241
K0326 0.269 0.789 50.607 0.909 1.000 76.427 5.745 4.278 232.170 −263.993 −31.823
K0327 0.709 0.174 179.055 0.715 1.000 12.141 1.818 0.250 163.969 −264.727 −100.758
K0328 0.842 0.142 191.682 0.360 1.000 43.663 1.255 0.189 223.926 −221.081 2.845
K0329 0.178 0.956 157.050 0.493 1.000 28.500 2.303 0.481 210.113 −244.758 −34.645
K0330 0.353 0.771 104.538 0.331 1.000 85.087 4.694 1.286 232.474 −237.973 −5.499
K0331 0.109 0.577 100.440 0.611 1.000 46.866 4.612 2.353 227.943 −262.346 −34.403
K0332 0.897 0.765 219.311 0.244 1.000 82.514 1.242 0.223 231.184 −212.517 18.667
K0333 0.747 0.977 114.264 0.480 1.000 38.554 1.921 0.770 222.486 −208.767 13.718
K0334 0.265 0.977 32.650 0.470 1.000 163.047 6.825 8.042 196.867 −235.057 −38.190
K0335 0.714 0.142 43.828 0.381 1.000 142.678 2.208 5.874 211.527 −190.218 21.310
K0336 0.247 0.738 167.015 0.837 1.000 15.137 2.706 0.382 177.476 −285.410 −107.934
K0337 0.485 0.435 235.220 0.273 1.000 58.723 2.246 0.112 229.408 −267.467 −38.059
K0338 0.798 0.616 176.203 0.353 1.000 47.704 1.356 0.284 227.029 −204.527 22.502
K0339 0.952 0.704 211.852 0.919 1.000 7.867 1.167 0.150 135.848 −257.044 −121.196
K0340 0.652 0.080 78.974 0.880 1.000 47.205 2.844 1.534 228.888 −231.161 −2.273
K0341 0.478 0.784 70.920 0.785 1.000 53.091 4.892 2.473 230.514 −247.773 −17.258
K0342 0.570 0.169 216.986 0.703 1.000 6.574 1.860 0.140 124.322 −307.691 −183.369
K0343 0.775 0.952 249.137 0.626 1.000 7.508 1.041 0.089 131.764 −261.177 −129.414
K0344 0.909 0.546 167.454 0.391 1.000 36.703 1.433 0.398 219.750 −201.444 18.306
K0345 0.153 0.818 65.304 0.741 1.000 78.374 4.469 3.683 233.103 −242.341 −9.238
K0346 0.394 0.255 30.174 0.335 1.000 220.366 7.873 10.214 158.783 −217.760 −58.977
K0347 0.150 0.850 117.918 0.247 1.000 142.160 3.364 1.373 213.064 −211.769 1.295
K0348 0.308 0.209 110.231 0.947 1.000 28.180 5.597 0.857 208.883 −292.924 −84.041
K0349 0.673 0.302 169.502 0.590 1.000 15.502 2.067 0.283 178.425 −267.194 −88.769
K0350 0.387 0.984 115.792 0.331 1.000 81.943 4.222 0.831 232.748 −234.223 −1.475
K0351 0.203 0.361 95.381 0.818 1.000 39.774 4.881 1.604 223.048 −277.884 −54.836
K0352 0.853 0.403 18.704 0.430 1.000 286.973 2.618 16.061 109.301 −194.099 −84.798
K0353 0.694 0.685 128.466 0.547 1.000 28.201 2.165 0.651 210.103 −229.812 −19.709
K0354 0.800 0.542 25.926 0.843 1.000 172.098 2.245 10.312 192.290 −221.290 −29.000
K0355 0.295 0.421 127.341 0.795 1.000 24.529 4.397 0.755 203.109 −289.782 −86.673
K0356 0.998 0.311 212.253 0.562 1.000 11.535 1.467 0.169 160.104 −254.176 −94.071
K0357 0.958 0.703 243.422 0.951 1.000 5.793 1.080 0.112 115.273 −269.123 −153.850
K0358 0.861 0.249 128.511 0.331 1.000 92.076 1.340 0.634 231.253 −175.785 55.468
K0359 0.750 0.767 42.966 0.719 1.000 99.329 1.777 5.475 229.057 −207.574 21.483
K0360 0.743 0.020 141.951 0.329 1.000 80.119 1.946 0.452 232.841 −200.927 31.914
K0361 0.462 0.313 130.827 0.479 1.000 27.107 4.235 0.625 207.566 −269.451 −61.885
K0363 0.722 0.597 250.456 0.387 1.000 17.078 1.087 0.124 182.030 −244.110 −62.079
K0364 0.855 0.063 166.583 0.723 1.000 13.056 1.341 0.230 168.007 −239.512 −71.505
K0365 0.744 0.906 176.416 0.819 1.000 13.666 1.436 0.275 171.037 −247.814 −76.776
K0366 0.186 0.107 207.694 0.772 1.000 9.495 4.753 0.252 147.913 −361.774 −213.861
K0367 0.787 0.434 93.808 0.246 1.000 188.000 1.573 1.492 187.665 −160.323 27.342
K0368 0.433 0.098 229.431 0.619 1.000 5.680 2.944 0.127 114.341 −338.469 −224.127
K0370 0.762 0.633 206.376 0.754 1.000 8.662 1.259 0.179 142.366 −266.043 −123.677
K0371 0.495 0.679 82.476 0.307 1.000 122.817 4.183 2.156 221.613 −212.038 9.575
K0373 0.992 0.046 47.437 0.565 1.000 101.372 1.220 4.922 228.624 −192.698 35.926
K0374 0.272 0.181 34.634 0.266 1.000 209.223 9.689 8.931 165.803 −226.200 −60.398
K0375 0.880 0.248 199.772 0.878 1.000 8.893 1.081 0.168 143.782 −249.975 −106.192
K0377 0.812 0.227 189.990 0.887 1.000 9.752 1.277 0.178 149.809 −256.097 −106.289
K0380 0.549 0.597 34.127 0.347 1.000 188.641 3.378 8.511 183.456 −195.869 −12.413
K0381 0.909 0.595 163.142 0.211 1.000 147.292 1.567 0.509 209.633 −178.197 31.436
K0382 0.675 0.071 32.952 0.780 1.000 136.917 2.747 7.188 213.309 −220.948 −7.639
K0383 0.123 0.991 123.925 0.879 1.000 50.161 3.126 1.009 229.899 −231.510 −1.610
K0384 0.601 0.120 37.885 0.535 1.000 133.607 2.918 6.689 215.161 −213.790 1.372
K0385 0.275 0.768 42.060 0.592 1.000 107.895 6.492 6.033 223.959 −257.403 −33.444
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TABLE IV. (Continued)

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0387 0.562 0.293 75.549 0.475 1.000 58.357 3.307 2.130 232.904 −227.631 5.273
K0389 0.150 0.382 197.033 0.971 1.000 11.644 3.126 0.413 162.073 −321.357 −159.284
K0390 0.681 0.440 263.867 0.473 1.000 8.537 1.092 0.065 139.421 −289.268 −149.847
K0392 0.707 0.065 124.780 0.361 1.000 67.310 2.396 0.660 233.621 −216.719 16.902
K0400 0.798 0.814 63.567 0.220 1.000 212.642 1.478 3.349 171.622 −163.739 7.883
K0401 0.865 0.549 54.870 0.636 1.000 77.514 1.304 3.749 233.840 −201.968 31.872
K0402 0.870 0.689 87.462 0.331 1.000 110.898 1.331 1.866 226.745 −165.017 61.727
K0403 0.834 0.232 105.313 0.826 1.000 30.279 1.408 0.951 213.499 −209.558 3.941
K0404 0.578 0.275 51.454 0.624 1.000 85.105 2.943 3.864 232.910 −218.068 14.842
K0405 0.831 0.434 144.720 0.867 1.000 18.006 1.368 0.480 187.434 −228.955 −41.520
K0406 0.730 0.398 149.619 0.749 1.000 17.332 1.949 0.404 185.223 −250.020 −64.797
K0407 0.516 0.205 82.658 0.579 1.000 47.494 4.331 1.619 228.415 −243.420 −15.006
K0408 0.649 0.556 105.290 0.324 1.000 100.542 2.464 1.145 229.885 −198.792 31.093
K0409 0.898 0.429 45.409 0.836 1.000 90.896 1.266 4.638 231.440 −210.217 21.222
K0410 0.939 0.028 102.768 0.817 1.000 31.067 1.283 0.941 214.488 −198.815 15.673
K0411 0.816 0.591 20.698 0.304 1.000 342.564 2.690 16.346 66.192 −183.133 −116.942
K0412 0.673 0.451 106.231 0.208 1.000 193.043 2.409 1.197 184.399 −181.782 2.617
K0413 0.835 0.541 115.028 0.525 1.000 35.394 1.332 0.883 219.507 −196.920 22.586
K0414 0.586 0.930 87.034 0.977 1.000 41.246 3.008 1.397 225.028 −231.323 −6.295
K0415 0.549 0.123 100.110 0.238 1.000 165.017 3.459 1.201 200.807 −208.365 −7.558
K0416 0.691 0.176 31.915 0.568 1.000 160.910 2.829 8.374 200.038 −206.232 −6.194
K0417 0.924 0.404 149.630 0.340 1.000 74.944 1.549 0.512 233.336 −184.708 48.628
K0418 0.740 0.582 108.808 0.969 1.000 28.179 1.959 0.940 210.520 −231.438 −20.919
K0419 0.526 0.221 57.959 0.724 1.000 71.702 4.318 2.983 233.730 −235.581 −1.851
K0420 0.859 0.762 66.496 0.516 1.000 64.029 1.233 2.784 233.893 −193.844 40.049
K0421 0.753 0.259 85.405 0.384 1.000 75.886 1.877 1.634 234.549 −187.801 46.748
K0422 0.836 0.460 85.993 0.305 1.000 134.442 1.278 1.807 217.029 −161.484 55.545
K0423 0.581 0.288 107.868 0.609 1.000 32.555 3.253 0.886 216.195 −251.335 −35.140
K0424 0.957 0.496 119.264 0.933 1.000 26.891 1.417 0.836 208.204 −211.055 −2.852
K0425 0.733 0.912 88.498 0.377 1.000 74.659 1.907 1.562 234.586 −188.861 45.725
K0426 0.917 0.455 39.048 0.883 1.000 104.224 1.525 6.048 227.197 −219.749 7.448
K0427 0.958 0.304 109.713 0.497 1.000 41.096 1.365 1.010 224.717 −186.599 38.118
K0428 0.958 0.222 92.048 0.905 1.000 36.634 1.162 1.286 220.991 −193.849 27.142
K0429 0.557 0.010 35.303 0.340 1.000 204.490 3.446 7.877 173.866 −189.497 −15.631
K0430 0.564 0.770 94.818 0.825 1.000 37.055 3.293 1.402 221.402 −246.536 −25.134
K0431 0.895 0.580 145.037 0.725 1.000 18.099 1.368 0.528 187.857 −222.120 −34.263
K0432 0.856 0.197 136.300 0.870 1.000 19.550 1.334 0.498 191.857 −222.013 −30.156
K0433 0.898 0.253 99.565 0.438 1.000 50.597 1.325 1.199 230.325 −182.549 47.776
K0434 0.534 0.886 99.884 0.492 1.000 46.014 3.342 1.386 228.008 −232.219 −4.211
K0435 0.735 0.256 139.093 0.706 1.000 19.314 2.045 0.461 191.242 −242.585 −51.342
K0436 0.523 0.799 135.428 0.346 1.000 63.442 2.970 0.664 233.092 −231.367 1.725
K0437 0.756 0.641 39.092 0.843 1.000 109.113 2.031 6.258 225.535 −221.091 4.444
K0438 0.578 0.604 133.601 0.842 1.000 20.563 3.065 0.620 194.727 −269.161 −74.434
K0439 0.611 0.616 55.216 0.384 1.000 107.436 2.351 4.128 227.367 −195.320 32.046
K0440 0.554 1.000 94.259 0.923 1.000 36.300 3.384 1.135 220.483 −241.941 −21.459
K0441 0.559 0.399 36.421 0.889 1.000 117.834 3.881 6.510 221.622 −234.795 −13.173
K0442 0.974 0.428 51.110 0.368 1.000 128.115 1.304 4.871 218.818 −179.125 39.694
K0443 0.651 0.017 27.434 0.668 1.000 183.940 3.196 9.368 185.747 −214.008 −28.261
K0444 0.703 0.691 28.625 0.656 1.000 169.291 2.924 9.865 194.120 −209.202 −15.082
K0445 0.877 0.129 54.069 0.992 1.000 70.212 0.949 3.293 233.934 −193.765 40.169
K0446 0.757 0.543 102.587 0.476 1.000 44.131 1.787 1.116 227.022 −204.621 22.401
K0447 0.560 0.195 72.393 0.600 1.000 55.769 3.573 2.088 232.117 −228.917 3.200
K0448 0.552 0.302 97.762 0.636 1.000 35.814 3.824 1.195 219.846 −248.282 −28.436
K0449 0.524 0.538 89.802 0.616 1.000 42.895 3.943 1.554 225.864 −246.465 −20.601
K0450 0.644 0.527 44.776 0.545 1.000 98.084 2.342 4.989 229.681 −215.015 14.665
K0451 0.520 0.071 69.111 0.909 1.000 52.608 4.811 1.963 230.435 −248.848 −18.413
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TABLE IV. (Continued)

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0452 0.711 0.910 43.742 0.502 1.000 109.511 1.980 5.313 226.016 −206.819 19.198
K0453 0.804 0.226 98.206 0.440 1.000 50.644 1.515 1.252 230.457 −190.673 39.784
K0454 0.800 0.663 136.610 0.926 1.000 21.033 1.530 0.587 195.954 −230.301 −34.347
K0455 0.743 0.944 125.948 0.706 1.000 26.497 1.835 0.617 207.245 −223.780 −16.534
K0456 0.860 0.711 108.182 0.963 1.000 30.841 1.429 1.019 214.340 −215.070 −0.730
K0457 0.871 0.901 48.681 0.999 1.000 76.872 1.181 4.161 233.604 −199.836 33.768
K0458 0.685 0.896 103.612 0.602 1.000 39.039 2.160 1.052 223.239 −220.475 2.764
K0459 0.725 0.827 142.748 0.580 1.000 24.090 1.854 0.505 202.509 −232.216 −29.707
K0461 0.714 0.708 52.091 0.447 1.000 96.375 2.015 4.557 230.401 −208.420 21.982
K0463 0.763 0.472 104.294 0.953 1.000 32.167 1.819 1.031 216.149 −223.732 −7.584
K0464 0.670 0.560 84.373 0.342 1.000 101.150 2.480 1.969 229.968 −195.650 34.319
K0465 0.730 0.472 69.690 0.269 1.000 178.319 1.894 2.769 193.550 −173.753 19.796
K0466 0.547 0.121 23.959 0.689 1.000 213.230 5.136 10.856 164.910 −220.411 −55.501
K0467 0.760 0.417 55.909 0.214 1.000 243.767 1.588 4.636 149.729 −163.795 −14.066
K0468 0.670 0.260 120.188 0.637 1.000 28.054 2.455 0.690 209.913 −241.681 −31.768
K0469 0.864 0.210 149.204 0.450 1.000 28.829 1.320 0.462 210.419 −213.762 −3.343
K0470 0.626 0.801 33.427 0.376 1.000 177.358 2.526 8.713 190.414 −196.184 −5.770
K0471 0.901 0.005 123.476 0.771 1.000 23.006 1.187 0.589 200.278 −208.959 −8.681
K0472 0.607 0.858 130.083 0.647 1.000 25.873 2.538 0.660 206.191 −244.822 −38.631
K0473 0.843 0.034 149.485 0.330 1.000 83.200 1.464 0.424 232.289 −187.519 44.769
K0474 0.690 0.312 94.298 0.754 1.000 37.180 2.385 1.283 221.725 −232.247 −10.522
K0476 0.622 0.708 137.257 0.954 1.000 19.255 2.478 0.545 191.283 −263.110 −71.827
K0477 0.506 0.128 109.821 0.962 1.000 25.906 4.675 0.783 205.554 −279.501 −73.947
K0478 0.549 0.809 30.572 0.858 1.000 141.297 4.044 8.178 209.940 −231.256 −21.316
K0479 0.848 0.730 107.538 0.270 1.000 142.400 1.482 1.195 213.088 −166.349 46.739
K0480 0.879 0.395 145.811 0.828 1.000 18.688 1.277 0.455 189.304 −224.038 −34.734
K0481 0.699 0.880 95.567 0.477 1.000 47.573 2.113 1.297 229.116 −210.104 19.013
K0482 0.527 0.233 69.517 0.673 1.000 55.126 4.301 2.220 231.559 −237.657 −6.098
K0483 0.921 0.892 118.709 0.326 1.000 91.772 1.471 0.918 231.831 −169.830 62.001
K0484 0.835 0.274 74.132 0.885 1.000 48.323 1.267 1.919 229.477 −201.836 27.641
K0485 0.604 0.624 95.447 0.667 1.000 38.476 2.916 1.333 222.793 −237.013 −14.221
K0486 0.670 0.699 131.431 0.777 1.000 23.245 2.173 0.624 201.086 −245.431 −44.346
K0487 0.927 0.525 127.957 0.686 1.000 26.899 1.330 0.744 208.035 −208.536 −0.500
K0488 0.529 0.094 94.943 0.237 1.000 166.222 3.913 1.330 199.993 −209.608 −9.615
K0489 0.598 0.082 85.001 0.220 1.000 194.832 2.948 1.786 183.350 −188.217 −4.867
K0490 0.515 0.757 114.037 0.853 1.000 28.332 4.015 0.965 210.165 −268.425 −58.260
K0491 0.636 0.293 55.397 0.259 1.000 201.229 2.443 4.186 178.712 −177.382 1.329
K0492 0.771 0.499 85.981 0.780 1.000 42.416 1.723 1.620 226.116 −206.694 19.422
K0493 0.909 0.392 62.222 0.600 1.000 67.899 1.154 3.098 234.095 −190.107 43.987
K0494 0.957 0.807 142.899 0.834 1.000 21.261 1.437 0.530 196.322 −218.058 −21.736
K0495 0.510 0.227 23.302 0.832 1.000 199.574 6.286 10.423 173.407 −229.855 −56.448
K0496 0.679 0.832 61.074 0.713 1.000 65.100 2.119 3.091 234.116 −211.426 22.690
K0497 0.740 0.584 95.682 0.804 1.000 38.916 2.039 1.318 223.326 −218.603 4.723
K0498 0.605 0.438 135.171 0.263 1.000 137.034 2.575 0.640 215.006 −212.649 2.357
K0499 0.667 0.787 59.934 0.966 1.000 63.870 2.266 2.974 233.999 −217.670 16.329
K0500 0.878 0.495 86.170 0.395 1.000 75.533 1.277 1.727 234.414 −178.191 56.223
K0501 0.900 0.459 92.727 0.375 1.000 76.030 1.293 1.471 234.333 −175.368 58.965
K0502 0.907 0.460 77.162 0.412 1.000 78.421 1.234 2.267 234.206 −178.158 56.048
K0503 0.910 0.467 84.408 0.398 1.000 67.148 1.254 1.851 234.328 −176.239 58.089
K0504 0.917 0.473 89.998 0.379 1.000 81.750 1.324 1.655 233.904 −169.629 64.275
K0505 0.954 0.410 72.829 0.456 1.000 71.118 1.183 2.414 234.417 −176.758 57.659
K0506 0.898 0.459 92.364 0.353 1.000 92.756 1.317 1.557 231.964 −164.848 67.117
K0507 0.909 0.519 85.657 0.396 1.000 73.003 1.267 1.951 234.505 −179.194 55.311
K0508 0.923 0.384 77.114 0.393 1.000 82.236 1.205 2.249 233.795 −173.358 60.437
K0509 0.921 0.507 84.399 0.390 1.000 79.392 1.315 2.027 234.183 −179.268 54.916
K0510 0.911 0.403 68.241 0.388 1.000 88.969 1.157 2.788 232.585 −173.426 59.159
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TABLE IV. (Continued)

Model fa β σeff fwind1 fwind2 μBBH μBNS μNSBH lnL_rate lnL_shape lnL_joint

K0511 0.921 0.435 73.476 0.393 1.000 82.475 1.244 2.552 233.739 −173.166 60.573
K0512 0.936 0.416 70.273 0.415 1.000 81.154 1.189 2.792 233.802 −179.155 54.647
K0513 0.918 0.410 78.420 0.399 1.000 79.712 1.179 2.139 234.066 −172.606 61.460
K0514 0.930 0.462 79.502 0.396 1.000 80.282 1.204 2.151 234.026 −173.778 60.248
K0515 0.951 0.429 79.152 0.396 1.000 78.784 1.268 2.222 234.201 −174.505 59.696
K0516 0.920 0.452 76.014 0.377 1.000 93.275 1.221 2.458 231.804 −172.485 59.318
K0517 0.927 0.430 78.398 0.425 1.000 69.391 1.200 2.126 234.419 −176.947 57.472
K0518 0.914 0.439 89.272 0.376 1.000 82.669 1.244 1.750 233.762 −168.977 64.785
K0519 0.929 0.419 76.247 0.406 1.000 80.437 1.140 2.336 233.944 −173.122 60.822
K0520 0.872 0.699 106.028 0.385 1.000 64.455 1.399 1.217 233.943 −175.191 58.752
K0521 0.866 0.960 108.271 0.358 1.000 74.361 1.419 0.980 234.143 −175.519 58.624
K0522 0.900 0.736 112.798 0.359 1.000 71.933 1.449 1.010 234.222 −177.272 56.950
K0523 0.887 0.806 107.927 0.361 1.000 72.813 1.465 1.112 234.314 −176.390 57.925
K0524 0.876 0.867 103.613 0.352 1.000 79.303 1.414 1.243 234.044 −167.049 66.995
K0525 0.939 0.878 118.235 0.364 1.000 70.675 1.441 1.005 234.202 −177.622 56.580
K0526 0.857 0.973 108.823 0.333 1.000 83.641 1.484 1.005 233.380 −171.723 61.656
K0527 0.884 0.598 96.190 0.376 1.000 71.887 1.320 1.469 234.455 −175.695 58.761
K0528 0.887 0.642 97.490 0.358 1.000 83.481 1.407 1.397 233.639 −173.132 60.507
K0529 0.903 0.898 128.786 0.292 1.000 110.820 1.545 0.781 226.199 −168.533 57.666
K0530 0.902 0.820 117.798 0.314 1.000 98.032 1.539 0.958 230.388 −170.850 59.538
K0531 0.919 0.848 120.943 0.320 1.000 92.797 1.513 0.996 231.704 −168.181 63.522
K0532 0.898 0.982 121.847 0.328 1.000 82.013 1.484 0.805 233.350 −175.063 58.287
K0533 0.899 0.778 108.206 0.336 1.000 92.579 1.412 1.111 231.819 −167.581 64.238
K0534 0.907 0.924 112.504 0.316 1.000 96.203 1.437 1.065 230.931 −165.458 65.473
K0535 0.893 0.793 113.454 0.307 1.000 110.340 1.498 1.096 226.714 −166.023 60.692
K0536 0.911 0.876 115.932 0.360 1.000 70.384 1.450 1.045 234.238 −171.944 62.294
K0537 0.907 0.914 119.019 0.329 1.000 91.303 1.495 0.920 231.940 −168.486 63.455
K0538 0.921 0.822 108.177 0.361 1.000 74.391 1.453 1.132 234.292 −169.372 64.920
K0539 0.887 0.609 92.909 0.403 1.000 66.463 1.407 1.600 234.311 −178.648 55.663
K0540 0.918 0.662 112.853 0.353 1.000 72.710 1.456 1.038 234.248 −174.959 59.289
K0541 0.899 0.692 106.280 0.370 1.000 71.631 1.389 1.193 234.347 −176.934 57.413
K0542 0.907 0.594 101.609 0.376 1.000 72.266 1.369 1.365 234.436 −168.259 66.177
K0543 0.862 0.870 112.251 0.308 1.000 105.300 1.495 1.070 228.365 −167.629 60.736
K0544 0.926 0.621 103.499 0.359 1.000 83.694 1.446 1.330 233.594 −169.451 64.144
K0545 0.877 0.642 96.039 0.416 1.000 60.100 1.327 1.466 233.351 −181.904 51.447
K0546 0.920 0.568 105.817 0.367 1.000 77.400 1.408 1.185 234.158 −170.661 63.497
K0547 0.882 0.823 110.100 0.363 1.000 72.264 1.425 1.062 234.261 −172.729 61.533
K0548 0.885 0.931 119.296 0.342 1.000 77.532 1.444 0.884 233.877 −172.256 61.622
K0549 0.905 0.784 119.686 0.338 1.000 83.686 1.428 0.914 233.254 −172.592 60.662
K0550 0.890 0.711 106.712 0.339 1.000 92.667 1.479 1.178 231.875 −169.048 62.827
K0551 0.907 0.794 115.746 0.333 1.000 86.978 1.503 0.991 232.852 −173.006 59.847
K0552 0.889 0.903 107.490 0.350 1.000 83.390 1.404 1.160 233.516 −169.052 64.463
K0553 0.921 0.798 117.378 0.353 1.000 75.817 1.460 0.965 234.083 −173.106 60.977
K0554 0.868 0.572 96.613 0.351 1.000 88.858 1.417 1.456 232.784 −169.121 63.664
K0555 0.912 0.861 124.327 0.339 1.000 80.772 1.533 0.863 233.589 −172.770 60.820
K0556 0.905 0.979 118.317 0.328 1.000 88.926 1.435 0.827 232.277 −164.747 67.529
K0557 0.876 0.911 111.071 0.308 1.000 104.955 1.510 1.031 228.444 −165.587 62.857
K0558 0.916 0.635 102.728 0.393 1.000 66.083 1.390 1.375 234.193 −174.691 59.502
K0559 0.922 0.768 108.299 0.328 1.000 95.015 1.453 1.218 231.346 −163.351 67.995
K0560 0.900 0.698 103.712 0.332 1.000 102.799 1.398 1.311 229.264 −165.338 63.926
K0561 0.902 0.586 103.399 0.330 1.000 102.986 1.447 1.344 229.244 −168.919 60.325
K0562 0.902 0.100 103.399 0.330 1.000 112.538 1.354 1.123 225.900 −164.928 60.973
K0563 0.902 0.900 103.399 0.330 1.000 97.357 1.382 1.223 230.732 −165.295 65.437
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