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Urgent theoretical progress is needed in order to provide an estimate in the Standard Model of the recent
measurement by LHCb of direct CP violation in charm-meson two-body decays. Rescattering effects must
be taken into account for a meaningful theoretical description of the amplitudes involved in such category
of observables, as signaled by the presence of large strong phases. We discuss the computation of the latter
effects based on a two-channel coupled dispersion relation, which exploits isospin-zero phase shifts and
inelasticity parametrizations of data coming from the rescattering processes zz — zz, zK — 7K, and
zx — KK. The determination of the subtraction constants of the dispersive integrals relies on the leading
contributions to the transition amplitudes from the 1/N counting, where N is the number of QCD colors.
Furthermore, we use the measured values of the branching ratios to help in selecting the nonperturbative
inputs in the isospin limit, from which we predict values for the CP asymmetries. We find that the predicted
level of CP violation is much below the experimental value.
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I. INTRODUCTION

Symmetries, whether exact or not, played a central role
in the formulation of the Standard Model (SM), and offer
an avenue to move beyond it. The violation of charge-parity
(CP) symmetry in the SM emerges from a single parameter,
encoded in the Cabibbo-Kobayashi-Maskawa (CKM) matrix.
Whatever the physics that lies beyond the SM (BSM) is, it
generally introduces new sources of CP violation, challenging
the minimal picture depicted by the SM. Therefore, a
prominent way to hunt for BSM physics consists of studying
transitions that change quark flavor, and, in particular cases
that are sensitive to CP violation. Being a manifestation of the
weak sector of the SM, CP-violating observables are sensitive
to high energies, helping to collect hints of BSM dynamics
beyond the electroweak scale.

The single CP-violating phase of the Kobayashi-
Maskawa (KM) mechanism of the SM must be responsible
for CP violation across different flavor sectors. This
mechanism has been tested in the bottom and strange
sectors (see Ref. [1]), but tests in the charm sector are still
missing. Other than providing novel tests of the KM
mechanism, charm constitutes physics of the up-type
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and is then complementary to the down-type sector,
which is comparatively better known. In particular, the
charm sector offers the opportunity to understand QCD at
intermediate energy regimes, namely, in between the light
flavors and the bottom, in both of which cases there exist
consolidated theoretical tools. Moreover, with charm phys-
ics one can also access flavor-changing neutral currents
(FCNCs) of the up-type, where a more effective Glashow-
Iliopoulos-Maiani (GIM) mechanism applies, which rep-
resents an opportunity for clear identification of BSM
contributions.

In regard of tests of the KM mechanism, CP violation in
the charm sector has been established recently by LHCb
[2], which measured the difference of direct CP asymme-
tries in D° decays

AASE — (=157 £2.9) x 107 (1)

between final states involving two charged kaons A¢p(D° —
K~K™), or two charged pions Acp(D® — z~z"), where'

i) = [(ATIO = TSP
Aerll =) = GTAP T TP
= X;[p;sin(Ad;) sin(Aqu)]l,_)f, (2)

"Time integration is left implicit; the contribution of indirect
CP violation is negligible [2].
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with 7 being the transition matrix. In order to have a
nonvanishing CP asymmetry, one needs both differences
of weak (A¢) and strong (Ad) phases, as indicated sche-
matically in the right-hand side of Eq. (2); therein, the sum
consists of all possible interference terms j among pairs of
amplitudes that have simultaneously different weak
[A¢; # O(mod 7)] and strong phases [Ad; # O(mod 7)],
and p; scales like the ratio of a CP-odd over a CP-even
amplitude. Weak phases flip sign under the CP transforma-
tion, while strong phases are left unchanged. There is an
active experimental research program, as attested by the
following very recent results [3]:

Acp(D? — 77nt) = (+23.2+6.1) x 1074,
Acp(D® - K=K*+) = (+7.7+£5.7) x 107* (3)

[which are correlated at the level of 0.88, and the value of
Acp(D° - 7=xt) is based on Eq. (1)]. There are also
available bounds on CP violation for many other channels
(see Appendix A). Much progress is expected in the years to
come, thanks to LHCb and Belle II, which will largely
improve the sensitivity to sources of CP violation; also,
BESIIT has an active research program in charm physics. As a
benchmark, the accuracy in some CP asymmetries will be
improved by about 1 order of magnitude.

On the other hand, theory has to match the observed
experimental progress. As previously stated, in the SM the
weak phase comes from the CKM matrix. It is yet unknown
whether the source of CP violation therein can explain the
measurement of AA‘éi}, or whether this observable signals
the emergence of non-SM sources of CP violation: this is
due to the presence of nonperturbative QCD effects that are
extremely challenging to describe, precluding precision
flavor studies at the present moment. A dynamical mecha-
nism for the generation of the strong phases is the
rescattering of on-shell particles, in particular, pion and
kaon pairs. It cannot be stressed enough how important the
role played by the strong phases in describing CP asym-
metries is. Indeed, large strong phases generated in such a
dynamical way via rescattering effects are also associated
to large modulations of the amplitudes, which must there-
fore be fully taken into account in predictions of the SM
amplitudes. The main interest of this work is the determi-
nation of these nonperturbative effects, and their impact on
the prediction of the CP asymmetry.

A similar problem happens in the case of kaon decays.
The SM description of the measured direct CP violation
therein requires the introduction of nonperturbative QCD
inputs. Such inputs can be determined via the use of
dispersion relations (DRs) [4,5]. The analysis is simpler
compared to charm-meson decays, since the only relevant
final state accessible from kaon decays are pion pairs,
motivating an elastic analysis. In this case, Watson’s
theorem [6] applies, and the DRs have a known explicit
analytical solution [7,8]. Moreover, one also disposes of a

well established effective field theory, which is chiral
perturbation theory (yPT) for the three lightest flavors
[9—11]. In order to ensure the convergence of the dispersive
integrals and to limit the dependence on the high-energy
domain, DRs are eventually “subtracted,” and yPT provides
the subtraction constants of DRs. Alternatively, yPT pro-
vides a framework in which rescattering effects can be
computed perturbatively. It is then apparent that DRs pro-
vide the resummation of infrared chiral logarithms, which
are process independent, while subtraction constants encode
the process-dependent ultraviolet dynamics. Importantly,
both approaches show a good agreement [4,5,12—-16].

In the case of charm physics, we will also employ DRs,
which result from two basic principles of any quantum field
theory: analyticity (due to causality) and unitarity. In the
present case, however, the required analysis is nonelastic
because the D° mass lies well above the threshold for the
production of kaon pairs. We have then a set of integral
equations related by unitarity. These equations have to be
solved numerically, as no explicit analytical form of the
solution is known in general. We are going to include in our
analysis only pion and kaon pairs, for which we dispose of
abundant data, and neglect further channels in this work.
Dealing with other channels requires a different set of
techniques, that we postpone to future work. Having pions
and kaons, we need as inputs two phase shifts and one
inelasticity, which accounts for the probability of transition
between pion and kaon pairs; we use available parametriza-
tions for them [17-20]. As in the elastic case of kaon decays
into pion pairs, we also need some physical input for the
subtraction constants. We employ large-N, counting for
their determination, based on an expansion in powers of
1/N ¢ with N, the number of QCD colors [21-23], which is
known to provide an understanding of many observed
features of nonperturbative strong dynamics [24,25].
Preliminary results were communicated in Refs. [26,27].

Phase shifts and inelasticity at the energy M, have been
applied, nondispersively, in, e.g., Refs. [28-30].% Although
they recognize the importance of rescattering effects, these
approaches do not capture their full picture, which is the
aim of employing a dispersive treatment. Previous dis-
cussions of DRs in the context of charm-meson decays
include Refs. [32-36], which have not addressed CP
violation, which is the main focus here. Compared to these

“Note that Ref. [30] writes for isospin zero:

< ADO—ﬂzn ) _ SS< Vzdvudaim > (4)
Apo_kk VesVusakx

with a,,, axg real, which seems not to implement the result
expected for the strong phase from Watson’s theorem in the limit
where the rescattering process is elastic. Also note that Ref. [28]
writes A = S;/ 2Ab"“, where S'S/ 2 encodes the rescattering part,

implementing correctly that limit. For a discussion of the latter
approach, see Ref. [31].
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references, we discuss DRs and the inputs that we employ
in detail.

Various other nondispersive analyses have also been
made for the description of multiple charm-meson decay
modes, such as topological approaches, the use of SU(3)
or its sub-groups, transitions assisted by intermediate
resonances, etc.; see Refs. [37-54].

Also note that calculations based on QCD light-cone
sum rules [55,56] indicate that the SM cannot account for
the large level of CP asymmetry observed by LHCb.
However, light-cone sum rules have not been extensively
tested in the charm sector, requiring alternative methods to
support such an extraordinary claim.

Let us also mention that, although methods to deal with
rescattering in the lattice [57] are progressing fast, the
typical energy scale of charm processes still represents an
overwhelming problem for lattice QCD methods.

Having stressed the need for dealing with strong inter-
actions, let us point out that there are ways, however, of
extracting properties of weak interactions without the need
to describe in detail the strong dynamics. In the charm
sector, we are not at that stage yet: we cannot rely on a
strategy such as, for instance, the one employed in the
extraction of the unitarity angle « from charmless B-meson
(quasi-)two-body decays having pions and rhos in the final
state, since we do not dispose of the necessary number of
measurements at the required level of accuracy to use an
isospin analysis [58].

Conversely, the problem we deal with here is less a
question of precision as it is in the case of bottom physics,
for instance. In that sector, one will face in the (near) future
the need for better describing subleading effects (e.g., long-
distance penguin effects in the extraction of j, better con-
trolling experimental systematics from decays of charm-
mesons in the extraction of y, dealing with isospin breaking
in the extraction of a, etc.). Rather, in the charm sector we
cannot rely on the experimental (such as isospin analysis) and
theoretical (such as heavy quark expansion, due to the slower
convergence of the perturbative series) approaches already
employed in the other flavor sectors. Itis our goal to employ a
data-driven formalism, embodied by the use of DRs.

To conclude this Introduction, note that the large level of
CP violation observed in AAYL, has triggered studies of
contributions from BSM; see Refs. [56,59,60] for recent
studies.

This article is organized as follows: in Sec. II we set the
relevant weak interactions; in Sec. III we introduce the DRs;
their necessary inputs are discussed in Sec. III A, and the
numerical solutions of the DRs are given in Sec. III B, while
the subtraction constants of once-subtracted DRs are dis-
cussed in Sec. III C; in Sec. IV we discuss the available
mechanisms of CP violation, and give the predictions for the
CP asymmetries; conclusions follow in Sec. V. A series of
appendices discuss more technical aspects, and fix possible
conventions.

II. EFFECTIVE WEAK INTERACTIONS

The full Hamiltonian at low energies contains (renorma-
lizable) strong and electromagnetic interactions, the kin-
ematic terms for the light quarks and the charm quark
(including their masses), and (nonrenormalizable) effective
weak interactions. The effective interaction Hamiltonian
density for AC = 1 up to operators of dimension six, valid
for energy scales y;, > pu > p. (u, being the energy scale at
which the quark of flavor ¢ is integrated out), is the
following [61]™:

oSS

~A <§6: Ci(p)Q; + Cyy(u )Q8g>] +He., (5)

i=3

AdQ =+ ASQS)

where

2y =ViVup  q=d,s,b. (6)

Unitarity of the 3 x 3 CKM matrix V implies
The basis of operators is the following:

0f =

d _
5 =

(
(djc;
01 = (EC)V—A(ES)V—A’
Q; = (
(

(ijc; —AE Dvia

Fierz — —
= _2Z(qC>S—P(MQ)S+P’
q

Yy
QSg = 872

w1 +7s5)G"e, (8)

*Indices 1 and 2 are exchanged with respect to Ref. [61], and
Ci, (Cs.. ¢) are called z,; (respectively, v3  ¢) therein. We are
not including in the effective Hamiltonian of Eq. (5) either
electroweak penguins or the electromagnetic dipole.
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where (V£ A), =y,(1£y;5),S£P=1%ys,andi, jare
color indices. The SM Wilson coefficients are fully known
to next-to-leading order (NLO) in perturbative QCD, with
some next-to-next-to-leading order ingredients available
[62]. Their values are given in Appendix A.* Because of the
GIM mechanism, (short-distance) penguin operators are
absent at scales y > u;,, and result from the NLO matching
at y,, and the running from p;, to u.; they come with small
Wilson coefficients and thus give suppressed contributions
to CP violation. When rescattering effects are large, the
main contribution to the CP asymmetries is expected to
come from the nonunitarity of the 2 x 2 CKM submatrix;
see Sec. IV A below. This should be contrasted to the case
of bottom physics, where rescattering effects are compa-
ratively much smaller, possibly allowing for perturbative
treatments.

II1. DISPERSION RELATIONS

In describing D — zz, K K to first order in weak inter-
actions, a discontinuity equation can be written for the
transition amplitudes analytically extended to the complex
plane (of the invariant mass squared s of the pseudoscalar
pair). The discontinuity is set by the rescattering of the light
particles that are stable under strong interactions, with the
right-hand cut starting at the threshold for the production of
pion pairs, and no left-hand cut for the transition amplitudes;
for an introduction, see Ref. [63]. The strong dynamics is
nonperturbative in nature and has some useful properties: it
conserves flavor, C, P, CP, isospin, and G parity. The
rescattering among light, stable final states gives origin to the
strong phases necessary for a nonvanishing CP asymmetry.
In the elastic limit, such a phase in the weak decay can be
extracted directly from the phase shift in the rescattering of
pions. More can be learned about the rescattering by
exploiting its analyticity in the relevant kinematical variables,
relating the dispersive/real and absorptive/imaginary parts of
the rescattering amplitudes.

In the little Hilbert space (once the global energy-
momentum conservation condition has been factored out),
the total S matrix can be written as S =1 + i7, which
implies the unitarity relation 7 — T* = iTT" = iT"T. In our
particular case, S and T are 3 x 3 matrices describing all
possible transitions among the basis of initial and final states
{D, nn, KK}. Restricting to the {zz, KK} subspace, the
partial-wave (and isospin) projected strong S¢ matrix can be
written in the form:

(Sg)h = (14 iTg)h = 14 2iZV2(s)Th(s)ZV/2(s).  (9)

*We indicate Fierz rearrangements when introducing the basis
of operators for later convenience; the Wilson coefficients are
calculated at the NLO in the un-Fierzed basis. The gluonic dipole
does not affect the Wilson coefficients of the penguin operators at
NLO in perturbative QCD.

S satisfies the unitarity relation S§S s =3 SSE =1,and T
inherits Tg — Tg = iTSTE = iT§TS. Since the decaying D
mesons are spinless, the total angular momentum of the
daughter pair of pseudoscalars is J = 0. Owing to Bose
symmetry, the two-pion state can have isospin I = 0 and 2;
the isospin of the kaon pair can take the values / = 0, 1. Thus,
there are two different isosinglet states that get coupled
through the rescattering dynamics. The kinematic factors
Ti(s) = O(s — 4M?)o,(s) incorporate the threshold condi-
tions and the mass corrections to the two-body center-of-
mass three-momenta. In the two-channel isosinglet (I = 0)
case, X(s) becomes a 2 x 2 matrix:

2(s)

oi(s) =

diag[®(s — 4M3)0,(s), O(s — 4MF ok (s)],
(1—4M3/s5)'/2. (10)

The different isospin components of the full amplitudes
are given by T,IM(S) = Ti)—ﬂ[l[(s) and T;(K(S> = TID—>KK(S)'
At lowest order in weak interactions, the unitarity of the §
and Sg matrices implies

21/2( T9,.(s + ie) > _ (55)821/2( T, (s — ie) > (an

T(,)(K(s + ie) T(,)(K(s — ie)

We can decompose the full amplitudes as

T9,(s) 7o
(T?(K@) — QO)(s) (T%? , (12)

with the corresponding changes for I = 1, 2, where Tfr(,fﬂ

and Tﬁ? will be referred to as “bare amplitudes” (for
which we will omit their possible s dependence); they are
polynomials in s and may contain real zeros, while Q) (s)
has no zeros or poles. As we will see, the bare amplitudes
contain the CP-odd phases necessary to generate the CP
asymmetries. The rescattering part Q) (s) of the transition
amplitude satisfies then the following discontinuity equa-
tion:

QU (s +ie) = [1 + 2iT)(s)Z(s)]QY) (s — i€)
= S'(5)QU) (s — ie), (13)

where  S'(s) =14 2iT}(s)Z(s), with  S'(s)S!(s)* =
S'(s)*S!(s) = 1. This implies

ImQU) (s + ie) = T (s)Z(s)QU) (s + ie),  (14)

after using that QU)(s —ie)* = Q) (s +ie) (Schwarz
reflection principle). In the following, we will drop
“t+ie” from QU)(s+ ie). The analyticity properties of
QU (s) guarantee that it satisfies the Cauchy integral
relation:

036026-4
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=L [7 TR o

M2 s’ — 5 —ie

we will later adopt the normalization Q()(s)) =1, at a
subtraction point s(. In the two-channel coupled problem
(I = 0), we have

)81 0 iy (s)
EETACE. |99 (s)[e™o
Tols) = (16)
’ 0 w0 (s) ,70(S)e2i(w8(s>—og(x>)_l ’
|g() (s)|e”l/° * . 2iok(s)

with the inelasticity parameter

0

no(s) = [1 = dox(s)ok(s)|g9(s) I

x O(s —4M2)O(s — 4M%)]'/2. (17)

The sign of the off-diagonal elements of TJ(s) is fixed at
low energies by yPT [64], given a choice of convention for
the kaon pair isospin decomposition.

One can use that (Sokhotski-Plemel;j relation):

1
X —Xxy— i€

1
=P id(x — 18
o timle-x)  (18)

to write alternatively:

RC[Q(I)(S)] :l]l"o T{)*(S/)Z(S/)Q(l)(sl) e

T /

4M2 § =5
1 4M2, 00 Im[QW) (s
:_<][ +][ )L, gy o)
T 4M2 aM2 § =9

(the slashed integral represents its principal value).
Exploiting that the right-hand side is real, we get for the
integration domain s’ > 4M?% and any m € {r,K}:

( [(T8)>,m] Re[<T8>,,K]oK)<Im[Q£z]] )

Re[(T0)kqlon  Re[(T0)xxlok Im[Qgg)n
m[(T9) elox  Im[(T9) ok \ [ Re[@W]
. (20
~ (o Im[<T8>KK}aK><Re[Qg§,,J> 20

Admitting that the 2 x 2 matrix on the left-hand side is
invertible (the matrix T82 is invertible), then one can solve
for Im[Q(”)] = b, which is plugged into the previous
integral equation for the integration range s’ > 4M%:
indeed, this matrix equation can be written as R - b,, =
I-a, b, =R -1-q, if R invertible, with obvious
correspondence with Eq. (20). In the integration interval
4M?2 < 5’ < 4M% we have, like in the uncoupled case (and
consider y!) = 5} mod x in this region),

Re[(T?);,]Im[Q)] = Im[(T}),,[Re[Qin].  (21)

The adopted strategy is to solve for the real parts, and then
use the previous relations to determine the imaginary parts.
Then

1 [4M% 1
a, =— ds' =
) am? s =S8

5 ( tan 53(s") 0) »
|90(s)|oa(s)/ cos(&f(s)) 0/ "
+%][°° ds’w. (22)

) _
aM2 s s

We then solve for both a, and ag, and the final solution is

ReQ"] = (a, ® ax).  Im[QO)] = (b, ® by). (23)
where ® means that we combine the two dimension-two
vectors represented as columns into a 2 x 2 matrix. Note
that Q) (s,) = 1 implies that a, and ay are independent,
and a similar comment applies for the imaginary parts b,
and bg. The system of independent functions y*)(s) =
ay + iby built from these real and imaginary parts is called
a fundamental system of solutions satisfying the disconti-
nuity problem of Eq. (13); see Ref. [7]. There are n such
solutions in an n-channel coupled case. A similar discus-
sion holds for once-subtracted DRs. The use of subtracted
DRs limits the dependence to high-energy data, which are
typically less accurate or even missing; they may also be
necessary in order to guarantee the convergence of the
dispersive integrals.

In the elastic limit, one can solve the integral equation
explicitly [7,8]. Considering one subtraction:

Q(’)(s):exp{ié{)(s)}exp{s;so ][:’ dz 5‘1)(Z)},

M2Z—89Z—S

(24)

where s, < 4M2 is the subtraction point, at which we have
imposed Q)(sy) = 1. The rightmost exponential above
carries no zeros nor poles for well-behaved phase shifts; it
is obviously non-negative. It is manifest that large phase
shifts are associated to large modulations of |Q()(s)|. The
phase shift and the Omnes factor |QU)(s)| encode the
effects of rescattering, and are necessary for a good
qualitative and quantitative description of the transition
amplitudes in the weak decay. It is important to stress the
universal character of this equation, which depends only on
the phase shift, and not the particular electroweak process
under discussion.

The previous equation leads to the following asymptotic
behavior (see e.g. Ref. [63]):

036026-5
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1 _ sl 4M2
_Q(I)(S) s, ¥ = _51(00) & ( n)’ (25)
T

where at threshold &} (4M2) = 0. Therefore, if the Omnes
factor is supposed to vanish asymptotically, as it is expected
when building form factors from the latter rescattering
factor (see e.g. Ref. [65]), in the single-channel analysis
one requires &, (c0) > 84 (4M2).

In the inelastic case, the determinant of Q()(s) has an
explicit analytical solution, from which a similar discussion
holds. In the two-channel analysis, for instance, Eq. (13)
leads to

det QU (s + ie) = exp {2iy}(s)} det Q) (s — ie),  (26)

which does not depend on the inelasticity.5 A property of
the fundamental system of solutions is that the individual
indices x;, describing the asymptotic behaviour of the fun-
damental solutions y¥)(s), do not depend on the particular
choice of the fundamental system of solutions (see also
next paragraph). Their sum satisfies the relation [7]:

Zn:xk = x, (27)

where x is the index resulting from taking the determinant
of Eq. (13) in the n-channel coupled analysis. For instance, in
the two-channel problem under discussion, x = —(y{(c0) —
W(4M2))/x.

Regarding the asymptotic behavior, we comment on a
specific case of later interest: if the sum of indices is
x = —2, then one can have two independent solutions that
vanish asymptotically and simultaneously, i.e., both having
indices x; = —1 and x, = —1. If on the other hand the sum
of indices is x = =3, for instance, then one can have two
solutions that vanish asymptotically, i.e., x; = —2 and —1,
but they are not unique: to the solution that goes as —1 one
can add a contribution from the one that goes as —2 (times a
polynomial of degree up to 1) and take this as the
fundamental solution that replaces the previous one, while
keeping the condition Q") () at a subtraction point s¢. In
such cases, more physical information about the sought
solutions has to be provided [66].

A. Experimental inputs for the DRs

Hereafter we discuss datasets and parametrizations
of the inputs for DRs in isospin zero and isospin two.
We point out the main qualitative features observed in
phase shifts and inelasticity, shown in Figs. 1-3. We take

>We note that we have not been able to find a function of the
two-channel Omnes matrix other than its determinant that does
not depend on the inelasticity, for which there is an explicit
analytical solution.

the constrained fits to data enforcing dispersive relations of
Refs. [17-20], which we discuss in more detail below.

1. Isospin-zero phase shift of pion pairs

We use the analyses of Refs. [18,19]. As seen from the
top-left panel of Fig. 1, the phase shift starts at zero at the
pion pair production threshold, and shows a steady increase
sufficiently below the threshold for kaon pair production,
due to the presence of the o resonance, which is located
deep into the first Riemann sheet, away from the real axis.
Then, there is a quick increase of the phase shift, due to the
presence of the f,(980) resonance, which is relatively
narrow. Another analytical feature in the region ~1 GeV is
the threshold for kaon pair production. Subsequently, the
phase shift grows steadily; in this energy region there exist
the well-established resonances f(1370), f(1500), and
fo(1710), which to some extent overlap among themselves
[for a recent discussion of f(1370), see Ref. [67]].

Above around 1.42 GeV, Ref. [19] considers different
datasets, which are not consistent among themselves,
providing purely descriptive phase-shift parametrizations
separately for each of them; see the top-right panel of
Fig. 1. Solution I [68-71] follows from a dataset that
extends up to £y = 1.9 GeV, while the datasets leading to
solutions II [72] and III [73] extend up to E, = 1.8 GeV.

2. Isospin-zero phase shift of kaon pairs

We consider the combined analysis of zz — KK and
Kr — Kz employing crossing symmetry of Ref. [20]; see
also Ref. [74]. There are two possible solutions, B and C,
that are well compatible; see the bottom-left panel of Fig. 1
(see also comments below). The curve extends up to
Ey =2 GeV. There is a clear structure in the phase shift
in the region 1.2-2 GeV, that might be in part due to the
1soscalar-scalar resonances mentioned above, with the
phase shift decreasing at times.’

3. Isospin-zero inelasticity

Below the threshold for their on-shell production, virtual
kaon pairs produce off-diagonal elements in the two-
channel rescattering matrix, with their impact seen in the
first term in the right-hand side of Eq. (22). They do not
produce an absorptive part though; i.e., they do not alter the
evolution of the phase motion, and the off-diagonal phase
shift therein is then the one observed in pion pair rescatter-
ing. Note, however, that it does not mean that the
inelasticity below the kaon pair threshold varies, being

®There is an interesting result in quantum mechanics, accord-
ing to which the phase shift cannot decrease too quickly in order
to respect causality; see Ref. [75] and, e.g., Refs. [76,77]. In the

. . dy¥(E? .
present situation, we observe that —2hc%54 fm, which

gives a crude estimate of the minimum range of the potential as
required from causality.
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FIG. 1. Set of phase shifts from Refs. [17-20] used in our analysis. The 58(s) phase is shown in the upper panels for 2M, < /s <
1.42 GeV (top, left) and /s > 1.4 GeV (top, right), where solutions I (gray), II (blue), and IIT (green) are given. The l//g(s) phase is
shown in the (bottom, left), for solutions B (blue) and C (red), which are very compatible; below the kaon pair threshold, w(s) = 55 (s).
The 5%(s) phase is shown in the (bottom, right), up to /s = 1.4 GeV and starting from the pion pair threshold. All phases are given in

degrees.

;18 = 1 below this threshold. We consider Refs. [20,78] for
a parametrization of such effect, illustrated in the left panel
of Fig. 2 (for definiteness, when not specified we employ
solution B below), see also Ref. [74].

The inelasticity 778 can be extracted from the off-diagonal
T-matrix element |g9| via a combined analysis of zz - KK
and Kz — Kn, and is available up to E, =2 GeV, as
illustrated in the right panel of Fig. 2. This leads to two
solutions, B [79] and C [80,81], corresponding to incon-
sistent datasets below ~1.47 GeV, and thus their para-
metrizations of the inelasticity differ substantially below
that point. We combine the effect generated by off-shell
kaon pairs [20,78] with the explicit parametrizations found
in Ref. [20] valid above 2M . The two sets of curves are

91 (s)
4
3

2

Vs (GeV)

04 06 08 10 12 14

combined at a matching point of /1.2 GeV [78], and
the corresponding solutions will be called B’ and C’ in the
following. There is a very small discontinuity at the
matching scale (of 9% for solution B’ and of 8% for
solution C’). Right above the kaon pair threshold and below
the matching scale, there is a short window in which the
unitarity bound is violated, manifested as the impossibility
of defining a real inelasticity therein via the use of Eq. (17).
However, this corresponds to a tiny region (long of
~30 MeV for solution B’ and of ~10 MeV for solution
C’), in which we set the inelasticity to zero.

An alternative for the extraction of the inelasticity 7] is to
look directly at the rescattering process zzx — zz. The
extraction of the parametrization for the phase shift of the

190l ()
14

1.2
1.0
0.8
0.6
0.4
0.2

0.0
10 12 14 16 1.8

FIG. 2. Off-diagonal 7-matrix element from Ref. [20] for solutions B (blue) and C (red). The two sets, valid along the energy ranges
from the pion pair threshold and up to 1.47 GeV (left) and from the kaon pair threshold and up to 2 GeV (right), are combined according

to the procedure described in the text.
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FIG. 3. [Inelasticity from Ref. [19] extracted from pion pair rescattering. Below the kaon pair threshold, 7)(s) = 1. Three solutions are

shown, namely, solutions I (left), II (center) and III (right).

pion pair system discussed above is done simultaneously to
the extraction of the parametrization for the inelasticity, for
which then we also have three solutions [19], illustrated in
Fig. 3. As before, solution I extends up to £y = 1.9 GeV,
while solutions II and III extend up to £y = 1.8 GeV. (We
correct typos found in Ref. [19], namely, ¢4 in their Table 2
comes with the wrong sign, and K; must be multiplied by
M?% [78].) Solution III shows a sharp dip in the inelasticity
around ~1.6 GeV, and a distinguishing phase motion
compared to the other two solutions, which may signal
the presence of the resonance f;(1500). As further dis-
cussed later, inelasticities extracted in this way carry large
uncertainties. At the energy 2M g, the off-diagonal element
resulting from this inelasticity is combined with the one
from Refs. [20,78], which describes off-shell kaon pairs.
This produces an abrupt change across a few MeV of the
off-diagonal 7-matrix element at about 2My, which is
expected to have a limited impact on the fundamental
Omnes solutions far away from this value of the energy.
Moreover, combining the two curves at 2M g generates a
consistent trend, since below (above) 2M g the modulus of
the off-diagonal 7-matrix is decreasing (increasing) quickly
with increasing (decreasing) energies.

The different sets of inelasticities discussed above,
solutions I-III and solutions B’ and C’, display important
differences. In discussing solutions of the dispersive
equations, we will show results for each of them separately.

4. Isospin-two phase shift and inelasticity of pion pairs

The phase shift starts at zero at the pion pair production
threshold, and decreases steadily in the region extending up
to about 1.45 GeV [82-84]. A parametrization is provided
by Refs. [17,85]; see the bottom-right panel of Fig. 1,
which does not include Ref. [86]. The extracted inelasticity
is close to the elastic limit in that energy range [17].

Although to our knowledge a parametrization is not
available (in particular, taking into account dispersive
constraints), Ref. [86] extracts data up to 2.2 GeV. It is
seen that the phase shift has the tendency to decrease up to
1.3 GeV, and then to increase subsequently. At around M p,
the phase shift equals a few negative degrees, but carries a
large uncertainty. There seems to be a large inelasticity at
around M p, although again large uncertainties are present.
[This overall behavior of the phase shift can be reproduced

via an elastic analysis relying on yPT and resonance chiral
theory (RyT), with a 7-channel exchange of p, etc.; see
also Ref. [87].]

As discussed above around Eq. (25), the phase shift in an
elastic analysis should become positive (vanish) so that the
Omnes solution goes to zero (respectively, a constant) at
infinity. This requires some underlying physics to change
the sign of the isospin-two phase shift, such as the presence
of a resonance. We also note that no distinct feature is seen
in the isospin-two zz — 7z study of Ref. [88], for which
however contributions to the cross section other than the S
wave become increasingly important at higher energies.

We will later in the text extract the Omnés factor |Q(%)|
from the branching ratio of the charged decay mode
Dt — 2%z*, and vary the isospin-two phase shift to
reproduce the D° — 7=z, z°2° branching ratios. We
reserve further discussion about the isospin-two inelasticity
to future work [89].

B. Solutions of the coupled channel DRs

To employ the DRs, we extrapolate the phase shift and
inelasticity curves discussed above beyond their indicated
endpoints £y = 1.8-2 GeV [90]:

S)(E) = n'z + (8)(Eo) — n'm)f (,f)

5¢(E) = ¢n + (x(Eo) — £°7) s (Eﬁ) (28)

where the chosen fj5(x) = 2/(1 + x™) has the virtue of
being a smooth function connecting the values at the
endpoints to the asymptotic values (Ref. [90] takes
mj = 3; we note that the asymptotic behavior of the phase
shift involved in the vector form factor of the pion is
discussed in Ref. [91]). The values of n* + £* > 2 ensure
that at least one of the fundamental solutions tends to zero
at infinite energies. We take n*, Z* as integer values (as it
results from having resonant effects; i.e., we neglect non-
resonant effects for this sake). Then, we set £* = —1 since
Sx(E) = w)(E) — 8)(E) is close to —x at Ej. Finally, we
take n* = 3. It suffices to ensure the good behavior of the
fundamental solutions, as it leads in practice to two
independent solutions of indices x;, = —1. These
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TABLE 1.
- 6118, with m, = 2, is referred to as the reference case.

Sample of Omnés solutions at s = M?,. In the main text, the case of solution I for the phase shift and the inelasticity

Solution I Solution IT Solution III
178, m;; =1 _Q(O) <0 80€+1 .60i 1. 016_1 69i > ) _ (O 39€+1 64i 0.596'_2'13i ) ) _ (0 7le+0 53i 1.356_2‘67i )
0 56e—l 50i 0. 59e+2 07i 0 S]e—l 31i 0.56e+2'43i 0 388_0 98i 0'426+2.65i
no = o my =1 o) _ (0.56¢14 0,617 () _ [ 0.42e*1 70 0.54¢720% © _ (035e*! 0747247
0.576_1 41i 0. 588+2 25i 0.51(3_1 33 0.556+2‘43l 0.508_1 18i 0.556+2'48’
—&nf, my =2 O 0.58¢ 1800 (.64¢=174 o _ (0 43et104 () 582100 ©0) _ ( 0.40eH010.80¢~20
0. 586_1 37i 0. 616+2 260 0. 526_I 25i 0.57e+2.48i - 0. Soe—l 11i 0.56€+2'53i
— o my =3 o) _ ((0.60e7 0.66¢7174 0) _ 044t 0617216 0 _ [045¢+091 0.86¢725%
- 0.608_1 33i 0. 63e+2 26i 0. 526_1 17i 0_596+2A53i - 0.506_1 041 0_57e+258i
Solution B’: |gf| o0 _ (2 01e™13% 247,176 ©0) _ [ 1.91e7000 278725 (0) _ [ 2:20eT0%0 35507272
0. 376_0 33; 54e+3 05i - 0. 3]6_0‘23i 0.45€+3'30i 0. 3Se+0 03i 0.57e+3.40i
Solution C’: |g}| o0 _ (18373 26507170 0 _ ( 1.80e0%  31]1¢2% ©0) _ [ 2.09e04 3947272
- 0.348_0 40i 0. 57e+3 00i - 0.296_0 24i 0.4984—3.241' - 0.328_0 03i 0.6le+3'34i

solutions are uniquely determined, after specifying the

condition Q) (s,) = 1 at the subtraction point s.
A similar extrapolation is taken for the inelasticity:

WE) = 1o+ ((Eo) = 1) f, (Eﬂ) (29)

Its limiting value is set to n,, = 1. Together with the limit
values of the phase shifts, these conditions satisfy the
asymptotic behavior discussed in Ref. [92]. Large values
of my (ie., 1y approaching faster its asymptotic value)
would require some underlying dynamics, such as the
appearance of resonances not yet firmly established [93],
and for this reason we later display only values in the
range m, € {1,2,3}.

To full generality, there is no known explicit solution in
the inelastic case. The numerical method used is described
in Appendix B (we discuss an explicit solution valid under
certain conditions in Appendix C), and relies on the
parametrization of data previously discussed.”

A sample of typical Omnes matrices is provided in
Table 1 for various scenarios: columns correspond to
solutions I-III for the phase- shifts, and also inelasticity;
the first block of rows corresponds to the inelasticity
directly extracted from zz — zz, while the second block
of rows corresponds to the inelasticity calculated from
the off-diagonal T-matrix element as in Eq. (17), for
which there are solutions B’ and C’. We observe a strong
dependence of the Omnes solution with the inelasticity
employed, which in the case of the first block of rows

"In the N/D method, phase-shift parametrizations and Omnés
functions are extracted simultaneously in the fits to the rescatter-
ing data [94,95].

carries a large uncertainty. Varying the latter uncertainties
leads to profiles 1 — o179, which seek to saturate the error
bars attached to the inelasticities found in Ref. [19] towards
smaller values of 118.8 In a companion paper, we provide a
discussion of CP asymmetries that does not depend on the
input employed for the inelasticity [96].

When calculating the Omnes matrices, we verify that
QE?)(M%) is in good agreement with a similar calculation
relying on an elastic analysis [4,5]: were there a sizable
difference, it would spoil the good comparison with the
xPT calculation of this same quantity.

C. Partial-wave transition amplitudes

In order to build transition amplitudes from the rescat-
tering effects encoded in Q) (s) (or analogously for isospin
one and two, which we treat elastically), we need to specify
the polynomial ambiguities in T?,S,B) and T(,)((g) of the once-
subtracted DRs. Summing over the possible solutions to the
two-channel coupled analysis problem, times subtraction
constants, we have

EEORSNEHONCHOMNG 2
0 "l g0 Qo o |+ (30)
Txk(s) Q) (s) 5,)(s)) \Tkg
where since we deal with charmed meson decays, s — M3,

The polynomials 7o) and TKK are fixed by physical
considerations relying on a large-N - expansion. In the limit
N — oo, the scattering phase shifts are exactly zero and,
therefore, Q) (s) = 1. Moreover, in this limit the hadronic

¥Possible correlations among the different uncertainties for
phase shifts and inelasticity are neglected here.
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matrix elements of the short-distance four-quark operators
factorize into matrix elements of QCD currents. The bare
amplitudes 7o) and T?é,lj) correspond then to tree inser-
tions of different local operators, current-current and
penguin ones, while topologies beyond trees are generated
via rescattering effects. The factorized expressions are
written in terms of decay constants and form factors
(e.g., D - &, or D — K), given in Appendices D and E.
It follows from the present discussion that the subtraction
constants require perturbative and nonperturbative ele-
ments: decay constants, form factors, and Wilson coeffi-
cients. As it has been discussed, rescattering is taken into
account dispersively, and it is in fact suppressed in the
large-N counting. Decay constants and form factors also
integrate nonperturbative QCD effects that, although sub-
leading in the large-N counting, are not included in the
rescattering matrix Q()(s). Note that the resulting sub-
traction constants are real (in the CP-conserving limit),
strong complex phases being developed in the rescattering.
In the context of K — zz transitions, the polynomial
ambiguities can be determined via yPT [4,5]. (For a
discussion of form factors built from the same rescat-
tering effects, their asymptotic behavior, and the use
of yPT to determine the subtraction constants, see, e.g.,
Refs. [64,90,97-99].)

The subtraction point is taken at s, = M2, as suggested
by 7o58) o« M3 — M2 At this point, Q) is set to the
identity 1. Any modulation of Q© above s, results then
from rescattering effects. We observe, however, a very
small dependence with the choice of the subtraction point,
as seen from the two following solutions:

(0) , 0.59€+1'81i 0.646‘_1'74i
CTMD) = o sget3s ggperaasi ) 0 =0
0.57€+1'7” 0.616_1'72i
0 2\ _ 2
QO (Mp) = (0.56e—1~27f 0.58e+2~24i>’ So = 4Mz.

(31)

which are calculated with the same inputs as used for the
so-called reference case of Table I to be discussed below,
but with different subtraction points. Moreover, given
that M2, M3 < M3, we observe a very small numerical
impact of keeping the masses of the light mesons with
respect to neglecting them in the expressions of the
physical observables.

IV. THEORETICAL PREDICTIONS

Before moving to the numerical predictions for branch-
ing ratios and CP asymmetries, we first discuss the
mechanisms at play responsible for generating a non-
vanishing level of CP violation. Detailed technical dis-
cussions are given in a series of appendices: Appendix D

discusses the relevant decay constants and form factors,
Appendix E gives the expressions for the bare decay
amplitudes, and the isospin decomposition of the transition
matrix elements is detailed in Appendix E 1.

A. Mechanisms of CP violation

We consider tree insertions of the short-distance operator
basis provided in Eq. (8), whose matrix elements can be
found in Appendix E. The CP-violating effects are gen-
erated through the interference of amplitudes with different
weak and strong phases. Let us consider first the isospin-
zero decay amplitudes that exhibit the CKM structure

displayed in Eq. (5):
0 CC _ TP
( Trm(s) ) _ Q(O)(S) < ﬂ'dTmr ﬂ'bTmr >
Tk (s) ATR% — ATy

=<A(’§+il’5‘g> 32)
- \AX 4Bk )

The uncoupled / = 1 and 2 amplitudes can also be written
in a similar (simpler) way. The CP-even strong phases are
generated by the rescattering matrices QU), while the CP-
odd weak phases originate in the CKM factors 4, appearing
in the bare amplitudes, which are different for current-
current (TS ) and penguin (7%, ) operators. We have
decomposed the full decay amplitudes into their CP-even

(A;) and CP-odd (B;) components. Obviously, the A,
amplitudes depend on the parameters Re{4,}, while 3, are
governed by Im{/,}. Despite the different sizes of their
corresponding Wilson coefficients, T¢S,, ~ TE - due to
the large pre-factors coming with Qg insertions; see
Appendix E.

Observable effects must be stated in terms of rephasing-
invariant quantities. Other than the quartets

Qai/ij = V(li V/flvztj V;}i’ (33)

rephasing-invariant objects also include the moduli of the
elements of the CKM matrix; for a review, see Ref. [100].
The relevant rephasing-invariant quantities have the fol-
lowing numerical values:

Quacy = —A22%(p + in) + O(4®)

—(1.3+i3.1) x 1073,

22+ 2+ AD5(1 —p+in) + O(13)

—0.048 + i3.1 x 1073,

Quser = A225(p + in) + O(A8) ~ (1.3 +i3.1) x 1075,
(34)

R

Qudcs

R

and
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4> = 22+ O(*) ~0.051,
4,2 = 22 + O(4*) ~0.051,
)2 = A%A10(02 4 p?) + O(A12) 223 x 1078, (35)

Note that 4, and A; cannot be chosen simultaneously real,
since the quartets Q,;; are rephasing invariant and
Quics = VuaVesVisViq = Aq445. This is particularly impor-
tant in the presence of rescattering effects, under which the
isoscalar amplitudes depend on both 4, and 4. (Numerical
values of Re{4,} and Im{4,}, ¢ = d, s, b, in the usual
convention for the CKM matrix elements are found in
Appendix A.)

Thus, the rescattering of the final pseudoscalar mesons
generates a pure / = 0 contribution to the CP asymmetries,
originating in the interference of the intermediate zz and
KK contributions. Written in a rephasing-invariant way, the
full contribution of isospin-zero-only amplitudes to the
numerator of the direct CP asymmetries is given by

(1m)

num(ALp) g = 4w; J(TSETEG + TSEThx + THTES).

(36)

This contribution is governed by the Jarlskog parameter

J =1m{Q4es} = rexmldal’s where regm =1Im{4,/24},
and the dynamical rescattering factors

o™ =m{Q"" Q0. (37)

l

The quantity wi™ = w!™ (@™ = w{™) controls the
amount of CP violation in DY — 7z (respectively,
D° — KK) coming exclusively from the interference of
isospin-zero contributions. The possibility of having a
source of CP violation coming exclusively from isospin-
zero amplitudes has been pointed out by, e.g., Ref. [29].
Such a case is not possible in kaon decays, since the
dynamics therein is elastic.

The source of CP violation coming from current-current
operators, due to the nonunitarity of the 2 x2 CKM
submatrix, and the suppression of contributions from
penguin operators due to small Wilson coefficients have
often been pointed out in the literature; see, e.g.,
Refs. [55,101]. Note, however, that in Ref. [43] the quantity
analogous to T2 ., generates the needed CP-odd ampli-

tude, in a mechanism in which the operators Qs ¢ couple D°
to fo(1710), which subsequently decays to pion and kaon
pairs. The state f,(1710) being close to being on-shell, it
can produce some enhancement of the amplitudes, and
(part of) the strong phases come from the absorptive part of
the f((1710) lineshape; see also Ref. [44]. We note that the
imprints of resonances should manifest in the phase shifts
and inelasticity that are the inputs of the DRs discussed
previously.

The full contribution of isospin-zero-only amplitudes to
the denominator of the CP asymmetries is lengthy. Keeping
only the terms in |A4|?, |4]*, and Re{Q,4c;}, i.e., neglect-
ing |4,]%, Re{Quacsr}> and Re{Q,;} (or, alternatively,
neglecting contributions from penguin operators), we have

i 0 0
den(ALp);_o = 2(12421Q0 P(TEE)? + 4, 21Q) (165
+ 2Re{Qudm‘}wz('Re) Tl?lgT[C(%)
R 20 R(1QY (TEE)? + 19 2(TE5)2

—20ITEETES), (38)
where wERe) = Re{QE?)*QEg)}; in what will follow, nge) =
o and ng” = a)g{e). Numerically,

J/|Aal* = rexm = 6.2 x 1074, (39)

so the numerator is typically much smaller than the
denominator.

The previous exercise can be easily extended to isospin-
two (nz) and isospin-one (KK) contributions, which we
assume to be elastic. Although these are single-channel
amplitudes, they can also lead to contributions to the
CP asymmetries when interfering with the corresponding
isospin-zero contributions. Adopting the parametrization
Q12 = |Q(12)|¢412 (these quantities will later be extracted
from branching ratios), one derives similar expressions in

terms of rephasing-invariant quantities. The combinations
(Tm)

analogous to @; ' above are now

~ (Im)

a)ﬂi _ 0) —i
o = Im{aie (40)
~5§m) O ;
Q)| =Im{Q,, ¢}, (41)

where ¢, (¢1) is the strong phase developed by the isospin-
two (respectively, isospin-one) amplitude. Appearing in the
branching ratios, we have the following extra quantities:

iy 0

|Q”(12)| =Re{Q,/ e}, (42)
e O

|Q(ll)| = Re{Q;; e/ }. (43)

B. Rescattering parameters

Following the previous discussion, we have the follow-
ing 17 parameters describing rescattering effects:
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ol off". o180 i

~(Re) ~(Re) ~(Re) ~(Re)
Wy Wy s Wk Dk s

0 0 0 0
Q)P QEJ SUEATeIIES
o o, 100, Q) (44)

which are functions of the 12 parameters Re{QE?)},
{0}, 101021, i i =1
QM| and |Q?)| can be directly extracted from the

branching ratios D* — K¢K* and D™ — 7%z, respec-
tively. This results in the followinggz

2. The parameters

QM =079, Q@] =0.90. (45)

There are further four branching ratios of D° decays that

depend linearly on 10 parameters, namely, |Q\} \2, |ng>|2,

2 2 & (Re) ~(Re) ~(Re) ~(Re) (Re) e
|921 %, |922 % le s Wy, Dy wK2 » Wr (that

depend on the 10 quantities Re{Q } Im{Q } and $12)-

Therefore, by using only the branchlng ratios, the set of
these parameters remains under-constrained.

However, the numerators of the CP asymmetries only

depend on the five remaining parameters, namely, wEE‘“),

wﬁ?"), wlelm ), a)f[lzm >, a)gm). Fixing the denominators of

the CP asymmetries, which are proportional to the branch-
ing ratios, to their experimental values, we have then that
the four CP asymmetries of the DY = 7 nt, 7970,
K~K*,K¢Kg modes depend linearly on five parameters.
Using the measurements by LHCb [2,3] is not enough
then to determine ranges for the remaining two CP
asymmetries in the final modes containing neutral pions
and kaons. In a companion paper [96], we discuss how the
use of the determinant of the Omnes matrix, which has the
great advantage of being independent of the inelasticity,
helps in setting ranges for the rescattering parameters
controlling the level of CP asymmetry. Moreover, as
discussed therein, the use of Eq. (11) leads to an additional
relation, namely,

()ZQO(5)} = 0 = 6,08™ + o™ =0

(40)

Im{QO)f

which implies that 0™ and w% ) have opposite signs, and

similar absolute values, thus reducing the number of
parameters controlling the CP asymmetries to 4.

The dependence of the CP asymmetries on the rescat-
tering parameters is illustrated in the previous to the
last column of Table II. Note that the interference terms

9Hereafter, the Wilson coefficients and quark masses are taken
at 2 GeV.

I1=0/1=2,1=2/I=2,1=0/I=1,and I =1/I=1
are sources of difference among pion and kaon channels
independently of the rescattering parameters. On the other
hand, the interference terms I = 0/I = 0 for pions and
kaons have the same prefactors, see Egs. (36) and (38), and
the difference comes from the rescattering parameters

(1
namely, |CU |¢| e B |911 |2¢ |921 |2 |Qrz |2¢ |922 \2
0] # o).

In the followmg section, except for |Q(V| and |Q®?)|, for
which we consider Eq. (45), the remaining rescattering
parameters in Eq. (44) are extracted from the use of DRs.

C. Results based on DRs

Before discussing predictions for CP asymmetries, we
need to ensure that branching ratios can be correctly
reproduced. Rescattering effects in isospin zero are given
in Table I for various situations.'” We find that Omngs
solutions resulting from solutions II and III, and solutions
B’ and C’ do not lead to branching ratios of charm-meson
decays in agreement with their experimental values, simul-
taneously for all four D° = 7= a", %% K-K*, and K¢K g
transitions. However, we highlight that a set of solutions is
found satisfying the latter constraint, resulting from sol-
ution I for the phase shift 58 and inelasticity, and given in
the first column of Table I. As previously stated, the profile
of the inelasticity carries a large uncertainty, and solutions
leading to the correct branching ratios are found when
varying the inelasticity inside its error bar towards smaller
values (i.e., away from the elastic limit), referred to as

- 57]8. We display in Table I three such solutions, that
differ in the way the asymptotic value of the inelasticity is
approached, corresponding to different values of m;. In
what follows, the reference case refers to m, = 2, although
my =1 or m, =3 lead to similar Omnes solutions.

Having selected the Omnes solutions based on the
branching ratios, we then predict the CP asymmetries.
In Table IT we give numerical details about the predictions
of CP asymmetries in charm-meson decays. Observables
are illustrated in Fig. 4. Two cases of the phase shift ¢, for
isospin two lead to the correct branching ratios simulta-
neously for 7°2° and 7=z, namely, ¢, ~ 4, and ¢, ~0,

"For illustrative purposes only, the procedure of Refs. [28,102]

leads to (SY* = +06D'207 if S5 = ODO”, where O is an
orthogonal matrix, D is a diagonal matrix, and ¢ is another
diagonal matrix with +1 elements):

0 686_0‘6” 0 74e+1.05i
SYPME) =+ '
S D 0.74¢+1051 () 68e—044i
U 0.74¢72021 .67¢+26%
or SJ{°(M%) =+ _ _ (47)
S 0.67¢+262 0 74e-217i

when using the same inputs used to generate the reference
solution.
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TABLE II.

Budget of contributions to the CP asymmetries. The column “final numerics” corresponds to the values found at Eq. (48)
When two values are provided, the first corresponds to the charged channels (D° — z~z" and D° — K~K™), while the second to the
neutral ones (D° — #°

terms by the sum of the “denominator” ones

Acp(nm"); Acp(n°n?)

7% and D° — K¢Ky). For the CP asymmetries of each channel, divide the sum of the corresponding *“numerator

Interference Expression Final numerics
Numerator I=0/I=0 0.0019 x ™ 0.00027
1=0/1=2 0.00041 x @ +0.00026 x @ —0.00009;
—0.00081 x @2 —0.00052 x @™ 0.00018
Denominator I=0/I=0 |Q |2 +0.57 x |Q|2 - 151 x o) 1.11
I1=0/I= 0.64 x @ 049xw2>, 0.03;
~1.28 x @5 +0.97 x @5 -0.07
1=2/1=2 Q@2 % 0.10; |Q?)2 x 0.41 0.08; 0.33
Acp(K™KT); Acp(KsKs) Interference Expression Final numerics
— — I —
Numerator I1=0/I=0 0.0019 x w(}(‘“) 0.00032
1=0/I=1 0.0019 x ™ ~0.00019;
-0.0019 x & ~<‘m> 0.00019
Denominator I1=0/I=0 |Qg(i 2 +0.57 x ‘Q |2 ~ 151 x w<Re) 1.05
I1=0/1=1 1. 15><a)§(2 1.51 x ~(Rle), 1.23;
—115 x @) + 151 x oY) -1.23
I=1/I=1 |QM|2 % 0.57 0.36
ratios: theo./exp ratios: theo./exp.
T 20 TN 15
1.5 1
/// 2 /\ ¥ 10 \\\
\\\ ,// 5 /
05 \
d d
-3 -2 -1 1 2 ¢2 (rad) 3 o -1 ] m ¢4 (rad)
Ac&bglg; channels Acp: kaon channels
0.0006 “
o.o00sf / \ N ,
’ \\ o _ ] d
0.0004 ) \‘ ] " “ 3 ¢ (rad)
0.0005} ;
) Lo.0010} ‘
e 0.0001 \ :
— d -0.0015 i
-3 -2 - 2 s #

FIG. 4. Physical predictions for the reference case of Table I. Charged modes are shown in solid blue, while neutral ones are shown in
dashed orange. Left (right) panels correspond to pion (kaon) modes. The top panels show the ratio of the theoretical and experimental

D° — P~ P* branching ratios, as function of the relevant ¢; phases, while the lower panels display the corresponding CP asymmetries
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which is closer to Ref. [86] and should therefore be
preferred. In the reference case of Table I:

(Im)

o™ =015, o™

=053, oM =-057,

1
o™ =-017, @™ =-0.1,
QP =034, 1QYP=042, of=-03s,
QP2 =035,  1QYPr=038  of=-032
" =—007. &% =-0.16,
aR) = 045, &%) =047, (48)

These values correspond to ¢, ~0, ¢; =2.0. For
¢, = £, c?),(zllm )cbgn ),6)556),&)9;6) flip signs with respect
to ¢2 =0.

In both cases of ¢,, the main contribution to the CP
asymmetry D° — 7=zt (D° - K~K*) comes from the
interference term [ =0/1=0 (as well, I =0/1=0),
followed closely by [I=0/I=2 (respectively,
I=0/I=1). For the I =0/ =2 -contribution, we

~ (Im)

observe a cancellation due to the fact that @,  and

d)frlzm ) carry opposite signs. We obtain that the predicted
values of the CP asymmetries are too small in the charged
decay modes to reproduce the measured value of AAY, [2].
In the case of ¢, ~ 0, the two interference terms, /=0/1=2
and I = 0/1 = 0, contributing to Acp(D° — 7~ 7") largely
cancel, but they add up in the case ¢, ~ +z. However, were
there no cancellations (i.e., by artificially reversing signs to
obtain a constructive pattern), the level of CP violation
would remain small compared to the experimental meas-
urement by LHCb. The value of the CP asymmetry for
D — K¢K is potentially large, at the price of a small
branching ratio, see Appendix A.

As previously noticed, rescattering parameters are a
source of breaking of a potential symmetry relating

charm-meson decays into pion and kaon pairs: |co£,lm)| #
™| at the level of 20%, and |Q\Y]2 # QY and
wR| |w§?e)| at the level of 10%, while |Q(ﬁ)|2 ~
|Q§(i) |>. This breaking between isospin-zero amplitudes
should be compared to the level of SU(3) breaking found
in decay constants and form factors, at the level of 20%; see
Appendix A.

Further numerical information is provided in Table III.
Note that rescattering effects lead to different strong phases
for the isospin-zero amplitudes A7 with respect to 3§, and

also AK with respect to BX. When Q% =0,
. 0 0 .
tan (arg A7) = Im[Q|]]/Re[Q|}] = tan (arg BF).  (49)

Also, when QY =0,

TABLE III. Predictions based on the reference solution of
Table I. The notation A (5) designates CP-even (respectively,
CP-odd) amplitude components; “CV” stands for central value.
When two numerical values are provided, the first corresponds to
¢, ~ 0, while the second to ¢, ~ +x.

B(DO_”f’ﬁ)meo;cv 1.1
B(DY =7~ 1" )expcy
B(D>7"7°)pevcv 1.1

B<D0_’”Oﬂo>expzcv

B(D+_>”O”+>lheo;CV Fixed to 1
B(D+_’”0”+)exp;cv

Acp(D = n~xt) x 10* 2;3
Acp(D° = 2°72°%) x 10* 3,05
Acp(DT - zz") 0

|Az| x 10° 0.5 x |Q@]
| Az| % 106 1.2
B3|/ rexm x 10° 0.5 x |Q@]
|BF|/rexm X 100 0.8
arg(A7) 93°

arg () 7
B(D* =K~ K ") peocy 1.1
B<D0_’K_KA)exp;cv

B(DO_’KSKS)meo;CV 1.1
B(DO_’KSKS)exp:Cv

B(D* =K sK " )ipeoicy Fixed to 1
B(DT KK )eypcy

Acp(DY - K~K*) x 10* -2
Acp(D® = KgKy) x 10* -7
ACP(D+ g K5K+) 0

| AR x 10° 0.8 x |Q)]
|AF| x 10° 1.1

|Bfi |/ rexm x 10° 0.3 x |Q)]
IB§|/rekm x 10° 0.9
arg(AK) —66°
arg(BK) 95°

|AK |, |BK Sub-leading -

tan (arg AX) = Im[Qgg)]/Re[Qgg)] =tan (arg BX).  (50)

Having instead Q(l(? # 0 and/or ng) # 0 allows then for
contributions to the CP asymmetries coming from the
interference term I = 0/1 = 0.

The numerical conclusions made above do not depend
significantly on the scale used for the Wilson coefficients
and quark masses, which has been taken at 2 GeV in
Eq. (45) and Tables II and III.

We stress that the work of a companion paper circum-
vents the need to discuss the input for the inelasticity [96],
which carries a large uncertainty, and one achieves bounds
on the CP asymmetries rather than predictions as above.

V. CONCLUSIONS

CP violation has been recently established in the charm
sector, and its prediction based on the SM represents an
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outstanding problem due to the presence of nonperturbative
QCD effects. In charm physics, the mechanism of CP
violation is expected to be largely influenced by such long-
distance effects, while short-distance penguin contributions
are expected to play a less important role. It is essential then
to include rescattering effects in order to build an SM
prediction of the recently measured CP asymmetries.

We have discussed a data-driven approach, which is based
on the use of dispersion relations to take into account
rescattering in the isospin-zero mode, with the subtraction
constants being given by large N . Only pion and kaon pairs
are included in the analysis, and further inelasticities are
omitted. Given the large uncertainties attached to the pion-
kaon inelasticity, we use D° — 772", 2%2°, K" K™, K4K
branching ratios to limit this source of hadronic uncertainties.
We have also employed the charged decay modes Dt —
K¢K* and DT — 7%z to extract rescattering quantities for
isospin one and two, respectively. There are four nonpertur-
bative quantities controlling the CP asymmetries that are
determined by the dispersion relations (a companion paper
[96] discusses bounds on these quantities). Our main result is
that CP asymmetries in the D° — 772" and D° — K=K*
decay modes are too small compared to the experimental
value [2]. The main reason for this is not an accidental
cancellation among contributions, but rather that rescattering
effects turn out not producing enough enhancement. We also
find that the level of SU(3) breaking due to rescattering
effects in isospin-zero amplitudes is similar to the one of
decay constants and form factors.

In the future, we also plan to address further inelastic-
ities. Their effect might be expected not to be too large
though: in the cases of p pairs and a;(1260)x, whose
thresholds take place, respectively, at ~1.54 GeV and
~1.23 GeV, there is a phase-space suppression. Decay
modes with () are expected to give small contributions. In
any case, if such effects are important this means that a
similar level of CP violation already found experimentally

in DY > z~zt, K~ K* should also be found in other charm-
meson decay channels.
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APPENDIX A: NUMERICAL INPUTS

The Wilson coefficients Cy, ..., Cg are given in Table IV,
based in Ref. [62], at NLO in the naive dimensional
regularization (NDR) scheme; one observes at this order
a strong scheme dependence (NDR vs the ‘t Hooft-Veltman
scheme), see Ref. [61].

The following values of the form factors and decay
constants, obtained from lattice simulations with N, =
2+ 1+ 1 active quark flavors, are taken from Ref. [105];
see also references therein:

TABLEIV. In the upper panel, the Wilson coefficients at NLO in the NDR scheme, with four dynamical flavors,
see [62] and references therein; a,(M;) =0.1179 (we employ its expression at NLO), p, = m,, with
my, =4.18 GeV, and My, = 80.4 GeV, M, = 91.1876 GeV, m, = 163.3 GeV. The bottom panel gives the

MS quark masses in MeV at N =2+ 1+ 1, see [105] and references therein; the running factor 0.857 from m, to

2 GeV has been employed.

H G G G ¢, Cs Cs
m, 1.22 —0.40 0.021 —0.055 0.0088 —0.060
2 GeV 1.18 -0.32 0.011 —0.031 0.0068 —-0.032
H my my n= (mu + md)/z m m.

m, 2.50 £ 0.09 5.48 £0.06 4.00 £ 0.06 109.0 £ 0.7 1280 + 13
2 GeV 2.14 £0.08 4.70 £0.05 3.427 £0.051 93.46 +0.58 1097 + 11
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J% — 1.1934 £ 0.0019,

3

fx = (0.1557 £ 0.0003) GeV,
fp = (0.2120 £ 0.0007) GeV,
b7 (0) = 0.612 + 0.035,

DK (0) = 0.7385 = 0.0044. (A1)

We consider the following single-pole corrections to the
form factors [51], which amount to a tiny correction

Drr(o)
Br(m2) = —10—.
Mé;(2300)

(A2)

0
DK (112 — 0 .
fO ( K) 1 _ M%(
M2 (2317)*
50

(A3)

For the meson masses we adopt the values: M, =
139.57 MeV, My =496 MeV, Mp = 1864.84 MeV,
M p; (2300) =(2343+10) MeV, Mp:, (2317)* =(2317.8 &
0.5)MeV; D% lifetimes are 7 = 1.033 ps, and 7,0 =
0.4103 ps [93].

The entries of the CKM matrix are taken from the
CKMfitter Spring ‘21 [106,107] values of the Wolfenstein
parameters:

A =0.8132, A = 0.22500,

p = 0.1566, i = 0.3475,
Re{l,} = —0.22, Im{1,;} = 1.3 x 1074,
Re{l} = 0.22, Im{4,} = 6.9 x 107°,

Re{l,} = 6.1 x 1072, Im{1,} = —-1.4x 107, (A4)
The relevant branching ratios have the following numeri-

cal values [108]:

B(K~z") = (3.999 + 0.006 £ 0.031 + 0.032) %,
B(z~z") = (0.1490 + 0.0012 4 0.0015 + 0.0019) %,
B(K~K*) = (0.4113 £ 0.0017 + 0.0041 4 0.0025)%,
(AS)
with a correlation matrix
corr(B(K~zt),B(z~z"), B(K"K™"))
1.00 0.77 0.76
=1077 100 0.58 |, (A06)

0.76 0.58 1.00

and [93]

B(D° - 7°2°) = (0.826 4+ 0.025) x 1073,
B(D° - KsKg) = (0.141 £ 0.005) x 1073,
B(D* — n°2%) = (1.247 £ 0.033) x 1073,

B(D* - KgK*) = (3.04 £ 0.09) x 1073,
)= (

B(D* — K K*) = (3.21 £0.11 £0.11) x 1073, (A7)

In addition to the recent measurements in Eqgs. (1) and
(3), experimental values have been determined for the

following CP asymmetries (combining direct and indirect
CP violation in the case of D° decays) [108]:

Acp(D® = 7°2°%) = (=0.03 £ 0.64)%,
ACP(D i KsKs) == ( 1. 9 + 10)%,
(

Acp(DT > (KO/KO)K+) +0.01 £0. 07)% (A8)
and [93]:
Acp(DT > K KT) = (—42+32+1.2)%. (A9)

The inputs for phase shifts and inelasticity have been
discussed in Sec. IIT A.

APPENDIX B: NUMERICAL SOLUTION
OF THE DRs

1. Numerical method

We comment on the numerical method used to solve the
DRs, which is based on the Legendre-Gauss quadrature
[90,109] (an iteration strategy is followed by Refs. [64,99]).
Consider the following homogeneous problem:

R(s) = %][:oMzds’ 7 1_ sX(s’)R(s’)y
R(s)

We start by writing two basic properties of Legendre
functions [in the interval —1 < z < 1 Q;(z) is real; we
take it real also outside this 1nterval]

][l_ldum =-20;(2).

u—=z
2

1
du Py (1) Py(1) = Sy ——— .
/_1 P () P) = b5 2

X(s') = tan &(s"). —Re(F(s)). (Bl)

(B2)
We exploit this relation to write

"There was an unexpected difficulty, seemingly undocu-
mented, when using Python 3.0 built-in functions Iqn and lqmn,
which do not return correct values for Q;(u) for large negative u
and/or for u = —1.
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X [i wiP(u;)Y (u;) + RM(PjY):| , (B3)

where in the first to second lines we exploit the relation
among Legendre polynomials of first and second degrees,
and in the second to third lines we execute a Gaussian
quadrature, where the expressions for remainders in
Gauss’s formulas of quadrature integration are found in
Ref. [110] (Chap. 25.4):

2(2M+l)(M!)4 d(ZM)f(x)
GM T DM x|,
(-1 <é<1).

RM(f) =
(B4)

Therefore, if the remainder Ry, (f) is sufficiently small,

b 1
/ X /R/
][dss,_sk (s)R(s")

(BS)

g>
o
I

—-w; Z(2j + 1)P;(u;)Q;(2).

Jj=0

2 [dPy 17
— ()| .
l—u?| du

Wi = (B7)

In our case, we have subtractions and the system is

inhomogeneous. For n > 0 subtractions, choosing s, on the
real axis below the cut s > 4M2,

_ - (s = s50)* (k)
R(s) =Y ~——"—RW(s)

!
k!

s —80)" [ 1
E ds’ X(s' ,
T ][4M2 TV s (S)(S/—So)"

with R(®) the kth derivative, for which a similar discus-
sion holds.

Reference [90] chooses M = N, which typically we take
to be ~#30-40. Note that the method above leads to more
sampling points close to the endpoints of the integration
intervals. In the elastic region, the values of 6 for which X
diverges are then used as endpoints. In the inelastic region,
the function appearing in the denominator of R~! in
Eq. (22) has zeros, and the intervals of the numerical
integration are chosen accordingly. The typical total num-
ber of integration intervals is ~20.

2. Dealing with the polynomial ambiguity

According to Ref. [7], there are n so-called fundamental
functions ;((i)(s), i =1,...,n, of lowest finite degree in the
n-channel coupled analysis. These solutions cannot be
written as a polynomial times another solution. Their
combination with polynomial coefficients is also a solution.
The most general solution (having finite degree at infinity)
is then

S P (s)s), (B9)
i=1

where P;(s) are polynomials of s, and the dimension of ()
is n. For instance, in the two-channel coupled analysis, )((i)
are vectors of dimension two.

Following the discussions of Sec. III and Appendix B 1,
we generate the fundamental solutions in the latter two-
channel coupled case numerically, satisfying the following

condition at the subtraction point s, < 4M?:

(rW(s0) ® ¥ (s9)) = QO (s)

= (N W (s0) ® NP (s0)). (B10)
The numerical solutions N'()(s) are polynomials of degree
1 times the fundamental solutions y(!)(s), as it turns out that
we find numerical solutions going asymptotically to non-
vanishing constants, and that the indices x; = x, = —1; see
Sec. III B. To get rid of the unknown polynomials, we also
require that another condition is satisfied at a different point
s; (in practice, 5| < $¢):

N0 (s,) @ N (s,)) = ( ) (B11)

a, dy

The values of a5 34, which are real, are then adjusted in
order to build the matrix (y((s) ® y¥(s)) that satisfies
the condition valid for the determinant, Eq. (26), for which
an explicit analytical expression is known. This procedure
then leads to the sought system of fundamental solutions
2. They are given at M3 for various sets of inputs in
Table I. The system of fundamental solutions is shown for
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Q11(s)
20

FIG. 5.
dashed red.

the reference solution in Fig. 5. (As a cross-check, with the
inputs used in Refs. [111,112], we have reproduced their
Omnes solution.)

We reproduce from Ref. [7] the following properties
of fundamental solutions that are used as checks of the
previous algorithm:

PROPERTY 1°: The determinant

Az) = det [l (2)|

(a,p=1,....n) (B12)

does not vanish anywhere in the finite part of the plane.
PROPERTY 2° Let x4 be the degree of the solution

2P (z) at infinity; if one defines

AP0y =9 P (z)  (B=1.2,...n). (BI3)
then the determinant
A%(z) = det [l (2) |l (B14)

has a finite nonzero value at infinity.

Crucially, by definition, any n solutions of the homo-
geneous Hilbert problem of Eq. (13) [where S satisfies the
Holder condition ensuring it does not grow too fast with the
energy [7], and its determinant does not vanish, see
Eq. (26)], possessing properties 1° and 2°, is a fundamental
system of solutions of this problem.

This latter step of getting rid of polynomial ambiguities
has in practice been executed in Mathematica [113]. The
numerical code implemented in Python together with a

-10

Set of Omnes solutions for the reference case of Table I. Real parts are shown in solid blue, while imaginary parts are shown in

Mathematica notebook containing an example will later be
released in Zenodo.

APPENDIX C: EXPLICIT SOLUTION OF THE
DRs CLOSE TO THE ELASTIC REGIME

It would be certainly important to achieve a full explicit
analytical equation, instead of relying on a numerical
method as described in the previous section, in order to
get a higher understanding of the behavior of the Omnes
solution given the required phase shifts and inelasticities as
inputs. Hereafter, we discuss an explicit analytical expres-
sion for the amplitudes of the two-coupled channel problem
valid close to the elastic limit. We write Eq. (11) as
A = SgA*. This equation can be used to solve for the
phases of the individual elements A, ,,Axx of A=
(A, Agk)T as a function of the ratio of their magnitudes:

COS<a‘rgAJm<S) - 51 (S))

U e - 26—

‘\/ an(s) -
cos (arg Ak (s) — 5(s)

A5 = 2= nsP)

\/ 4n(s) - @

where 6 (s) = 8)(s), 82(s) = wo(s) = 85(s), n(s) = ny(s)
in the isospin-zero case, and
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_ 1Au(5)]

bar(s) = |Akk(s)|

(C3)

Exploiting the general once-subtracted relation arising from
analyticity:

= isle {0 [ e MO,
i=nn KK, (C4)

where A;(sg) collects the zeros of A;(s), and one obtains
that the ratio of the magnitudes follows:

dak () = Az (0)
< exp {i [ a:20=% —4MK>52<z>}

7 ) amz z2(z—s)

X ex 5][00 dz
PN 7 a2 2(2 = 5)

X (arccos \/(1 +n(2))* = 4z (2)(1 —n(2)*)

4n(z)
 arceos w +1(2)* = g (2)(1 = n(2))
4n(z)
(c3)

for one subtraction taken at sy = 0.

Solving the latter equation is obviously a highly non-
trivial task. However, close to the elastic limit 5(s) ~ 1 for
all relevant values of the energy s, we obtain the following
approximation:

/I;Il((s) - A’le((s) = ¢el(s) +j;g€l(s)][°o dzw

me 2(z=9)

(Co)
after expansion in the small quantity e(s)
1 —
e(s) =1/ 2’7(S). (C7)

The functions ¢,,;(s) and g,;(s) are known from the perfect
elastic limit #(s) = 1, they depend then only on the phase
shifts &,(s),5,(s) and are given by

¢el(s) = )“;Il{,el(s) - /IIIK.L’Z(S)’ (CS)

gel(s) = _A;Ilf,el(s) - j'ﬂK,EI(S)’ <C9)

where A,k .;(s) the ratio of the amplitudes in the fully
elastic case, given by the first two lines of Eq. (C5). Having

an approximation for the ratio A,x(s), the phases of the
individual amplitudes can be substituted in Eq. (C4) by the
use of Egs. (C1) and (C2), and A,,, Axx can be obtained
as functions of s. A drawback of this approach is that the
ratio A, .;(s) may get close to zero, rendering ill defined
the procedure described above, being well behaved for
Azk.e1(s) ~ 1. Because of these shortcomings, we stress that
such a method, which illustrates the difficulty in obtaining
an explicit analytical solution, has not been employed in the
present work.

APPENDIX D: DECAY CONSTANTS
AND FORM FACTORS

We need the following hadronic matrix elements of the
axial vector (no sum over i, j is implied):

017%r"rsq'|PY (p)) = —(P7(p)|@/r"ysq|0) = iCfpp",

(D1)
and vector,
(P'(P)la'rq'|P(p))
= Copllp+ P f2 (@) + (p = P fEP (¢7)]. (D2)

QCD currents, where g# = p# — p’# and the superindices in
P ~ g'g/ indicate the flavor content of the corresponding
pseudoscalar meson (they are not displayed explicitly in the
vector case where flavor quantum numbers can match in
different ways).

In the axial-vector matrix element, the normalization of
the decay constant corresponds to f, = V2F .= (1302 +

0.8) MeV [105]. The coefficient c;;{ reflects the intrinsic
flavor composition of P, It is just equal to 1 for flavorful
mesons, while for the flavorless states:

1

Cll:—Cn:—,

70 b2 \/E

Cll_c22_ 1c33_ 1

ns ’78__5 '78_76’

. 1

CWOZE, (D3)
Cllic22ic33i 1 44 1 D4
Mms — “Mms ’715__§ ﬂls_\/ﬁ' ( )

These factors are conveniently captured in the following
4 x 4 matrix of pseudoscalar bosons [114]:
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2 M Mms Mo +
ntetsts d
- _x s o o
®— z ATV
K- K°
DO D+
K+ DO
K° D~
-y pro |
Df -1

(Ds)

which fixes our conventions. Under charge conjugation
® — ®’. In the unphysical limit of vanishing quark
masses, the axial quark current has the effective hadronic
representation §'y*ysq'=— fo*®J + O(®*), while the

vector current is given by g/y q_—l(CD@ﬂCD)U—I—
O(®*) [11]. This reproduces the constant factors in
Eq. (D4) and allows one to easily derive the appro-
priate Clebsch-Gordon coefficients in Eq. (D2), because
the vector-current matrix element satisfies f7”'(0) = 1 in
the massless quark limit (vector-current conservation).
We only quote here those coefficients needed in our
calculation:

41
Cherr —cho 0= Chip-

43 _ 743
V202, =Ch, =C8 ., =1 (D6
Since
0,(P'(P")|@r"q'|P(p)) = Clp (M3 — M2,) 57 ().
(D7)
the scalar form factor
PP (2 PP (2 7 PP (2
o (q7) =17 (Q)‘*‘mf— (¢°) (D8)

plays an important role in the bare decay amplitudes.

For the evaluation of the penguin contribution (Qg), we
also need the scalar and pseudoscalar matrix elements,
which can be easily obtained by applying the QCD
equations of motion:

;(000,(a’vys4") [P (p))
CU fPM2
m; + m;

(01g’ysq'|PY (p)) = —

(PP, (q’y" NNP(p))

(P(p)la’q'|P(p)) =

J
~ij
= Ce (M3 —
mi—mj

M2 ) PP’(CIZ)‘
(D10)

For equal quark masses the needed two-Goldstone
matrix elements of the light-quark scalar currents,

(wl|au + dd|a’) = §Fx(s),
(K*|au|K*) = (K*|ad|K°®) = (K°|dd|K°) = F§ (1),
(D11)

can be determined at low momentum transfer with yPT
[9,11]. At O(p*) and keeping only the leading contribu-
tions at large-N ., one gets

Fit) =22 {1+ oty - Lo + 552}

Eﬂfﬁ (1), (DI12)
FE(1) = mMj - {1 +}16< (2Lg — Ls)M3 + Sfl;: t}

= msﬂ/{%m FX (1), (D13)

with m = m, = m,. For the chiral low-energy constants
we will adopt the values L5(M,) = (1.20 £0.10) x 1072
and (2L§—L%) (M,) =—(0.15+0.20) x 107* [16].

APPENDIX E: BARE DECAY AMPLITUDES

The hadronic matrix elements of the four-quark oper-
ators in Eq. (8) are nonperturbative quantities, sensitive to
the involved infrared properties of the strong interaction.
However, they can be easily evaluated in the limit of a large
number of QCD colors, because the product of two color-
singlet quark currents factorizes at the hadron level into two
current matrix elements [15,115]:

<J.J>—<J><J>{1+O<NLC>}.

For instance, when Nq — oo,

(m=a*|(dc)y_s(ad)y_4| D)
= (77|(de)y_a|D°) (" |(itd)y_410)
—(a~|dy,c|D°)(z* |ay*y5d|0)
= if(Mp — M) 37 (M3),

(E1)

(E2)

while the penguin Qg operator gives
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_22<”_”+|(5]C>S—P(L_‘CI)S+P|DO>

= 2{0laysc|D°)(z~x*|au|0) — 2(z"|de| D) {x* |aysd|0)

M3 [ foMD f2(M}, = M7)
=-2i~ Fr(M3))+=—L——2 fDm(p2) |
lZﬁ1 {mc—l—rh S( D)+ mc—ﬁ1 O( ﬂ)
(E3)

Using the matrix elements of the QCD currents given in
Appendix D, one can then determine all bare decay
amplitudes in the large-N limit:

(B) _Gr 2 2\ £Dr (142
T‘DU—V[_][Jr - Efﬂ'(MD - Mﬂ) ()D (MIT>
X [24C1 = 4p(Cy = C653)]
G
T = = 5 oM = M) FE7(043)
X [44Cy + 25 (Cy — C6)]

B) GF fﬂ

T = =55 Mb = MRS ()
x 24(Cy + Cy),
G
B
T = 5 fK(Mb = MRFES(M3)
X [2,C1 = A (Cy — Co6§ )],
5 gogo =0,
G
B
Ty o = g x(Mb = ME)EF ()
X [2,C1 = 4, (Cy4 = C65 )], (E4)
where
2 M oM me—in PO
© " me—m2m Ja(Mp = MZ)m + i f0*(M7) }
(ES)
2 M?
= {1
m.—mgmg+m
foMp

+ me — Mg F?(M%) } (E6)

fr(Mp, = M) m + i f0% (M%)

The conservation of the vector current guarantees that
annihilation topologies give zero contribution, except for
Q¢ which has a scalar-pseudoscalar structure. The matrix
elements of Q5 and Qs are also identically zero at No — o0
because ) ; g;7,75q; only couples to isosinglet states.

The bare decay amplitudes involve the hadronic param-
eters f,, fx, f57(M2) and fPX(M%), which we take from
lattice calculations. These “physical” inputs include higher-
order contributions in the 1/N expansion, dressing in this

way the current matrix elements beyond the large-N,
approximation. These additional corrections are totally
independent of the rescattering dynamics incorporated
in QU (s).

A subtlety arises with the annihilation contribution to the
matrix elements of the operator Qg, given for the 7+ 7z~ case
by the first term in Eq. (E3). This introduces the parameters
F%(M3%) and F&(M?) at N — oo, which are subjected to a
large uncertainty. Their physical values at N~ = 3 are fully
entangled with the rescattering dynamics of the final pair of
pseudoscalars.12 Using crossing symmetry, we input the
xPT predictions in Eq. (D12) at the subtraction point s and
let our calculated rescattering matrix generate the physical
form factors at s = M3."

The global quark-mass factors in 5g‘K introduce an explicit
dependence on the short-distance renormalization scale that
exactly cancels the corresponding dependence of the Wilson
coefficient Cq(1?) in the large-N ¢ limit. Qg is in fact the only
four-quark operator with a nonzero anomalous dimension in
the limit N- — oo [116]. In order to keep all short-distance
logarithmic contributions, the Wilson coefficients are fully
computed at NLO, without any 1/N - expansion. Therefore,
a subleading dependence on u remains.

1. Isospin decomposition

Bose symmetry only allows an S-wave 27z state to have
I =0 and 2. In terms of isospin states |/, I3) the 2z final
states with definite charges are decomposed as'*

2 1
12070) — \/§|2, 0) —7§|0,0>,

1 1 2
gttt = ———12.0) — 4 /=
\/§|ﬂ' n+nat) \/§| ,0) \/;|0,0>,

04 7207+) = —[2,1).

1
— |zt
v

1
Therefore, 5

"The calculation of these scalar form factors is interesting on
its own. We defer to a forthcoming publication a detailed analysis
of our predicted form factors and their comparison with previous
calculations.

POwing to the small value of Re{4, }, the D° decay branching
ratios are not sensitive to the penguin operators and, therefore,
the scalar form factors do not contaminate the specification
of QO (s).

“We adopt the usual isospin convention with quark multi-
plets (u,d) and (—d, i), and meson multiplets (—z*, 7% 77),
(K. K%, (-K° K7), (D°.D7), and (—D*,DY), which is
corllgistenft with the matrix realization in Eq. (D5).

(VL0 L) = (ILIL|ITF ) (IF[|O,||I). The factor
1/+/2 in front of the z~#" and z°z" amplitudes reabsorbs the
phase-space factor for identical particles, so that one recovers
the usual normalization of distinguishable particles adopted in the
dynamical calculations.
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1 1

AD® - 2% = —=—T9%, + —=T2,.
[ ] 7 7
1 1
AD? 5 77 at|=—=A|D° » —(xtn 41 ﬂ+:|
| =4[ )
_ 1 1 o
\/6 nn 2\/§ nr
1 1
AD* - 272t =—A {D* - —(a72° + 2%+ }
[ ] 7 ﬁ( )
_ VB (ES)
2V2
The KK system can have / = 0 and [ = 1:
K-K*) = —— [1,0) =—— 0, 0),
V2 V2
_ 1 1
K°K%) = ———11,0) ——=0,0),
|K°K®) 7 ) 7 )
|KOK+) = —[1,1). (E9)

This implies

1
A(D’ — K°K*) = 5 (TKx + Tk — Tkk)-
. 1
A(D’ - K°K°) = B (=Tk = Tkx = Tix):
- 1
A(DT - K°KT) =T} - ETEK. (E10)

Here, Tl and T& denote the reduced amplitudes
(1101/2]15) and (1][O35] 3), respectively.
In the large-N limit, we get from Eq. (E4):
o) _ _Gr \/E 2 2\ £Dz (442
T — _ZE 25 (M2 — M2) PR (M2
\/i 3f ( D ) 0 ( )
X [24(2C) = C2) = 32,(Cy — Cog)].

2(B) Gr2fs 0 2\ £D. 2
Taw’ =——=—%Mp —M3z)f5"(M3)A,(C + C,),
\/-2‘\/§< D ) 0 ( )d( 1 2)
G
0(B 11(B
_TK(K) = TKI<( )= _\/%fK(M%) - M%) oDK(M%)

X [A,Cy = 4, (Cy — C68¢ ).
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