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Parton distribution functions (PDFs) play a central role in calculations for the LHC. To gain a deeper
understanding of the emergence and interplay of constraints on the PDFs in the global QCD analyses, it is
important to examine the relative significance and mutual compatibility of the experimental datasets
included in the PDF fits. Toward this goal, we discuss the L2 sensitivity, a convenient statistical indicator
for exploring the statistical pulls of individual datasets on the best-fit PDFs and identifying tensions
between competing datasets. Unlike the Lagrange multiplier method, the L2 sensitivity can be quickly
computed for a range of PDFs and momentum fractions using the published Hessian error sets. We employ
the L2 sensitivity as a common metric to study the relative importance of datasets in the recent ATLAS,
CTEQ-TEA, MSHT, and reduced PDF4LHC21 PDF analyses at next-to-next-to-leading-order and
approximate next-to-next-to-next-to-leading-order. We illustrate how this method can aid the users of
PDFs to identify datasets that are important for a PDF at a given kinematic point, to study quark flavor
composition and other detailed features of the PDFs, and to compare the data pulls on the PDFs for various
perturbative orders and functional forms. We also address the feasibility of computing the sensitivities
using Monte Carlo error PDFs. Together with the article, we present a companion interactive website with a
large collection of plotted L2 sensitivities for eight recent PDF releases and a C++ program to plot the L2

sensitivities.
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I. INTRODUCTION

Parton distribution functions (PDFs) used for predictions
at the Large Hadron Collider (LHC) and elsewhere are
determined by multivariate fits to a selection of precise
experimental measurements from deeply inelastic scatter-
ing, vector boson, jet, top-quark production, and other
processes, including data from the LHC. The number of

experimental datasets included in the recent PDF fits ranges
from a few most precise ones to several tens in the most
comprehensive global fits. The contemporary next-to-next-
to-leading-order (NNLO) PDF fits may either use the
Hessian method [1,2] or the Monte Carlo method [3] to
both determine the central PDF and estimate the uncer-
tainty on the PDF parameters. For data from an exper-
imental measurement to influence the PDF fit in a particular
region of x and Q2, two conditions usually must be met:
(i) the parton-level dynamics underlying the measurement
must substantially depend on a particular PDF (e.g., that
of the gluon), as manifest via a statistical correlation
between the PDF in that kinematic region and the exper-
imental observable [4]; and (ii) the measurement must have
sufficient resolving power to nontrivially contribute to the
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likelihood function of a QCD analysis. The latter depends
on the experimental errors of the dataset, both statistical
and systematic.
In general, all experimental datasets included in a PDF fit

have some influence on the determination of a given PDF
flavor for a given x;Q2, with the amount of influence
typically varying over a wide range. In this article we focus
on the examination of the statistical pulls that the exper-
imental datasets impose on the PDFs at the best fit,
determined from the dependence of the goodness-of-fit
function χ2 on the PDF values. In numerical efforts to
quantify the PDF pulls of commonly fitted experiments
through figures of merit [5,6], some datasets are found to be
particularly influential, with the aggregated PDF sensitivity
of the full dataset typically dominated by a handful of
measurements and a power-law-like falloff in the pulls of
less sensitive experiments. Detailed investigations of these
sensitivities may indicate ways for increasing the collective
impact of the full dataset, either for currently available
measurements, from the perspective of alternative imple-
mentations of new measurements, or in anticipation of
possible data that might be recorded at upcoming facilities
like the high-luminosity LHC, Electron-Ion Collider, or
neutrino experiments.
For many experiments, their pulls on the PDFs are

indistinguishable from those due to statistical fluctuations
in the data samples. Such pulls may either reflect a good
agreement of the experiment with the best-fit PDF model (in
which case such an experiment may nevertheless impose
essential constraints on the PDF uncertainty); or it may be
that the constraints from the experiment are just weak. In
addition, due to imperfections in the data measurements and/
or theory, there can be tensions among datasets and even
within a single experiment or dataset (e.g., among differing
rapidity bins in hadroproduction experiments), resulting in
significant opposing pulls on the PDFs. The existence of
disagreements between some available datasets has been
noticed since the early days of PDF fitting (see, e.g., [7]).
Tensions among the experiments may lead to a smaller
reduction in the PDF uncertainty than might have been
expected based on the nominal constraining power of the
individual datasets and have motivated introduction of
tolerance [1,8,9] on the final uncertainty.
The complex inner workings of a PDF fit may leave an

impression of a black box, especially to end users of the
PDFs. For this reason, there is substantial interest in
numerical methods to quantify the pulls among fitted
experiments inside the full fit in terms of the respective
log-likelihood variations for these experiments under sys-
tematic shifts in the PDFs. Such tools can thereby clarify
the influences on the extracted PDFs by the various datasets
as well as by variations in the assumed theoretical formal-
ism, such as the perturbative order or deployment of
nonperturbative corrections. One such technique is the
Lagrange multiplier (LM) scan [10], which provides robust
(not dependent on the Gaussian approximation)

information on the constraints on a particular PDF or
observable due to the datasets. This technique can, in
practice, only be applied by the PDF authors, and in
addition it is computationally expensive and limited to
fixed values of the parton momentum fraction, x, and the
factorization scale, Q. Other popular approximate tech-
niques include Hessian profiling and updating [11–13] as
well as Monte Carlo PDF reweighting [3,14–16], which
however depend either on the choice of statistical weights
or of tolerance, as well are limited to using static para-
metric forms.
Another technique without the above drawbacks is based

on the L2 sensitivity measure [6], employed together with
the LM scans in the recent CT18 global analysis [17] and in
the PDF4LHC21 benchmarking study [18]. The L2 sensi-
tivity technique maps the influences of the datasets on a
given PDF or PDF-dependent quantity by taking into
account both the correlation of each dataset with the
PDF and the degree to which the dataset is influencing
the determination of the PDF. The L2 sensitivity can be
plotted against x in a PDF for a givenQ or, in the case of the
parton-parton luminosities, as a function of the final-state
invariant mass MX for a given

ffiffiffi
s

p
. In this form, the L2

sensitivity quantifies the pull of each experiment on the
PDF at a given x and Q.
The L2 sensitivity is calculated using the log-likelihood

(χ2) values for the fitted experiments and the error PDF
sets—the readily available outputs of the PDF fits. As such,
it streamlines comparisons among independent PDF analy-
ses. A few years ago, the CTEQ-JLab and CTEQ-TEA
groups performed such comparisons at the NLO accuracy
in the QCD coupling strength with the goal to understand
the role of large-x and nuclear experimental measure-
ments [19].
In this article, we expand the L2 sensitivity comparisons

to the NNLO PDFs by the ATLAS [20], CTEQ-TEA [13],
and MSHT [21] groups. We include the recent CT18As_Lat
NNLO analysis with lattice QCD constraints [22] and
the approximate N3LO analysis by the MSHT group,
MSHT20aN3LO [23].
Aside from the utility of quantifying the statistical pulls

of fitted data on the PDFs for the sake of practical
phenomenology, there is another fundamental motivation
for applying the LM or L2 sensitivity methods. They both
explore the parametric dependence of χ2 in the immediate
vicinity of the global minimum of χ2, i.e., the best fit. They
therefore contain rich information regarding the multidi-
mensional geometry of the likelihood function, which is
closely connected to the ultimate PDF uncertainty and its
interpretation. For example, the L2 method can elucidate
the complicated correlations among PDF flavors or regions
of x or Q. Interpretation of the L2 or similar methods,
especially when contrasting distinct fits, invokes a range of
subtleties in the precise definition of the PDF uncertainty,
use of tolerance criteria, and relationships between methods
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based on Hessian or Monte Carlo uncertainties. We discuss
these more formal aspects of uncertainty quantification and
their relation to the L2 method before proceeding to the
numerical comparisons of the fits by three groups.
The outline of this paper is as follows. In Sec. II, we first

give a general description of the L2 sensitivity and explain
how it can be calculated for both Hessian-based and
Monte Carlo replica-based PDF fits. In Sec. III we
summarize the PDF sets that will be considered in this
analysis, discussing the data and theory settings, as well as
χ2 and PDF error definitions. In Sec. IV the sensitivities
for the nonglobal PDF sets, namely dedicated ATLAS
and reduced benchmarking fits, are presented. In Sec. V
the sensitivities for the global CT family of PDF sets are
presented. In Sec. VI the sensitivities for the MSHT20 fits
are presented. In Sec. VII direct comparisons are made of
the sensitivities for a range experiments and parton flavors
between the different PDF sets. Finally, in Sec. VIII we
conclude. The Appendix summarizes a computation of the
sensitivities using Monte Carlo replicas that results in a
close agreement with the Hessian approach.

II. DEFINITIONS AND BASIC PROPERTIES
OF THE L2 SENSITIVITY

A. The Hessian method

Error PDFs are widely used to estimate probability
distributions for PDF-dependent quantities according to
two common methods.
The ATLAS, CTEQ-TEA, and MSHT groups adopt the

Hessian format [1,2] as the default to publish their PDF
error sets. An ensemble of D Hessian error PDFs estimates
the uncertainty by assuming that the probability distribu-
tion is approximately Gaussian. In a notation adopted from
Ref. [24], a function XðR⃗Þ of the parameters Ri in the
vicinity of the minimum of the global χ2 corresponding to
R⃗ ¼ 0⃗ and Xð0⃗Þ≡ X0 can be estimated as the Taylor series
expansion,

XðR⃗Þ ¼X0þ
XD
i¼1

∂X
∂Ri

����
R⃗¼0⃗

Riþ
1

2

XD
i;j¼1

∂
2X

∂Ri∂Rj

����
R⃗¼0⃗

RiRjþ� � � :

ð1Þ

Given X�i ≡ Xð0;…; Ri ¼ �1; 0;…Þ for a pair of PDF
displacements R�i ≡�1 at the 68% confidence level
(C.L.) along the eigenvector direction i, the first-order
derivative in this direction is estimated by a symmetrized
finite difference,

∂X
∂Ri

����
R⃗¼0⃗

≈
Xþi − X−i

2
: ð2Þ

A symmetric estimate of the 68% C.L. PDF uncertainty [2]
then follows as the maximal variation of XðR⃗Þ within a

hypersphere of unit radius centered at the global minimum,
called the “tolerance hypersphere”:

δHX ¼ j∇!Xj ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXD
i¼1

½Xþi − X−i�2
vuut : ð3Þ

The second-order Taylor terms in Eq. (1) are important
when the probability distribution is asymmetric. The full
description of the second-order terms, while possible in
principle [24], would require having additional Hessian
eigenvector sets that are not provided in the published
PDF ensembles. Contributions from diagonal second-order
derivatives, ∂2X=∂R2

i , can be estimated by using the asym-
metric PDF uncertainties [25] with the usual Hessian PDFs.
The linear approximation captures the essential features of
the uncertainties, while the complete description of the
nonlinear terms involves many subtleties [24].
We will thus restrict ourselves entirely to the linear

approximations and will use symmetrized finite-difference
formulas like in Eq. (2) to minimize nonlinear terms in
subsequent derivations. In this spirit, the Pearson correla-
tion between two quantities XðR⃗Þ and YðR⃗Þ, interpreted as
the cosine of the correlation angle for X and Y in the PDF
parameter space, can be computed as [1,4]

CHðX; YÞ ¼
1

4δHX δHY

XD
i¼1

ðXþi − X−iÞðYþi − Y−iÞ: ð4Þ

The PDF sensitivity is a statistical indicator that visu-
alizes constraints from the included experiments on the
PDFs. In the Hessian representation, the L2 sensitivity for
some fðR⃗Þ reads [6]

SHf;L2ðEÞ≡ ∇!χ2E · ∇!f
δHf

;

¼ ðδHχ2EÞ CHðf; χ2EÞ; ð5Þ

where CHðf; χ2EÞ represents the cosine of the correlation
angle between f and the χ2 for experiment E, evaluated
over the 2D Hessian eigenvector sets. Thus, if the direction
of decreasing χ2E of dataset E is also the direction of
decreasing values of the PDF f (at a given x value), the two
quantities are positively correlated, and SHf;L2ðEÞ is positive.
This indicates that the data from this dataset would like to
pull the PDF downward. If the two quantities are anti-
correlated, then SHf;L2ðEÞ is negative, and the data would
like to pull the PDF upwards.
The name “L2 sensitivity” reflects its reliance on the χ2

to quantify the pulls of experimental data on the PDFs, i.e.,
on the quadratic, or L2, norm of the vectors of the statistical
residuals between theoretical predictions and experimental
measurements. This emphasizes its distinction from the
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alternative definitions of the PDF sensitivity that are also
possible. One alternative definition operates with the
absolute values of the residuals, i.e., the L1 norm, and
was employed in the first practical studies of the sensitiv-
ities using the PDFSENSE program [5,6].
The other connotation is that the L2 sensitivity serves as

the “second Lagrangian technique” that complements the
classical conditional optimization with multiplier terms
invented by J.-L. Lagrange. This technique is a fast
approximation to the Lagrange multiplier scan [10], now
realized using the published eigenvector sets outside of the
PDF fit. The LM scan and L2 sensitivity both visualize the
probability in the multidimensional PDF parameter space.

B. The Monte Carlo method

The Monte Carlo (MC) method [3] for PDF uncertainties
is adopted by default by NNPDF, while all groups can
convert between the Hessian and MC error PDFs in both
directions [26–29]. By analogy with the Hessian approach,
the L2 sensitivity can be introduced in the MC method [5].
The MC case involves subtleties that are absent in the
Hessian method. The MC method provides an ensemble of

PDF replicas fðkÞa ðx;QÞ≡ fðkÞ with k ∈ ½1;…; Nrep�, i.e.,
stochastically generated error PDF sets. By evaluating a

PDF-dependent quantity XðfðkÞa ðx;QÞÞ≡ Xk with these
replica PDFs, the probability distribution for X might in
principle be reconstructed with arbitrary accuracy for a
sufficiently largeNrep, including the non-Gaussian features.
However, high dimensionality of the PDF parameter space
presents a salient impediment and requires careful imple-
mentation of the sensitivity.
As in the Hessian case, we find that accounting for the

asymmetries of the probability, while possible in principle,
substantially complicates the analysis. We will therefore
work with the MC formulas that average over the asym-
metries in the probability, such as the standard formulas for
the central value and PDF uncertainty of X given, respec-
tively, by the expectation value and standard deviation:

hXi ¼ 1

Nrep

XNrep

k¼1

Xk; ð6Þ

δMCX ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Nrep − 1

XNrep

k¼1

ðXk − hXiÞ2
vuut : ð7Þ

Similarly, the Pearson correlation is represented as

CMCðX; YÞ ¼
hXYi − hXihYi
δMCX · δMCY

: ð8Þ

The MC analog of the Hessian L2 sensitivity in Eq. (5) is
written as

SMC
f;L2ðEÞ ¼ ηðDÞ ðδMCχ

2
EÞ CMCðf; χ2EÞ; ð9Þ

in terms of the MC estimates (7) and (8) for f and χ2E. We
have also introduced a normalization constant ηðDÞ that
depends on the number of PDF parameters D and may
differ from unity, depending on how the MC ensemble
samples the space of PDF solutions.
The Hessian and Monte Carlo definitions of the L2

sensitivity are equivalent in the linear approximation,
which in turn is justified when displacements of the
PDF error sets from the global minimum are small. In
practice, the linearity condition for χ2E does not hold with
the standard MC replicas from NNPDF or other groups,
and hence the direct estimation of SMC

f;L2ðEÞ according to
Eq. (9) may be vulnerable to errors. The reason is that, in a
typical MC ensemble, the majority of PDF replicas lie
several standard deviations away from the global minimum
as a consequence of the high dimensionality of the
parameter space [24]. As χ2E includes quadratic and higher
powers of the PDF parameters, such far displacements
introduce large nonlinearities, which lead to the accuracy
loss in SMC

f;L2ðEÞ.
Thus, to obtain a numerically stable estimate of SMC

f;L2ðEÞ
using the MC replicas, one must avoid large para-
meter displacements from the global minimum, which in
many dimensions requires unconventional sampling. The
Appendix presents such an example, in which a Hessian
ensemble is converted into a MC one so that the MC
replicas are distributed uniformly on the surface of a
hypersphere rather than over the whole parameter space.
With this ensemble, probability integrations in the angular
(radial) directions are performed numerically (analytically),
and the radial integration contributes a normalization
constant ηðDÞ ¼ ffiffiffiffi

D
p

in SMC
f;L2ðEÞ in Eq. (9). With this

procedure, the MC sensitivity in Eq. (9) closely agrees with
the sensitivity (5) of the progenitor Hessian PDFs, as
demonstrated in the Appendix.
In this article, we primarily compare the Hessian

sensitivities, which are simpler to compute. In the next
subsection we illustrate the meanings of the L2 sensitivities
in the Hessian and MC frameworks using a toy example.

C. A one-dimensional example

Let us take f in Eqs. (5) and (9) to be a PDF, faðx;QÞ, at
some value of fx;Qg. The minimum χ20 of the total χ2 is
obtained at f ¼ f0. In the Hessian representation, we have

∇!f ¼ δHfêf, with δHf being the one-sigma uncertainty on

the PDF f, and êf the unit vector along ∇!f [1,2]. Similarly,

∇!χ2E · êf ¼ ∂χ2E=∂f, and hence SHf;L2
¼ δHχ

2
EðêfÞ is the

variation of χ2E from the best-fit χ2E;0 along direction êf. We
can approximate SHf;L2

in Eq. (5) using a symmetric finite-
difference derivative for Δχ2EðfÞ≡ χ2EðfÞ − χ2E;0:
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SHf;L2
¼ ∂χ2EðfÞ

∂f

����
f¼f0

δHf;

≈
Δχ2Eðf þ δHfÞ − Δχ2Eðf − δHfÞ

2
: ð10Þ

Taking f ¼ gð0.3; 125 GeVÞ (the gluon PDF) from
CT18 NNLO as an example, in Fig. 1 we plot Δχ2ðfÞ
versus f for several leading experimental datasets and for
all datasets together. We perform a series of fits with
a condition f ¼ fi for a set of discrete fi and inter-
polate χ2ðfÞ in between the fi values. In this LM scan,
we find that the minimum of the total χ2 corresponds to
f ¼ f0 ≈ 0.31. This minimum optimizes the total χ2 among
competing pulls of the individual experiments.
The total χ2 enters the likelihood probability,

PðfÞ ∝ e−ðχ2ðfÞ−χ20Þ=ð2T2Þ; ð11Þ

which also depends on the chosen tolerance T2. The latter
in turn fixes the value of δHf, as illustrated by the vertical
dashed lines in Fig. 1. The tolerance should be such that the
linear approximation dominates for the leading χ2E curves in
the interval −δHf ≤ f − f0 ≤ þδHf. In this example, we
choose T2 ¼ 10.

In the MC approach, we first generateNrep instances of f
by stochastically sampling them according to PðfÞ. Then,
we compute the L2 sensitivity through Eq. (9), where
ηðDÞ ¼ 1 in one dimension.
Figure 2 shows histograms of the Hessian and MC L2

sensitivities computed for the χ2E curves in Fig. 1. The
histograms agree with one another, confirming that both the
Hessian and MC methods are compatible in the neighbor-
hood of the minimum. The trend of the MC histogram does
not critically depend on the number of replicas, Nrep, as
long as Nrep > 100. The experiments “CDHSW F2” and
“CMS 7 TeV jets,” which have the largest negative and
positive ∂Δχ2EðfÞ=∂f at f ¼ f0 in Fig. 1, contribute to SHf;L2

values of about −5 and 4.5 in Fig. 2, respectively.
On the other hand, since the first derivative of the total χ2

vanishes at the global minimum, the sum of SHf;L2
over

all experiments must be zero within uncertainties. For
both the Hessian and MC representations, we find in this
example that

X
E

Sf;L2
≪ T2 <

X
E

jSf;L2
j; ð12Þ

with
P

SHf;L2
≲P

SMC
f;L2

.
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In fact, an informative validation test of the Hessian
approximation also in a D-dimensional case consists in
checking that Eq. (12) is satisfied. The equation reflects the
existence of the global minimum of the total χ2 for any
dimensionality of the fit. In our studies, we have observed
that a non-negligible number of published ensembles in the
LHAPDF library do not automatically satisfy this con-
dition, which can happen with older PDF sets or poorly

constrained eigenvector sets that don’t comply with the
stated T2, especially when T2 is of order 10 or less. In these
cases, the

P
SHf;L2

estimates may be biased; one can correct
the deficient eigenvector sets by rescaling their displace-
ments along the respective EV directions, as summarized in
the appendix of the CT-CJ NLO comparative study [19], in
which such deviation was first observed and corrected. We
apply the test in our study as well to validate the accuracy of
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the examined Hessian PDFs. The plots of the summed
sensitivities can be viewed on our website [30].

D. How to interpret L2 sensitivities

This article presents the L2 sensitivities in two forms,
chosen to illustrate either the leading sensitivities of
the experiments to a given PDF or the sensitivities of a
given experiment to a collection of PDF flavors or PDF
combinations.

1. Cumulative sensitivities to PDF flavors

As an example from the first category, Fig. 3 shows the
L2 sensitivities to the gluon distribution gðx;QÞ for CT18
NNLO, as a function of the partonic momentum fraction x
at a Q value of 100 GeV. Only the L2 sensitivities from the
six most significant experiments are plotted, for purposes of
clarity.1

One way to understand more intuitively the meaning of
the L2 sensitivity is to compare it to the more familiar LM
scans, either the already discussed case of the LM scan on
the high-x gluon, gð0.3; 125 GeVÞ, in Fig. 1 or an analo-
gous scan on gð0.01; 125 GeVÞ as relevant for gg → Higgs

production, shown in Fig. 4. In a LM scan, the strength of
the constraint provided by a dataset determines the narrow-
ness of its corresponding χ2E parabola. For example, in
Fig. 4, the CMS experiment on jet production at 8 TeV
(curve 11) imposes such a constraint, similar in magnitude
to that provided by the HERA Iþ II data. The central gluon
at this x agrees with the value preferred by the CMS 8 TeV
jet data, so there is no pull from these data. In contrast, the
LM scan at x ¼ 0.3, in Fig. 1, indicates that the CMS 8 TeV
jet data prefers a gluon value of 0.33, larger than the best-fit
value of 0.31. These features of the CMS 8 TeV jet data at
x ¼ 0.01 and x ¼ 0.3 can be seen in the L2 sensitivity plot
of Fig. 3, as explained below.2

At either x value, a number of experiments prefer
somewhat different values of the gluon than at the best
fit. We can quantify these pulls on the gluon by computing
the change, Δχ2E, for each experiment E when the consid-
ered PDF increases by one standard deviation from the total
χ20, which in the following comparisons was chosen to
correspond to Δχ2 ¼ 10. We note that Δχ2E were defined
above Eq. (10) in Sec. II C. The L2 sensitivity Sf;L2
estimates these Δχ2E in the linear approximation for the
whole range of x. The magnitude of Sf;L2 depends on the
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1On the companion website [30], such plots can show 4, 6, or 8
most sensitive experiments, or alternatively all experiments that
have jSf;L2j > 3 in some range of x.

2Note that sensitivities change very slowly with the scale Q, as
illustrated in Sec. IV.
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correlation of the χ2E with a particular PDF, the constraining
power of the data on that PDF, and the difference between
the PDF preferred by that dataset and the PDF determined
by the full fit. A positive value of Sf;L2 indicates the
preference for a lower value of the PDF at the specified x
and Q, and vice versa.
From Fig. 3, we conclude following this rule that

the HERA Iþ II deep inelastic scattering (DIS) data
(ID ¼ 160) has the largest sensitivity at x < 0.01, prefer-
ring a lower gluon here than the CDF and CMS jet data sets
(504, 542, 545). The CMS 8 TeV jet dataset has little
sensitivity at x ¼ 0.01, even though it is well constraining
at this fx;Qg point, in accord with the behavior in the LM
scan in Fig. 4 noted above. By contrast, we see that at
x ¼ 0.3 the sensitivity is negative, so that this dataset
prefers a larger gluon at this x, as noted in Fig. 1. The
CMS 7 and 8 TeV inclusive jet data have the largest jL2j
sensitivity at x > 0.05.3 We note that no single experiment
dominates over the entire x range, and the L2 sensitivity for
many experiments will switch sign as a function of x.
Again, these trends are consistent with the LM scans at

two fixed x values shown in Figs. 1 and 4. If an experiment
has a major influence on the best-fit PDF at a particular x
value, it will normally have a large absolute value of Sf;L2

.
But, if the reference PDF value already agrees with that
preferred by the dataset, it may have only a relatively small
value of Sf;L2

(since the gradient of the χ2 is small).4

It is also possible that an experiment is constraining
enough for a particular PDF over a wide x region and has a
low value of Sf;L2

across that entire x region, as the PDF is
forced to be close to that preferred by that experiment. In
reality, this rarely occurs: the combined weight of the other
experiments tends to provide a counterconstraint to the
dominant experiment. See, for example, that the HERA
DIS combined data in Fig. 3—the most dominant dataset
in all global PDF fits—strongly prefers a smaller gluon
distribution at x < 0.02, but even then is counteracted by
the CDF and CMS inclusive jet data.
The sum of the Sf;L2

values for all experiments for a
given kinematic point should be close to zero, as the pulls
have to balance out to produce the central PDF at that point.
One can also sum up all of the positive values of Sf;L2

, as
well as all of the negative values, for each parton x value.
The sums (both positive and negative) tend to be relatively
flat as a function of x, and are roughly equal to the number
of experiments; i.e., each experiment contributes on the
order of 1 to the sum. There is no obvious correlation
between the value of the sum and the size of the PDF
uncertainty at that point.

2. Cumulative sensitivities of individual datasets

Figure 5 is an example of the second form of compar-
isons, in which sensitivities for the indicated PDF flavors
are plotted for a given dataset indicated in the plot label. In
the figure, we compare the sensitivities of the HERA I
combined charm dataset [31] included in the CT18 NNLO
analysis in the left subpanel, and the combined HERA Iþ
II charmþ bottom dataset [32] included in the MSHT20
NNLO analysis in the right one. While the more recent
HERA Iþ II dataset [32] covers an extended kinematic
range and has smaller uncertainties, the CTEQ-TEA group
found it difficult to accommodate these data, with its
χ2=Npts remaining high (> 1.7) under a variety of explored
assumptions [33]. The HERA Iþ II dataset is included in

FIG. 5. Sensitivities for the HERA I charm data set in the CT18 NNLO fit and HERA I+II charm+bottom data set in the MSHT20
NNLO fit at Q ¼ 2 GeV.

3It is interesting to note that, at high x, these jet data at the two
energies have large L2 sensitivity values and opposite signs. Even
though the two measurements are carried out by the same
experiment at very similar energies, there is a tension between
them, representative of the situations encountered in a global PDF
fit. Reference [9] discusses consequences of such tensions for the
interpretation of PDF uncertainties.

4This agreement may be an accident or an indication of the
constraining power of that experiment.
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the MSHT20 analysis, and it is interesting to compare
its impact with that of the HERA I charm data in
the CT18 NNLO fit. We find that both datasets prefer
higher (lower) gluon and charm PDFs at 10−4 < x < 0.01
(0.02 < x < 0.2). In the MSHT20 NNLO case, the pref-
erences for a lower gluon extends to higher x of up to 0.5. In
both PDF fits, these heavy-quark data prefer lower u and d
(anti)quark PDFs at x < 0.01. There is mild preference for
a higher strangeness PDF at x < 0.1. This preference is
more pronounced in the MSHT20 case. Overall, according
to the sensitivities that stay within a few units, the HERA
charm data (at Q of tens of GeV) impose moderate
constraints on the gluon and other PDFs.

E. L2 sensitivity and the likelihood-ratio test

The likelihood-ratio test is a classical Bayesian test,
together with the closely related Lagrange multiplier test
and Wald test, that discriminates between two theoretical
hypotheses, T1 and T2, based on their agreement with a set
of observational dataD. In the context of PDF fits [9,34], it
is more common to formulate the likelihood-ratio test as a
comparison of log-likelihood functions χ2 for two PDF
models, T1 and T2, related to the augmented likelihood as
PðDjTiÞ ¼ const · expð−χ2ðD; TiÞ=2Þ. When there is no
strong prior preference for either T1 or T2, but the data D
strongly favor one of them, the ratio of posterior proba-
bilities is dominated by the ratio of the likelihoods that is
related to the difference of χ2 for T1 and T2:�

PðT2Þ
PðT1Þ

�
posterior

¼ PðDjT2Þ
PðDjT1Þ

�
PðT2Þ
PðT1Þ

�
prior

; ð13Þ

where

PðDjT2Þ
PðDjT1Þ

¼ exp

�
−
χ2ðD; T2Þ − χ2ðD; T1Þ

2

�
: ð14Þ

Based on this ratio, the PDFs rendering the lowest χ2

are the most likely ones according to the empirical
data. The PDFs with a low, but not the lowest, χ2 can

be acceptable with some probability determined by the
tolerance prescription. A LM scan examines the change in
χ2 as a function of a PDF parameter or PDF-dependent
observable, hence it realizes the ratio test between the best-
fit PDF and nearby PDF solutions. The L2 sensitivity serves
the same purpose. These tests do not need to know how the
PDFs are found. Section III B reviews the practical imple-
mentations of the likelihoods in the fits by three groups.

III. PARTICULARS OF THE COMPARED FITS

A. Overview of the global analyses

One of the goals of this study is to explore how the
constraints on PDFs emerge as one successively adds new
experiments into the PDF analysis. We compare sensitiv-
ities in two categories of PDFs:
(1) Nonglobal fits, which include a small(er) number

of sensitive experiments. Examples include the
ATLASpdf21 and PDF4LHC21 benchmark reduced
fits.

(2) Global fits, which include several tens of datasets
of varied sensitivity. The examples considered
here include NNLO ensembles CT18, CT18As,
CT18As_Lat, MSHT20 as well as the approximate
N3LO ensemble MSHT20aN3LO.

This section provides the background for the compar-
isons of the L2 sensitivities that will be presented in the
following sections. The reader broadly familiar with the
selection of experiments and methodologies of three groups
can skip much of this section. The ensuing discussions of
the L2 sensitivities will extensively refer to the selections of
the experimental datasets in the fits. Table I lists the datasets
included in the ATLASpdf21 analysis, while Tables II–IV
list the datasets included in the CT18 and MSHT fits. Next
to each dataset in the tables, we list its numerical ID
adopted to mark the corresponding L2 sensitivity curves in
the figures. We will see that, while there are large
differences among these PDF analyses, the L2 sensitivity
elucidates their comparisons as a common metric.
The next three subsections briefly review the selections

of experiments and theoretical computations in ATLASpdf21,

TABLE I. Summary of all the input datasets considered in the ATLASpdf21 fit.

ID Data set
ffiffiffi
s

p
[TeV] Luminosity [fb−1] Decay channel Observables entering the fit

160 HERA inclusive DIS [35] Varied Varied Reduced cross sections
68 Inclusive W;Z=γ� [36] 7 4.6 e, μ combined ηl (W), yZ (Z)
89 Inclusive Z=γ� [37] 8 20.2 e, μ combined cos θ� in bins of yll, mll
86 Inclusive W [38] 8 20.2 μ ημ

56
W� þ jets [39] 8 20.2 e pW

T
Z þ jets [40] 8 20.2 e pjet

T in bins of jyjetj
7 tt̄ [41,42] 8 20.2 leptonþ jets, dilepton mtt̄, pt

T, ytt̄
8 tt̄ [43] 13 36 leptonþ jets mtt̄, pt

T, yt, y
b
tt̄

9 Inclusive isolated γ [44] 8, 13 20.2, 3.2 � � � Eγ
T in bins of ηγ

10 Inclusive jets [45] 8 20.2 � � � pjet
T in bins of jyjetj
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CTEQ-TEA, and MSHT global fits, then moving on to the
comparisons of CT18 and MSHT20 datasets in Sec. III A 4,
and then to additional discussion of the PDF4LHC21 reduced
fits in Sec. III A 5. While the CT18 and MSHT20 NNLO
global fits share many key data sets, there are important
differences among them. To compare the CT18, MSHT20,
and NNPDF3.1 methodologies using (nearly) the same data-
sets, reduced fits were performed by the PDF4LHC group in
the course of 2021benchmarking study [18] by including only
12 shared datasets indicated in the rightmost column in
Tables II–IV. The findings from these comparisons guided
the construction of the PDF4LHC21 combination of the PDFs
from the three NNLO global analyses.
The value of χ2E generally depends on the approxima-

tions made in the likelihood, or “χ2 definition.” The specific
implementations are reviewed in Sec. III B. The tolerance
conventions for the published PDFs, which determine both
the size of PDF uncertainties and L2 sensitivities, are
compared for the three groups in Sec. III C.

1. Summary of ATLAS fits

ATLAS PDF fits concentrate on the impact of ATLAS
data on PDFs. However, it is not possible to make an
accurate PDF fit to ATLAS data alone. The HERA DIS
combined data [35] are used as the backbone of the ATLAS
PDF fits, to which ATLAS data are added. The HERA
experiments cover a very broad range of Q2, the absolute
four-momentum transfer squared, from near 1 GeV2 to
above 104 GeV2, and of Bjorken x from ∼0.6 down
to 10−4.
ATLASpdf21 [20]—the most comprehensive fit from

this series—uses the HERA inclusive DIS data and a
broad variety of ATLAS data, while accounting for corre-
lations between the various ATLAS measurements. We
also consider several intermediate ATLAS fits leading to
ATLASpdf21. Table I lists these fits together with the
included datasets, their numerical IDs, center-of-mass ener-
gies, luminosities, decay channels, and observables entering
each fit.
The L2 sensitivities for the intermediate fits can be

used as a pedagogical example of the effect of adding in
sensitive datasets: all these PDFs are obtained starting
from the PDF set HERAPDF2.0 that was determined
staring with the HERA data alone [35] and by successively
adding new ATLAS datasets. First in this series is the
ATLASepWZ16 PDF set [36], in which the ATLAS
precision measurements of the inclusive differential W�
and Z=γ� boson cross sections at 7 TeV were added to
HERA data. This PDF set improved on the HERAPDF2.0
set in various respects. First, the strange content of the sea
could be fitted rather than assumed to be a fixed fraction of
the light sea. Indeed, the strange sea was found to be
enhanced at low x, x≲ 0.05 compared to previous deter-
minations. Second, the accuracy of the valence quark
distributions was considerably improved.

Further improvement was achieved by adding tt̄ dif-
ferential cross sections at 8 TeV from both the leptonþ
jets and the dilepton channels. This fit was called
ATLASepWZtop18 [64]. In the leptonþ jets channel,
the mass of the tt̄ pair, mtt, and the average top-quark
transverse momentum, pt

T , were fitted simultaneously. In
the dilepton channel, the rapidity of the tt̄ pair was fitted.
Care was taken to include correlated systematic and
statistical uncertainties. This fit improved the uncertainties
of the high-x gluon.
The final ATLASpdf21 ensemble discussed here was

obtained by including all the previous ATLAS datasets
mentioned above and adding to themmore data constraining
the valence quarks and the flavor of the sea (from ATLAS
8 TeV inclusive W and Z data), more data constraining the
high-x strange sea and the gluon PDFs (from ATLAS 8 TeV
W and Z boson dataþ jets5), and more data constraining
the gluon (fromATLAS8TeVdata on inclusive jets, ATLAS
13 TeV data on top-antitop distributions, and ratios of
ATLAS 13 and 8 TeV direct photon data).
The increase in the number of datasets from

HERAPDF2.0 to ATLASpdf21 has facilitated an increase
in the freedom of the parametrizations from 14 to 21
parameters (and in the corresponding number of eigenvec-
tors). Extra freedom has been added in the high-x valence
and gluon PDFs and in the sea parametrization at low x,
whereby the low x ū, d̄, and s̄ were all independently
parametrized. Extra variations due to model assumptions
and additional parameters were also considered. Tension
between datasets has also led to a consideration of
appropriate χ2 tolerance as T ¼ 3 as well as T ¼ 1. See
Sec. III C for an explanation of the choice of tolerance for
the present L2 study.
Uniquely, the ATLASpdf21 fit included full information

both on correlated systematic sources of uncertainty of all
datasets and on the correlations between the ATLAS
datasets, in contrast to the global fits. The largest sources
of such correlations among the data sets come from the
measurements involving jets: not only from inclusive jet
production but also bosonþ jets and tt̄ in the leptonþ jets
channel. The L2 sensitivities in our comparisons account
for the correlations among the experimental datasets.
The theoretical predictions for the ATLASpdf21 fit were

computed at NNLO in QCD using programs DYNNLO

[66,67], FEWZ [68–70], NNLOJET [71,72] and results from
[73–76], and at NLO in electroweak theory using DYNNLO,
FEWZ, SHERPA and results from [77–79]. A full description
of the theoretical treatment is given in Ref. [20].

2. Summary of CT18 NNLO

The CT18 NNLO analysis [17] constituted a major new
release of the CTEQ-TEA family of PDF studies, having

5In fact, the ATLASepWZjets20 [65] PDF fit also uses these
data, but it is not further discussed here.
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included ∼700 LHC data points on top of the baseline fit in
the previous main release, CT14HERA2 [80]. A detailed
discussion of the theory used in CT18, selected datasets,
and other statistical or methodological choices is presented
in Ref. [17]; these aspects were further summarized for the
purpose of the recent PDF4LHC21 benchmarking study
in Ref. [18].
The strategy of the CT18 analysis was to first examine a

large group of datasets using preliminary fits and fast
Hessian techniques in order to select an ensemble of
constraining and maximally consistent datasets. The LM
scans and L2 sensitivities were extensively employed to
identify such datasets, as documented in Ref. [17] and on

the CT18 website [81]. The published CT18 NNLO fit was
performed to this final data set. The selected experiments
are shown in Tables II–IV and include neutral-current and
charged-current DIS, as well as production of vector
bosons, jets, and top quark pairs.
When validating the fit, the mutual agreement of the

datasets was examined based on the strong goodness-of-fit
criteria [9], in addition to requiring a good total χ2. Out of
the newly included LHC datasets, the ATLAS 7 TeV W; Z
production dataset [36] (ID ¼ 248) was found to be both
precise and showing a tension with the NuTeV dimuon and
HERA DIS datasets as a result of its preference for a larger
strangeness PDF at x ∼ 0.02. This dataset was included in

TABLE II. DIS and SIDIS datasets in the CT18 and MSHT20 ensembles. For each dataset, we indicate the
publication reference, number of data points, and the numerical ID in the figures.

CT18 NNLO MSHT20 NNLO
In the PDF4LHC21

reduced fit?Data set Ref. Npts ID Ref. Npts ID

BCDMS Fp
2 [46] 337 101 [46] 163 1 Yes

BCDMS Fd
2 [46] 250 102 [46] 151 2 Yes

NMC Fp
2 [47] 123 3

NMC Fd
2 [47] 123 4

NMC ratio [47] 123 104 [48] 148 11 Yes
SLAC ep F2 [49,50] 37 5
SLAC ed F2 [49,50] 38 6
E665 μd F2 [51] 53 7
E665 μp F2 [51] 53 8

HERAIþ II DIS combined [35] 1120 160 [35] 1185 160 Yes
HERA eþp CC [52] 39 22
HERA e−p CC [52] 42 23
HERA eþp NC 820 GeV [52] 75 24
HERA eþp NC 920 GeV [52] 402 25
HERA e−p NC 460 GeV [52] 209 26
HERA e−p NC 575 GeV [52] 259 27
HERA e−p NC 920 GeV [52] 159 28

HERA charm þ bottom [32] 79 14
HERA I [31] 47 147

H1 bottom [53] 10 145
H1 FL [54] 9 169
NMC=BCDMS=SLAC=HERA FL [46,47,50,54–56] 57 15

CDHSW Fp
2 [57] 85 108

CDHSW xBF
p
3 [57] 96 109

CCFR Fp
2 [58] 69 110

CCFR xBF
p
3 [59] 86 111

CHORUS νN F2 [60] 42 19
CHORUS νN xBF3 [60] 28 20
NuTeV νN F2 [61] 53 9
NuTeV νN xBF3 [61] 42 10

CCFR dimuon combined [62] 86 16
νμ [62] 40 126
ν̄μ [62] 38 127

NuTeV dimuon combined 81 593 [62] 84 17 Yes
νμ [63] 38 124
ν̄μ [63] 33 125
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the alternative fits, CT18A and CT18Z, and not in the
nominal CT18.
The size and complexity of the CT18 analysis made it

worthwhile to consider a number of variations on the
assumptions within the analysis. Together with the default
CT18, several complementary PDF ensembles were released
to quantify the impact of these assumptions, including
different selections in the fitted datasets (e.g., CT18A, which
fitted the 2016 7 TeV ATLAS inclusive W; Z production
data); alternative factorization scales (e.g., CT18X, which
assigned a different x-dependent scale, μDIS, to DIS data to
mimic the effects of low-x resummation); and an amalga-
mation of these choices (CT18Z, which also took a slightly
enlarged charm mass,mc ¼ 1.4 GeV, relative to the default
of mc ¼ 1.3 GeV used in the other CT18 fits).
In subsequent years, a number of follow-up studies have

expanded the CT18 framework by investigating various
physics issues relevant for both high- and medium-energy
datasets fitted in CT. These have included the following: the
introduction of an explicit photon PDF and associated
electroweak corrections in the CT18QED analysis for a
proton [82] and neutron [83]; evaluation of the S-ACOT-χ
NNLO theory with heavy-quark mass effects with phe-
nomenology for the Electron-Ion Collider (EIC) and
neutrino DIS [84], including, in a later study, scattering
of cosmic neutrinos at ultra-high energies [85]; an inves-
tigation of the PDF impact of light nuclear corrections, in
particular, those connected to nucleon off-shellness in
deuterium [19]; an analysis of the high-x PDF behavior
in light of power-counting arguments [86]; a study of fitted
charm in light of the full CT18 dataset with a range of
nonperturbative models allowing c ≠ c̄ [87]; inclusion of
high-x lattice QCD constraints for the strange quark and
antiquark PDFs in an analysis allowing for s ≠ s̄ [22]; and
an investigation of the impact on the PDFs by the post-
CT18 data on vector boson production at the LHC at 8 and
13 TeV [88].
In CT18 and follow-up studies, the perturbative QCD

theory for the LHC data is evaluated at NNLO accuracy,
typically through the use of fast interpolation tables
provided by FASTNLO [89–91] and APPLGRID [92] and
calculated at NLO using MCFM [93–96], NLOJET++ [97],
and AMCFAST [98]; these calculations are then corrected to
NNLO via point-by-point NNLO/NLO K factors based on
DYNNLO [66,67], FEWZ [68–70], MCFM, and NNLOJET

[71,72]; an exception to this procedure applies to top-quark
production, which is computed at NNLO directly using
FASTNNLO [74,77,99] grids. We note that scale-choice and
other theoretical uncertainties were explored in the main
CT18 publication; while these were not quantified system-
atically in a specialized error treatment, the final CT18
uncertainty was determined to ensure coverage of varia-
tions associated with these uncertainties. The ultimate
CT18 parametrization (given explicitly in Appendix C of
Ref. [17]) resembles that used in CT14HERA2 and is

similarly formulated in terms of Bernstein polynomials, but
with slightly more flexibility accorded to the light-quark
sea. In addition, CT18 considered Oð250Þ alternative
parametrization forms. The nominal CT18 PDF uncertainty
was also assessed to encompass the corresponding varia-
tions driven by these alternative nonperturbative forms.
Like earlier studies, CT18 deployed an NNLO implemen-
tation of the S-ACOT-χ scheme to treat heavy-flavor
production, partonic thresholds, and related dynamics.
Computing the L2 sensitivities provided powerful

insights into many post-CT18 studies and was an essential
feature of Refs. [19,22,86]. In the current article, we pre-
sent the L2 sensitivities for CT18 NNLO in the uniform
format that facilitates comparisons with ATLASpdf21 and
MSHT20. We also apply the sensitivity method to two
NNLO PDF fits CT18As and CT18As_Lat [22] that
determined the magnitude of a nonzero strangeness asym-
metry, s−ðx;QÞ≡ sðx;QÞ − s̄ðx;QÞ, by releasing the
assumption of s ¼ s̄ made in the CT18 and CT18Z
analyses. These fits follow the setup of the CT18A analysis
and, in particular, include the high-luminosity ATLAS
7 TeVW; Z dataset 248 [36]. They also examine agreement
with the E906/SeaQuest dataset on the Drell-Yan pd=pp
ratio without fitting it. To constrain the s−ðx;QÞ combi-
nation at 0.3 < x < 0.8, where no relevant experimental
sensitivity currently exists, the CT18As_Lat analysis
includes constraints from quasi-PDF matrix elements
(extrapolated to physical pion mass) computed in lattice
QCD [100]. The lattice QCD input significantly reduces the
allowed magnitude of s−ðx;QÞ=sþðx;QÞ at x → 1, which
otherwise can be very large (approaching 100%) if only the
extrapolations of experimental constraints are included. In
the CT18As_Lat analysis, the lattice QCD input is imple-
mented with the help of Lagrange multipliers. The fitting
code reports its contribution to χ2 in one category with the
contributions from the normalization shifts for BCDMS,
CDHSW, and CCFR data on the DIS structure functions
(ID ¼ 101, 102, 108, 109, 110, 111). We compute Sf;L2
for this “Latticeþ DIS normalizations” category under
ID ¼ 701, keeping in mind that the lattice constraints
dominate between the two.6

3. Summary of MSHT20 NNLO and approximate N3LO

The baseline MSHT20 PDF sets [21] represent the latest
in the MRST/MSTW/MMHT line of PDF fits, with
substantial improvements made on top of the previous
MMHT2014 study [101] on the experimental, methodo-
logical, and theoretical fronts.
On the experimental side, these include additional

LHC datasets on vector boson, top and jet production
among others, as well as somewhat augmented and differ-
ent selections of the fixed-target and Tevatron datasets

6The DIS normalizations are mildly correlated with the gluon
PDF in the fixed-target region.
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relative to the previous MMHT2014 PDFs, as can be seen
from Tables II–IV. Simultaneously with the increase in the
number and precision of included experimental constraints
on the PDFs, methodological improvements were also
made. Foremost among these was an extension of the
PDF parametrization at the input scale Q0 ¼ 1 GeV. In
MSHT the PDFs are parametrized in terms of orthogonal
Chebyshev polynomials, with the number of parameters
now increased from 4 to 6 for each of the input PDF flavor
combinations. This followed previous work [102], in which
it was shown that this would allow a fit of the PDFs to
data of better than 1% accuracy over the entire x range,
provided the data and theory allowed. As a result, the
number of PDF parameters has increased from 37 in

MMHT to 52 in MSHT, with a consequent increase in
the number of eigenvectors from 25 to 32 to allow a more
detailed reflection of the PDF uncertainties. Further details
of these improvements are given in [103–106] as well as
the MSHT20 paper [21]. The MSHT PDFs also allow a
nonzero strangeness asymmetry by default, although in this
case the constraints are weaker, so fewer parameters are
used, while the charm PDF is generated perturbatively.
In our baseline MSHT20 study and subsequent work, the

theoretical predictions for hadronic cross sections are made
using NNLO QCD theory via grids provided at NLO by
FASTNLO [89–91] and APPLGRID [92] using calculations
from MCFM [93–96] and NLOJET++ [97]. These are sup-
plemented by NNLO/NLO K factors from a variety of

TABLE III. Vector boson production datasets in the CT18 and MSHT20 ensembles. The ATLAS 7 TeV
35 pb−1 W; Z dataset, marked by ‡‡, is replaced by the high-luminosity dataset (4.6 fb−1), marked by ‡, in the
CT18As and CT18As_Lat fits. The E906/SeaQuest Drell-Yan ratio (marked by ⋆) is included in the CT18As and
CT18As_Lat comparisons, but not fitted.

CT18 NNLO MSHT20 NNLO
In the PDF4LHC21

reduced fit?Data set Ref. Npts ID Ref. Npts ID

ATLAS 7 TeV 35 pb−1 W; Z cross sec., Ach [112] 41 268‡‡ [112] 30 52 Yes
ATLAS 7 TeV high-mass Drell-Yan [113] 13 58
ATLAS 7 TeV high precision W, Z [36] 34 248‡ [36] 61 68
ATLAS 8 TeV high-mass Drell-Yan [114] 48 82
ATLAS 8 TeV W [38] 22 86
ATLAS 8 TeV Z pT [115] 27 253 [115] 104 71
ATLAS 8 TeV double differential Z [37] 59 89

CDF Run-1 lepton Ach, pTl > 25 GeV [116] 11 225
CDF Run-2 electron Ach, pTl > 25 GeV [117] 11 227
CDF Run-2W asymmetry [118] 13 43
CDF Run-2Z rapidity [119] 29 261 [119] 28 37

CMS 7 TeV lepton asymmetry
36 pb−1 [120] 24 54
840 pb−1 [121] 11 267 [121] 11 53 Yes
4.7 fb−1, muon [122] 11 266

CMS 7 TeV Z → eþe− [123] 35 57
CMS 7 TeV double diff. Drell-Yan [124] 132 60
CMS 8 TeV muon asymmetry [125] 11 249 [125] 22 64

E605 Drell-Yan [126] 119 201
E866/NuSea pd=pp Drell-Yan ratio [127] 15 203 [127] 15 13 Yes
E866/NuSea pp Drell-Yan [128] 184 204 [129] 184 12
E906/SeaQuest pd=pp Drell-Yan ratio [130] 6 206⋆

DØ Run-2W → νμ asymmetry [131] 9 234 [132] 10 38
DØ Run-2W → νe asymmetry [133] 13 281 [134] 12 44
DØ Run-2Z rapidity [135] 28 260 [135] 28 36 Yes
DØ Run-2W asymmetry [136] 14 70

LHCb 7 TeV W asymmetry pTl > 20 GeV [137] 10 56
LHCb 7 TeV Z → eþe− [138] 9 55
LHCb 7 and 8 TeV W and Z [139,140] 50 258 [139,140] 67 61 Yes

7 TeV [139] 33 245 [139]
8 TeV [140] 17 246

LHCb 8 TeV Z → ee [141] 34 250 [141] 17 62 Yes
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sources including DYNNLO [66,67], FEWZ [68–70], MCFM,
Njetti [73,107], and NNLOJET [71,72]; with the K factors
smoothed and an uncertainty applied to account for this—
as described further in [21]. Top production at the LHC is
however computed directly at NNLO using provided
FASTNNLO grids [74,77,99]. These are then supplemented
by NLO electroweak corrections where relevant, as
described further in [108].
A variety of follow-up studies have extended the

MSHT20 investigations since its publication. A study
of the dependence of the PDFs on the strong coupling αs
and the heavy-quark masses was presented in [109],
while an update to include QED effects in the DGLAP
evolution and a corresponding photon PDF was presented
in [108], the latter representing a further theoretical
improvement and building on previous work [110].
The MSHT20 NNLO PDF set was also the PDF set
which contributed to the PDF4LHC21 combination [18]
and the reduced fit studies leading up to it also described
in [111]. Most recently, the first global PDF analysis at
approximate N3LO (aN3LO) was presented in [23],
extending beyond the current highest NNLO order in
QCD of theoretical predictions achieved in contemporary
PDF fits. This MSHT20aN3LO study includes for the
first time already known N3LO ingredients, as well as the
estimates of uncertainties due to the yet unavailable
pieces and implicitly some higher-order contributions
beyond N3LO. In particular, the splitting functions,
transition matrix elements, coefficient functions and K
factors for multiple processes are approximated using
the exact partial N3LO results and constrained to be
consistent with the wide range of already available
information about this order [23]. Theoretical nuisance
parameters are then used to include uncertainties from the
missing pieces into the overall PDF uncertainties.

For the present study, we compute the L2 sensitivities
using the χ2 values and MSHT20 Hessian eigenvector sets
presented in the NNLO [21] and the aN3LO [23] analyses.
For this study, we note minor modifications in the precise
details from the above publications. In the NNLO case, a
correction has been made in the treatment of photon-
initiated production for the ATLAS 8 TeV double dif-
ferential Z [37] data, as described in [108]. For the aN3LO
fit, an incorrect application of the N3LO K factor was
corrected in the final version of [23] for two Drell-Yan
datasets.7

The MSHT datasets included in the aN3LO study are
identical to the MSHT20 NNLO baseline. In [23], it was
found that the addition of aN3LO theory leads in some
places to significant changes and improvements in the fit
quality, with evidence that in some cases this is due to the
tensions between datasets being alleviated. This therefore
motivates studying the pulls of the datasets in the fit in both
the MSHT20 NNLO and the aN3LO fit using the L2

sensitivity approach.

4. CT18 and MSHT20 datasets side by side

Tables II–IV list the CT18 and MSHT20 datasets side
by side together with the references, numbers of points,
and numerical IDs. Sometimes one PDF analysis fits
several datasets independently, while the other analysis
fits them as a combined dataset. There are several such
examples in Tables II–IV. To facilitate the comparisons in
such cases, we occasionally compute the sensitivity using

TABLE IV. Inclusive jet, bosonþ jet, and top-quark pair production datasets in the CT18 and MSHT20
ensembles.

CT18 NNLO MSHT20 NNLO
In the PDF4LHC21

reduced fit?Dataset Ref. Npts ID Ref. Npts ID

ATLAS 7 TeV incl. jets [142] 140 544 [142] 140 66
CDF Run-2 pp̄ incl. jets [143] 72 504 [144] 76 35
CMS 2.76 TeV incl. jets [145] 81 87
CMS 7 TeV incl. jets [146] 158 542 [146] 158 69
CMS 8 TeV incl. jets [147] 185 545 [147] 174 73 Yes
DØ Run-2 pp̄ incl. jets [148] 110 514 [149] 110 48

ATLAS 8 TeV W þ jets [39] 30 83
CMS 7 TeV W þ c [150] 10 67

ATLAS 8 TeV single diff tt̄ [41] 15 580 [41] 25 74
ATLAS 8 TeV single diff tt̄ dilepton [42] 5 81
Tevatron, ATLAS, CMS σtt̄ [151,152] 17 59
CMS 8 TeV double differential tt̄ [153] 16 573 [153] 15 84
CMS 8 TeV single differential tt̄ (ytt̄) [154] 9 88

7Since the K factors are very largely decorrelated from PDF
parameters, the publicly available PDFs did not require a refit. A
full refit has, however, been performed for the PDFs used in this
article and results in a very small change in the PDFs and a
reduction in the total χ2 by a few units.
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the χ2 for the combination in both fits and then plot the
sensitivities both for the constituent and combined data-
sets. Such datasets include the following:
(1) HERA DIS (a combined dataset 160 in CT18;

independent sets 22–28 in MSHT);
(2) HERA charm and bottom production (independent

HERA-I charm and H1 bottom datasets, 147 and
145, in CT18; a combined data HERA I+II charm
and bottom set 14 in MSHT);

(3) CCFR dimuon SIDIS (independent neutrino and
antineutrino datasets, 126 and 127, in CT18; a
combined dataset 16 in MSHT);

(4) NuTeV dimuon SIDIS (independent neutrino and
antineutrino datasets, 124 and 125, as well as their
a posteriori combination 593, in CT18; a combined
dataset 17 in MSHT);

(5) LHCb W and Z production at forward rapidities
(independent datasets at 7 and 8 TeV, 245 and 246,
as well as their a posteriori combination 258, in
CT18; a combined dataset 61 in MSHT).

The numbers of the data points selected by the groups
from a shared dataset can be different in reflection of
the trade-off between the total number of points and
accuracy of the individual points and theoretical predic-
tions. One example are the BCDMS datasets on proton
and deuteron DIS structure functions, which include
more points in the CT18 fit (as datasets 101 and 102)
than in MSHT20 (as datasets 1 and 2). This difference,
however, reflects a different presentation of the same data,
with the same information and constraints encoded. In
particular in MSHT20 the data are averaged over energy
runs [46]. In the CT18 analysis, the BCDMS datasets have
a particularly pronounced sensitivity to the large-x behavior
of the up and down PDFs [86]. Of these, the extracted high-
x behavior of the d-PDF can be especially influenced by
model-dependent prescriptions to correct the deuteron
structure function to that of an isoscalar nucleon target
[19]. In the MSHT20 analysis, the BCDMS sensitivities
differ from CT18 in reflection of the differences in the
obtained PDFs in terms of central values and uncertainties,
and from the treatment of nuclear effects.
Another example are the ATLAS 8 TeV datasets on the

transverse momentum of Z boson, labeled as 253 and 71 by
the two groups, respectively. The CT18 analysis selected 27
data points presented single differentially in the interval
45 ≤ pT;Z < 150 GeV, where the fixed-order NNLO
theory has best convergence. The MSHT analyses, on
the other hand, include 104 points and additional intervals
of 30 ≤ pT;Z < 45 GeV and pT;Z > 150 GeV, while using
the cross sections that are double differential in pT;Z and yZ
in the Zmass bin. At NNLO, the Z pT dataset demonstrates
a stronger sensitivity to the gluon than in CT18, which is
consistent with the larger number of data points and

extended pT;Z range in the MSHT20 fit. Both CT and
MSHT groups choose the factorization scale to be the
transverse mass of the vector boson. On the other hand,
some potential differences in their theoretical cross sections
(including electroweak contributions at high pTZ) and
prescriptions for systematic uncertainties need to be further
explored. MSHT20 observe further changes when going to
aN3LO, as discussed in Sec. VI.

5. PDF4LHC21 reduced fits

The PDF4LHC21 reduced fits are discussed here only
for the two participating Hessian-based analyses, the
modified CT18 and MSHT20 NNLO. In that exercise,
an agreed-upon list of datasets, common to all groups and
marked in Tables II–IV, was fitted. The CTEQ-TEA
collaboration contributed CT180 NNLO, which included
the ATLAS 7 TeV high-precision W;Z data (ID ¼ 68 for
ATLAS and MSHT, or 248 for CT) as in CT18A, and
differed slightly from the default CT18 in the choice of
mpole

c ¼ 1.4 GeV and small differences in the other data-
sets. Besides this baseline choice of datasets, common
theory settings, like coinciding QCD parameters or setting
s ¼ s̄, were adapted to minimize discrepancies between all
fitting groups. All differences found in the reduced fits were
hence mostly due to methodological choices. In reflection
of this, the L2 sensitivities for the CT180 and MSHT20
reduced fits discussed in Sec. IV B quantify the differences
due to their methodologies while fitting (practically) the
same dataset.

B. Conventions for log-likelihoods

The probabilities PðDjTÞ in the likelihood ratio tests
(13) and (14) are in fact augmented likelihoods [155] in
the sense that they include prior probability contributions
associated with the nuisance parameters describing corre-
lated systematic effects. Normally these prior contribu-
tions are included as quadratic sums of the nuisance
parameters that are assumed to obey the standard normal
distribution N ð0; 1Þ. Since the experiments provide only
a partial information about correlations among systematic
factors, the PDF analyses use approximate correlation or
covariance matrices to estimate these factors according to
a number of prescriptions. The choice of these χ2

definitions leads to non-negligible differences among
the resulting PDFs, with proper modeling of systematic
effects presenting a central issue for NNLO PDF deter-
minations (see Sec. V.A in [156]). For example, the pulls
on the large-x gluon by jet production experiments
depend on the χ2 definition.
For completeness, here we list the functional forms of the

χ2 that were used to compute the sensitivities.
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In the ATLASpdf21 NNLO analysis [20], the definition
of the χ2 is

χ2 ¼
XNpts

i;k¼1

�
Di − Ti þ

XNcorr

α¼1

Xi;αβiαλα

�
C−1
stat;uncor;ikðDi;DkÞ

×

�
Dk − Tk þ

XNcorr

α0¼1

Xk;αβkα0λα0

�

þ
XNpts

i¼1

log
δ2i;uncorT

2
i þ δ2i;statDiTi

δ2i;uncorD
2
i þ δ2i;statD

2
i
þ
XNcorr

α¼1

λ2α; ð15Þ

whereDi are the central values of the measured data, Ti are
the corresponding theoretical predictions, δi;uncor and δi;stat
are the uncorrelated systematic uncertainties and the
statistical uncertainties of Di, respectively, and the frac-
tional uncorrelated systematic and statistical uncertainties
described by the correlation matrix βiα are accounted for
using the nuisance parameters λα. The quantity Cstat;uncor;ik

is a covariance matrix for both the statistical and uncorre-
lated systematic uncertainties. Summations over i and k run
over all Npts data points, and summations over α and α0 run
over all Ncorr sources of correlated systematic uncertainty.
For each dataset, the first term gives the main contribution
to the partial χ2 of the dataset. The second term is a small
bias correction term, referred to as the log penalty, which
arises because the diagonal term of the matrix, C, is given
by Cii ¼ δ2i;uncorT

2
i þ δ2i;statDiTi, with different weighting

for statistical uncertainties and uncorrelated systematic
uncertainties. This form of the χ2 is used as standard in
HERA and ATLAS PDF fits [35,36,64].
The CTEQ-TEA and MSHT analyses use

χ2 ¼
XNpts

i¼1

0
B@Di − Ti þ

PNcorr
α¼1 Xi;αβi;αλαffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

δ2i;uncor þ δ2i;stat

q
Di

1
CA

2

þ
XNcorr

α¼1

λ2α; ð16Þ

when the individual correlated sources are provided. When
only the final covariance matrix Cij is available, they
instead compute

χ2 ¼
XNpts

i¼1

XNpts

i¼j

ðDi − TiÞðC−1ÞijðDj − TjÞ: ð17Þ

In all these fits, βi;α are published as percentage
correlation matrices that must be multiplied by a reference
value Xi for each data point when included in Eqs. (15) and
(16). In addition, the MSHT20aN3LO fit includes nuisance
parameters and the associated correlation matrices to
estimate theoretical uncertainty sources from the modeled
aN3LO ingredients—see [23] for details. The three groups
treat all correlated systematic uncertainties as multiplicative
ones, which amounts to setting Xi;α ¼ Ti for all α in the
above χ2 definitions. While such a prescription is not

unique, it helps to reduce the bias when the uncertainties
are dominated by statistical fluctuations [157–162]. It
should be kept in mind, however, that the true Xi;α are
generally unknown, reflecting the broad challenges in the
modeling of the LHC systematic uncertainties (see Sec. 5.A
in [156]), and other biases can be present, especially when
the statistical errors are small compared to the systematic
ones. See the discussion of this point in Ref. [162].

C. Tolerance conventions

The L2 sensitivity SHf;L2
in Eq. (5) is proportional to the

PDF uncertainty δHf, and hence its magnitude reflects the
tolerance prescription for constructing the Hessian eigen-
vector sets. These prescriptions get elaborate and nonuni-
form in the published PDF ensembles and may reflect the
asymmetric behavior of the uncertainties, parametrization
and scale dependence, and other nontrivial features. For
the comparisons of the L2 sensitivities, it is desirable to
follow a simple and identical tolerance prescription for all
compared fits.
In this regard, we choose the global tolerance with T2 of

about 10 for the presented comparisons, as it amounts to
generating all eigenvector sets with Δχ2 ≈ 10 and can be
easily implemented in the fit and related to the LM scans,
as discussed in Sec. II C. The value of Δχ2 ¼ 10 is low
enough to suppress nonlinear deviations from the L2

sensitivity formula.
Furthermore, the actual tolerances in the ATLASpdf21

and MSHT20 fits are close on average to the global Δχ2 ¼
10 tolerance. From the ATLASpdf21 NNLO analysis, we
take the Hessian eigenvector sets with t2 ¼ 9. We include
only the error sets corresponding to the experimental
uncertainties and not to the model and parametrization
uncertainties, because when tolerance t ¼ 3 is used, the
model and parametrization uncertainties are relatively
small. Here and in the following, the lowercase “t”
indicates that the displacements of the eigenvector sets
from the best-fit set were computed using the idealized
Gaussian χ2 arising in the diagonalization of the Hessian
matrix. The uppercase “T” indicates that the displacements
are computed using the actual χ2, which includes some
nonquadratic terms and is mildly asymmetric. The T and t
criteria are generally close but not identical.
The MSHT20 fits by default apply the “dynamic

tolerance” procedure, based on a weaker hypothesis-testing
criterion and described in more detail in [8,21,101]. This
enlarges the uncertainties beyond the Δχ2 ¼ 1 definition to
account for dataset tensions, as well as potential mismatch
of data and theory due to imprecision in the theory or
parametrization and experimental measurements. This
procedure may be too complicated when calculating the
L2 sensitivity, so for this study the MSHT group provides
additional Hessian sets that are computed with a fixed
tolerance of T2 ¼ 10. The resulting PDF errors are rather
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close to the ones obtained by applying the dynamic
tolerance of MSHT.
While the aN3LO central PDFs include the estimated

N3LO corrections, in the plotted aN3LO uncertainties
and sensitivities, we exclude the contributions from the
eigenvector sets due to the nuisance parameters that
correspond to the theoretical uncertainty from the remain-
ing ambiguities in the N3LO (and implicitly higher-order)
ingredients. This is done to provide the most like-for-like
comparison with the other PDF ensembles, which do not
include such theoretical uncertainty. As observed in [23],
the neglected error sets are in general subleading and do not
significantly modify the outcomes for the purposes of the
current study.
Finally, the CT18 error sets are determined using a

two-tier (globalþ dynamic) tolerance that accounts for
experimental, parametrization, and methodological uncer-
tainties and results in error bands that are wider than with
the T2 ¼ 10 tolerance. It was easy, however, to obtain a
special set of CT18 eigenvector sets corresponding to the
global T2 ¼ 10.

IV. SENSITIVITIES FOR NONGLOBAL FITS

With the background given in the previous sections, we
can now analyze the Hessian sensitivities of the selected
PDF ensembles and even compare L2 sensitivity patterns
obtained with ensembles from various groups. In this
section, the sensitivities will highlight the prominent
features of the fits that are based on specific datasets, like
the ATLASpdf21 fit [20] that is dedicated to HERAþ
ATLAS data, Sec. IVA. Another class of fits that we
consider here is the so-called reduced fits, Sec. IV B.
Examples of such fits were proposed in the context of
the PDF4LHC21 benchmarking exercise [18,111].
The full collection of the figures is available at the

companion website [30], showing L2 sensitivities to PDFs
and PDF combinations [163] and for individual fitted
experiments [164].

A. Sensitivities for ATLAS fits

We begin by comparing the χ2E values and the L2

sensitivity variable for the three classes of data, HERA,
ATLAS W, Z 7 TeV and ATLAS tt̄ 8 TeV, within
the three fits (HERAPDF2.0NNLO, ATLASepWZ16 and
ATLASepWZtop18) summarized in Sec. III A 1. Table V
gives the χ2E values and number of data points, Npts, for data
sets entering each of the ATLAS fits. Note that not all data
sets enter every fit. If a data set is not fitted, its values are
printed in italics. Note also that the number of data points
for a particular data set may differ according to the PDF fit
under consideration. Comparing the χ2 values among the
fits shows how fitting improves the description of these
data. Inclusion of additional data sets may also degrade the

description of data already in the fit, revealing tensions
among the data sets.
The χ2E value of the HERA data (160) within the

HERAPDF2.0NNLO fit is higher than ideal, but it is
similar in value to that in the CT18 and MSHT20 fits.
However, it is significantly reduced in the ATLASepWZ16
and ATLASepWZtop18 fits because of the harder Q2

cuts imposed on these HERA data: Q2 > 7.5 GeV2 for
the ATLASepWZ16 PDFs and Q2 > 10 GeV2 for the
ATLASepWZtop18 PDFs. These cuts avoid data for which
low-x higher-twist effects or lnð1=xÞ resummation may be
important.
The χ2E value of the ATLASW;Z 7 TeV data (68) is very

high for the HERAPDF2.0NNLO fit, reduces in the
ATLASepWZ16 fit (as the W, Z dataset is now a part of
the fit), and reduces further in the ATLASepWZtop18 fit, in
which the six data points from the low-mass Drell-Yan data
are removed due to poor understanding of their electroweak
radiative contributions.
The χ2E values of the ATLAS tt̄ 8 TeV data (7) are not

very high, even for PDFs that are not fitted to the data.
There is no tension between the tt̄ data included in the
ATLASepWZtop18 fit and the HERA data or the W,
Z data.
The features of the fits revealed above using the χ2E

values are much more clearly seen in the L2 sensitivity
plots. Figure 6 compares the L2 sensitivities for the gluon
PDF in the HERAPDF2.0NNLO, ATLASepWZ16, and
ATLASepWZtop18 fits for the three datasets: HERA
combined inclusive DIS data (ID ¼ 160); ATLAS W,Z
7 TeV data (68); ATLAS tt̄ 8 TeV data in leptonþ jets and
dilepton channels (7). Note that the sensitivity to the
ATLAS W, Z data for the HERAPDF2.0NNLO fit is very
large and has been divided by a factor of 10 for display.
These large sensitivities are dramatically reduced when
the W, Z data are fitted. Then one can observe that the
HERA data and the tt̄ data pull against each other in the

TABLE V. χ2E values, and number of data points, Npts, for the
HERA combined, ATLAS W;Z 7 TeV and ATLAS tt̄ datasets as
predicted by each of the PDFs HERAPDF2.0NNLO, ATLAS-
epWZ16, ATLASepWZtop18. If a dataset is not used in the PDF
fit, then its values are in italics.

PDF Dataset χ2E Npts

HERAPDF2.0 HERA Iþ II combined 1363 1145
ATLASepWZ16 HERA Iþ II combined 1213 1056
ATLASepWZtop18 HERA Iþ II combined 1149 1016

HERAPDF2.0 ATLAS W,Z 7 TeV 384 61
ATLASepWZ16 ATLAS W,Z 7 TeV 108 61
ATLASepWZtop18 ATLAS W,Z 7 TeV 79 55

HERAPDF2.0 ATLAS tt̄ 8 TeV 31 20
ATLASepWZ16 ATLAS tt̄ 8 TeV 19 20
ATLASepWZtop18 ATLAS tt̄ 8 TeV 17 20
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ATLASepWZ16 fit, with the tt̄ data favoring a harder gluon
at high x. Once the tt̄ data are fitted in the ATLASepWZ18
fit, the gluon becomes harder, and the magnitudes of
sensitivity for these data decrease. One can also observe
the change in sensitivity to the HERA data between
these two fits, where sensitivity to the gluon at low x is
decreased when the harder Q2 cut is imposed in the
ATLASepWZtop18 fit. Although there are subtle changes
in the pulls of the datasets between the two ATLAS fits, no
significant tensions between the ATLAS datasets and the
HERA dataset are evident. As we commented earlier, the
sensitivity quantifies such tensions, while the HERA DIS
dataset is in a good agreement with the PDFs in this case
and imposes strong constraints on them.
Figure 7 compares the L2 sensitivities for the stran-

geness PDF in the HERAPDF2.0NNLO, ATLASepWZ16
and ATLASepWZtop18 PDFs for the same datasets.
Again the sensitivity to the ATLAS W, Z data in the
HERAPDF2.0NNLO fit is reduced by a factor of 10 for

display. Clearly the ATLAS W, Z data show preference
to increase the strangeness PDF of HERAPDF2.0, par-
ticularly at x ∼ 0.01. This was confirmed when the data
were fitted. There are no large sensitivities remaining in
the ATLAS PDFs, although there are subtle changes of
sensitivity shape and sign between the two fits.
Now we consider the L2 sensitivity for the most com-

plete ATLAS fit to date, ATLASpdf21, which includes all
the datasets listed in Table I. We first plot the sensitivities to
the gluon and strange PDFs for six most sensitive experi-
ments in Fig. 8. It turns out that, whatever the PDF flavor
(including u and d flavors, not shown), the most sensitive
experiments are the ATLAS 7 TeVW, Z, the ATLAS 8 TeV
Z3D data, HERA combined data, the ATLAS 8 TeV W
data, the ATLAS 8 TeV V þ jets data, and the ATLAS
8 TeV inclusive jet data. The tt̄ data and the direct photon
data have smaller sensitivities and so are not shown. For the
gluon, the ATLAS 7 TeV W, Z data are the most sensitive,
and we observe the opposing, though weaker, tendency of

FIG. 6. L2 sensitivity for HERA, ATLASW;Z 7 TeVand tt̄ 8 TeV datasets for the gluon atQ ¼ 2 GeV in the fits: left, HERAPDF2.0;
middle, ATLASepWZ16; right, ATLASepWZtop18. In the left panel for HERAPDF2.0, the ATLASW, Z sensitivity is divided by ten.

FIG. 7. Same as Fig. 6, for the strangeness PDF.
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the ATLAS 8 TeV Z3D data. For the strangeness, we again
see the opposing tendencies of ATLAS 7 TeV W, Z and
ATLAS 8 TeV Z3D data, with ATLAS 7 TeVW, Z favoring
more strangeness at low x, and ATLAS 8 TeV Z3D data
favoring less with almost equal weight. It is interesting that
these data are in agreement at x ∼ 0.02 for Q ¼ 2 GeV,
since this is approximately the x and Q2 values at which
ATLAS chose to illustrate the ratio of strangeness to light
quarks. Above this x value, the opposition persists but is
much weaker until x > 0.5, where ATLAS 7 TeVW, Z data

and ATLAS 8 TeV V þ jets data favor less strangeness but
are opposed by HERA combined data, ATLAS 8 TeV W
data and ATLAS 8 TeV inclusive jets data.
In Fig. 9, we show the sensitivities to the strangeness

ratio 2sðx;QÞ=ðūðx;QÞ þ d̄ðx;QÞÞ at Q ¼ 2 GeV and
Q ¼ 100 GeV. We again see the opposing tendencies of
ATLAS 7 TeV W, Z and ATLAS 8 TeV Z3D data, with
ATLAS 7 TeV W, Z favoring a higher strangeness ratio at
low x, and ATLAS 8 TeV Z3D data favoring a smaller ratio
with almost equal weight. As we saw for the strangeness

FIG. 8. L2 sensitivity for all datasets in the ATLASpdf21 fit: gluon (left), strange (right).

FIG. 9. L2 sensitivity for all datasets in the ATLASpdf21 fit for the strangeness ratio 2sðx;QÞ=ðūðx;QÞ þ d̄ðx;QÞÞ:Q ¼ 2 GeV (left),
Q ¼ 100 GeV (right).
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PDF, these experiments are in agreement for x ∼ 0.02. The
picture at low scale Q ¼ 2 and at high scale Q ¼ 100 GeV
is very similar, with the shapes moving to lower x, as
expected by QCD evolution.

An alternative way to look at the sensitivities is to plot
the sensitivity to each experiment for all the PDF flavors.
This is shown in Fig. 10 for the ATLAS 7 TeV W, Z data
and the ATLAS 8 TeV V þ jets data.

FIG. 11. The ratio of HERAPDF2.0 (red) and ATLASpdf21 (blue) taken to the central PDF of HERAPDF2.0 for g, s, ū, and d̄ PDFs at
Q2 ¼ 4 GeV2. The HERAPDF band represents the full uncertainty (EIGþ VAR) for T ¼ 1. ATLASpdf21 is given for the tolerance
of T ¼ 3.

FIG. 10. The L2 sensitivities to all PDF flavors in the ATLASpdf21 fit for the ATLAS 7 TeVW, Z data (left), ATLAS 8 TeV V þ jets
data (right).
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The ATLAS 7 TeVW, Z data are quite strongly sensitive
to the gluon as well as to the strange PDF at x < 0.05, to d
and (to a lesser extent) u at high x. The ATLAS 8 TeV
V þ jets data are sensitive both to the gluon (mostly due
to Z þ jets data) and to the strange PDF (mostly due to
W þ jets data) at high x, wanting both smaller high-x gluon
and smaller high-x strangeness. A consequence of the
smaller high-x strangeness is also a larger high-x d̄, as
discussed in Ref. [65].

The L2 sensitivities for the ATLAS fits thus illustrate
how large sensitivity to a dataset is evident before it is
fitted, how sensitivity is reduced if a good fit is made to
these data, and how smaller residual tensions between fitted
datasets can be made evident. More information can be
gained by the use of the online plotter [30]. The trends
described above, of adding ATLAS data to the HERA data,
can be observed in the comparison plot for the HERA and
ATLASpdf21 ensembles themselves, Fig. 11.

FIG. 12. Sensitivities for the CT180, MSHT20, and ATLASpdf21 nonglobal fits for HERA DIS dataset (left column, Q ¼ 2 GeV in
Sf;L2

) and ATLAS 7 TeV W; Z dataset (right column, Q ¼ 100 GeV).
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B. Sensitivities for reduced benchmarking fits

Section III A 5 summarized the CT180 and MSHT20
reduced fits that led to the PDF4LHC21 combination
[18,111]. These two analyses based on the Hessian meth-
odology show little differences in their central values as
well as in the magnitude of their uncertainties, as can be
appreciated in, e.g., Figs. 3.4, 3.5 of Ref. [18]. The L2

sensitivity technique was used to aid selection of the
optimal common dataset for the benchmarking exercise,
and it motivated dedicated studies for specific data, see
Appendices C and D of Ref. [18]. In this section, we
illustrate the insights that can be gleaned about the reduced
fits from the plots of their sensitivities collected on the
online plotter [30].
Figure 12 shows the L2 sensitivities for the HERA

combined DIS and ATLAS 7 TeV W; Z [2016] datasets in
the CT180, MSHT20 reduced fits and the ATLASpdf21 fit.
The PDF factorization scales in Sf;L2

are set to Q ¼ 2 and
100 GeV for the HERA DIS and ATLAS W, Z datasets,
respectively. Qualitatively, the shapes of the sensitivities are
more similar between the CT180 and MSHT20 reduced fits
than in the full fits. The differences in the magnitudes of
sensitivities are more pronounced. Attention must be paid
to the ranges of sensitivities on the vertical scales that are
not the same across the figures.
The HERA data (lhs) impose a pronounced preference

for a higher gluon at x < 0.02 in all three nonglobal fits. At
higher x, the ATLASpdf21 fit still mostly prefers a larger
gluon, in reflection of having less data sensitive to the gluon
at high x. In both the CT180 and MSHT20 reduced fits, on
the other hand, the HERA data prefer a suppressed gluon at
x ¼ 0.02–0.2, and in the MSHT20 reduced fit a smaller
gluon is preferred above x ¼ 0.2 as well, which is in the

pattern that is not dissimilar to the differences in the
sensitivities of the HERA heavy-quark cross sections in
the full fits in Fig. 5. As the reduced analyses fit the same
HERA data, the behavior of sensitivities may thus reflect
methodological differences among the CT180 andMSHT20
reduced fits, such as their different heavy-quark schemes
and gluon parametrization forms.
The pulls on the strangeness from ATLAS 7 TeV W, Z

data (rhs) favor larger strangeness at intermediate x for both
CT180 and MSHT20 reduced fits. This pull is reduced in
the ATLAS fit, in which these data exert the dominant
influence on strangeness, and the strangeness PDF has
maximally increased to reflect this. For the reduced fits, this
strong pull on the strangeness is opposed by the NuTeV
data, as shown in Appendix D of Ref. [18]. The variations
between the pulls for the large-x gluon and strangeness go
hand in hand.
In Fig. 13, we show the L2 sensitivities to the gluon at

Q ¼ 2 GeV for the CT180 and MSHT20 reduced fits. The
sensitivity to the ATLASpdf21 gluon PDF is shown in
Fig. 8. The orders of magnitude of SHf;L2 are comparable for
the two reduced ensembles. However, ATLASpdf21 shows
slightly larger values for the single sensitivities, the
dominant one coming from the high precision ATLAS
7 TeV W; Z measurement. Global features of the pulls are
similar for the three ensembles for, e.g., the HERA
combined data, for which the negative pull at small x,
favoring a larger gluon PDF, is larger for the reduced sets
than for ATLASpdf21, because of the relative dominance
of the HERA data in the ATLAS fit, which has already
adjusted to reflect this. Here, both CT180 and MSHT20
reduced fits show counterbalancing pulls on the gluon from
the CMS 8 TeV jet data (labels 73 and 545), with the

FIG. 13. Sensitivities to the gluon PDF at Q ¼ 2 GeV in the CT180 and MSHT20 reduced fits. The equivalent for ATLASpdf21 is
given in Fig. 8.
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ATLASW; Z dataset 248 exerting an additional downward
pull in the case of CT180.
On the other hand, at x > 0.1, MSHT20red is still pulled

downward mostly by the HERA combined data (160),
while BCDMS data on F2;p (1) and CMS 8 TeV jets exert
the main opposing upward pulls. In the CT180 case,
however, the BCDMS F2;p pull (101) at large x is down-
ward and dominates over the weakened HERA DIS pull
(160) of the same sign. The pull of the CMS 8 TeV jets
continues to be consistently upward for CT180.
The PDF4LHC21 document [18] noted this pronounced

agreement of the pulls by the CMS 8 TeV jets between
two reduced fits. The respective plot for the L2 sensitivity
was shown at 2 GeV in Fig. D1 of [18]. Already the early
PDFSENSE study [5] pointed out the prominence of con-
straints from the CMS jet production revealed by the
sensitivity method. Namely, this dataset dominates the pulls
for the gluon and charm PDFs, resulting in smaller values of
both PDFs at x ∼ 10−3 as well as in the valence region, but
larger gluon and charm PDFs at x ∼ 0.05–0.1. The corre-
sponding plots for the full fit are shown in Sec. VII (see
Fig. 21), where we observe the opposite trend between
reduced and full fits for both MSHT20 and CT18, none-
theless its pulls remain in excellent agreement also between
the full fits. The difference between the reduced and the full
fits shows that, for the CMS 8 TeV jet dataset, the L2

sensitivity is most influenced by the competing pulls of the
other input datasets rather than the functional form. A
counterexample is seen for in the gluon sensitivities of
Fig. 13, where the differing contributions of the HERA
combined data to the MSHT20 and CT180 reduced fits
(which use the same datasets) highlights the remaining
differences between the reduced fits, including, for example,
the functional form and heavy-quark scheme.

V. SENSITIVITIES FOR CT18, CT18AS, AND
CT18AS_LAT FITS

As we summarized in Sec. III A 2, the comprehensive
CT18 NNLO study [17], published by the CTEQ-TEA
collaboration in early 2021, has extensively employed the
L2 sensitivities in the prefit and postfit investigations of the
constraints from the experiments. The CT18 website [81]
collects 340 plots of L2 sensitivities for the individual
experiments, PDF flavors, PDF combinations, and parton
luminosities at the LHC in the CT18 and C18Z NNLO
analyses. Many of these results are discussed in the CT18
publication. Complementary insights were gained from
visualizations of L1 sensitivities of individual data points
using the PDFSENSE program [5] and the CT14HERA2
NNLO ensemble (the immediate predecessor of CT18),
with the resulting figures collected online at [165]. The
PDFSENSE results were especially helpful for charting the
global map of sensitivities of the fitted experiments to
the PDF flavors [5] and to PDF combinations and Mellin
moments that can be computed on the lattice [6].

This article and its companion website [30] reproduce
many Sf;L2 plots from the CT18 NNLO analysis [17,81] in
the format that facilitates the comparisons against the other
PDF ensembles. Examples include Fig. 5 for HERA I charm
production, Fig. 21 for CMS 8 TeV inclusive jet production,
Fig. 22 for ATLAS and CMS 8 TeV tt̄ production
(IDs ¼ 580 and 573), Fig. 23 for the combined HERA Iþ
II DIS (ID ¼ 160), Fig. 25 for ATLAS 7 TeV W; Z
production (ID ¼ 248), and Fig. 27 for E866 pd=pp ratio;
as well as plots for the LHCb W; Z production, and DØ
charge asymmetry in the SupplementalMaterial [166]. These
figures are discussed later in their respective sections.
In addition to the experiment-by-experiment plots of L2

sensitivities, we provide cumulative figures of sensitivities
of the leading experiments to specific PDF flavors or
PDF combinations, such as the valence PDFs qVðx;QÞ≡
qðx;QÞ − q̄ðx;QÞ and PDF ratios faðx;QÞ=fbðx;QÞ. We
already discussed such Fig. 3 for the CT18 NNLO
sensitivities to the gluon. As another illustration, consider
Figs. 14–16 comparing Sf;L2 for quark and antiquark PDFs
between the CT18, CT18As, and CT18As_Lat PDF
ensembles. We expect, and the sensitivities reflect it, that
the primary differences between CT18 and CT18As_Lat
arise in the (anti)quark flavor separation. The CT18A PDF
ensemble is identical to CT18 but includes ATLAS 7 TeV
W; Z precision data, which show sizable tension with other
datasets, such as the HERA Iþ II DIS combined data and
NuTeV dimuon data [17]. On top of that, the CT18As fit
also adds degrees of freedom in the strangeness para-
metrization to allow s to be not equal to s̄ at the initial scale
Q0 ¼ 1.3 GeV. This choice slightly reduces the above-
mentioned tension [22]: the sðs̄Þ PDF error band becomes
larger in comparison with the analogous CT18A PDFs.
Through a feedback loop in the fit, the additional freedom
in CT18As also enlarges the dðd̄Þ error bands. The PDF
ratio d̄=ū is also modified.
The CT18As_Lat fit [22] further includes lattice data

[100] to constrain the strangeness asymmetry in the large-x
region, 0.3 < x < 0.8. The lattice s− data modifies both the
central fit and the error bands of Rs and s−ðxÞ. The Rs
of CT18As_Lat gets higher (closer to that of MSHT20
and NNPDF4.0). The strangeness asymmetry s− of
CT18As_Lat is thus closer to zero at large x than those
of CT18As, MSHT20, and NNPDF4.0.
But how exactly are these changes distributed among the

flavors, pulls of datasets, and as a function of partonic x?
This question is answered by plotting the L2 sensitivities. In
the upper right panel in Fig. 14, we see that the ATLAS
7 TeV WZ dataset (248) in the CT18As_Lat fit prefers a
higher s PDF than the other datasets at x ≈ 0.02 and
actually along the whole x range. This preference is
discussed at length in Ref. [17]. We further see that the
pattern of leading sensitivities in CT18 NNLO shown in the
upper left panel has been modified in CT18As_Lat. For
example, while in CT18 NNLO the NuTeV dimuon
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experiments (124 and 125) both prefer lower strangeness,
but at somewhat different x, and the E866pp Drell-Yan
production moderately prefers to increase it, in the
CT18As_Lat case the pulls of the NuTeV neutrino and
antineutrino datasets become more alike at x < 0.1; at
x > 0.1, the NuTeV ν dimuon dataset (124) develops a
preference for a higher s that is largely canceled by the
opposite pull by CCFR ν̄ dimuon set (127).
The CT18As and CT18As_Lat sensitivities available

from the website clarify how these modifications emerge
through the triple effect of including the ATLAS W; Z
dataset, releasing the s ≠ s̄ condition (which substantially

modifies the flavor composition in CT18As), and including
a lattice constraint on the magnitude of s − s̄ (which partly
offsets the previous effect). The lower two figures in Fig. 14
compare Sf;L2 for the ðs − s̄Þ=ðsþ s̄Þ asymmetry of
CT18As and CT18As_Lat sets. In the CT18As case,
without the lattice constraints on s−, the pulls on the
strangeness asymmetry by CCFR inclusive (110) and ν̄
dimuon (127) datasets, together with the same-sign pulls of
E866pp (204) and LHCb 7 and 8 TeV W; Z (258), are
counteracted by the strong pull by the NuTeV ν̄ dimuon
data (125). For CT18As_Lat, these sensitivities are sub-
stantially rebalanced by the lattice constraints on s − s̄,

FIG. 14. Upper: sensitivities to the strangeness PDF for CT18 and CT18As_Lat NNLO fits with T2 ¼ 10 at Q ¼ 2 GeV, shown for
the six most sensitive experiments. Lower: sensitivities to the strangeness asymmetry ðs − s̄Þ=ðsþ s̄Þ for CT18As and CT18As_Lat
NNLO. (Notice that the color code and the ranges of the vertical scale vary between the plots.)
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which is included in the figures together with the con-
tributions of normalizations for fixed-target experiments
(ID ¼ 701). While the latticeþ normalizations prefer a
smaller asymmetry at x > 0.1, they have to compensate by
preferring a larger asymmetry at x < 0.1 to satisfy the net
absence of strangeness in the proton,

R
1
0 s−ðx;QÞdx ¼ 0.

The pull of the lattice s− data is offset by the ATLASW; Z,
NuTeV, and BCDMS Fp

2 curves over a large span of x. (The
sensitivity of the ATLAS 7 TeVW; Z data to s− is small in
the CT18As case without the lattice data.)
Figure 15 illustrates the six strongest L2 pulls on the

up-valence PDF at Q ¼ 2 GeV. In the CT18 NNLO fit

(left panel), over most of the x range we see the interplay
of opposing pulls from the BCDMS Fp

2 (101) and E866
Drell-Yan pp cross section (204), joined by a tug of war
between CCFR xF3 (111) and the LHCb W; Z production
(245 or 258) datasets over a wide x range. When ATLAS
7 TeV W;Z data are added in the CT18As_Lat in the right
panel, it partly offsets the pulls of LHCb (258) at x < 0.2,
with HERA DIS (160) and NMC d=p ratio (104) offering
additional opposing pulls. These figures can be compared
with the L2 sensitivities for MSHT20 uV PDFs in Fig. 19,
showing a similar behavior of the L2 sensitivity for HERA
DIS as in CT18As_Lat, as well as more prominent roles of

FIG. 15. Sensitivities to the valence PDF uV ¼ u − ū for CT18 NNLO (left) and CT18As_Lat NNLO (right) at Q ¼ 2 GeV.

FIG. 16. Sensitivities to the ratio d̄=ū for CT18 (left) and CT18As_Lat (right) NNLO fits at Q ¼ 2 GeV.
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BCDMS Fp
2 and Fd

2 datasets (101 and 102), and of the DØ
Run-2W boson-level asymmetry that is not included in
CT18 fits.
In the same vein, the d̄=ū sensitivities for the CT18 and

CT18As_Lat fits shown in Fig. 16 can be compared against
the MSHT20 ones in Fig. 20. Overall, the ratio of pd and
pp Drell-Yan cross sections in the E866/NuSea experiment
(ID ¼ 203 for CT and 13 for MSHT) prefers a lower d̄=ū
ratio across the majority of the x range. The exception is the
pronounced preference for a higher d̄=ū at x ¼ 0.04–0.2 in
CT18 (x ¼ 0.07–0.3 in CT18As_Lat). This E866 pull is
balanced by a combination of HERA DIS, NMC d=p ratio,
BCDMS Fp

2 , and LHC 8 TeVW; Z pulls in the CT18 case.
For CT18As_Lat, the E866 pull toward smaller d̄=ū
at 0.01 < x < 0.07 is amplified and nearly completely
opposed by an upward preference for d̄=ū arising from
the ATLAS 7 TeVW; Z dataset. In both the CT and MSHT
cases, a variety of vector boson production experiments
at the Tevatron and LHC have sensitivity to d̄=ū. The
(not fitted) E906/SeaQuest experiment included in the
CT18As_Lat analysis largely opposes the preference of
the E866 ratio for diminished d̄=ū at x > 0.2.

VI. SENSITIVITIES FOR THE MSHT20 FITS

In this section, we present some results comparing
the L2 sensitivities for the MSHT20 NNLO and aN3LO
PDFs, showing the improvements that are obtained in
some cases at aN3LO. First, in Fig. 17 we compare the
sensitivities for the gluon. AtNNLOwe see this is dominated
by the ATLAS Z pT data, which are also comparatively
poorly fit according to the χ2 value presented in [21]. A
similar pattern in the shape of the sensitivities is observed at

aN3LO, although their amplitudes are substantially reduced,
typically being less than a half of that at NNLO. It is also
observed in [23] that it has a substantially reduced χ2,
corresponding to a better fit quality at aN3LO. At NNLO,
there are large corrections for these precise ATLAS Z pT
data so significant changes at aN3LOmay well be expected.
The sensitivity to the HERA combined structure function
data at NNLO is also verymuch reduced at aN3LO,with this
set no longer in the top six datasets shown in Fig. 17.
Tensions between these two datasets at NNLO are largely
eliminated at aN3LO. At the PDF level, the better agreement
between the two experiments is accompanied by some
rearrangement of the gluon and quark PDFs at aN3LO in
the relevant x region of about 0.01. The sensitivities of the
CMS 8 TeV jet data and NMC Fd

2 data do not change much
and are even enhanced slightly when going to aN3LO (note
the different axes scales), showing that inclusion of the
approximate N3LO corrections do not help with the tensions
for these sets. However, overall, at NNLO the tension is
overwhelmingly between ATLAS Z pT data and other
datasets, whereas at aN3LO the overall tension between
different datasets is much reduced and more evenly spread,
though ATLAS Z pT data and CMS 8 TeV jet data are still
quite directly in conflict.
Next, in Fig. 18 we compare the results for the strange

quark. Here, despite no very obvious direct reason for
sensitivity, we see the NNLO fit displays significant sensi-
tivity again to the ATLAS Z pT data, showing the general
issues in fitting these data atNNLO. This is absent at aN3LO.
Similar sensitivity is seen in both PDFs for the NuTeV
dimuon data and the ATLAS 7 TeVW, Z data, which pull in
the same direction at high x but oppose at lower x. However,
at NNLO these are in tension with ATLAS Z pT data, while

FIG. 17. L2 sensitivities showing the six most sensitive datasets for the MSHT20 NNLO and MSHT20aN3LO gluon PDFs.
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at aN3LO it is largely with CMS W þ c data, which favors
a slightly reduced strangeness over most of the x range.
This may be caused by minor issues in the aN3LO fit due
to relatively little knowledge of the theory cross section
beyond NLO, and also likely due to the larger strange quark
at aN3LO.
In Fig. 19,we compare the results for the upvalence quark.

Again we see that the NNLO fit displays some significant
sensitivity to the ATLAS Z pT data, which disappears at
aN3LO. Beyond this, there are similar behaviors at NNLO
and aN3LO for the HERA combined structure function data
and the BCDMSFp

2 data, which are two of themost sensitive

sets. This is because the aN3LO fit has smaller impact at high
xwith respect to theNNLOfit and does not significantly alter
the details of flavor decomposition. Overall the uV quark is
well constrained, with no very large tensions between data-
sets. Indeed, all sensitivities across the whole range of x are
≲5 units. The degree of tension is not obviously further
reduced at aN3LO.
Finally, in Fig. 20 we compare the results for the d̄=ū

antiquark ratio. Here we might expect little impact from
aN3LO corrections. Indeed this is largely the case. In both
cases the E866 Drell-Yan ratio data and the ATLAS 8 TeV
W data provide constraints at primarily large and small x,

FIG. 18. L2 sensitivities showing the six most sensitive datasets for the MSHT20 NNLO and aN3LO strange PDFs.

FIG. 19. L2 sensitivities showing the six most sensitive datasets for the MSHT20 NNLO and aN3LO uV PDFs.
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respectively. The former favors a reduced d̄=ū at large x
(i.e., a larger asymmetry with d̄ < ū at large x), while the
latter favors an enhanced d̄=ū at small x. This differs
slightly from the observations made for CT18 in Fig. 16
where it was observed that the E866 Drell-Yan ratio data
had sensitivity of −9 units (positive pull on the isospin
asymmetry ratio) in the region 0.04 < x < 0.2. These
differences partly reflect differences in parametrization
choices, with MSHT employing a more flexible para-
metrization at high x and in turn obtaining a smaller
d̄=ū; see Fig. 28 and its discussion in the next section.
However, a tension exists between these E866/NuSea
Drell-Yan data and the (not fitted) E906 Seaquest data in
pulls on d̄=ū at high x, which is visible in Fig. 16 (right),
with the latter favoring instead an increased d̄=ū. In
MSHT20, the remaining datasets showing sensitivity to
this PDF ratio include, once again, some ATLAS Z pT
sensitivity at NNLO, which is absent at aN3LO. At NNLO,
there is also some (small) tension between HERA structure
function data and ATLAS 8 TeV Z data at small x, with
each showing pulls in opposite directions on the d̄=ū with
sensitivities of around five units. This is absent at aN3LO,
but replaced, to a lesser degree, by a smaller ATLAS 7 TeV
W, Z and DØ electron asymmetry data tension. In general,
only small tensions (≲5 units) exist at each order, and at
both orders the E866 Drell-Yan ratio data provides the
dominant constraint at x > 0.1.

VII. COMPARING SENSITIVITIES OF
EXPERIMENTS AMONG DIFFERENT PDF FITS

Sections IV–VI provided examples of sensitivities com-
puted for the PDF sets of each participating group. We saw

that, among the PDFs of one group, the similarities were
maintained for the most influential datasets. At the same
time, various differences were also noted and could be
readily explained in some cases. We also saw that the
differences are even more pronounced when comparing
sensitivities to the same PDF flavor among the dif-
ferent groups, such as those in Secs. V and VI. These
differences partly reflect nonidentical choices in the data
selection and fitting methodologies reviewed in Sec. III.
In this section, we will further elaborate on representative
examples of differences and similarities among the PDFs
of different groups, this time focusing on the plots of
sensitivities to multiple PDF flavors for the shared
experimental datasets.
To start, we return to the example of the CMS 8 TeV jet

dataset, now showing L2 sensitivities for CT18 and
MSHT20 PDFs with T2 ¼ 10 at Q ¼ 100 GeV side by
side in Fig. 21.8 In the figure, one readily observes that this
dataset plays an important role for the gluon distribution
(the black solid curve) and the charm distribution (the
magenta dot-dot-dashed curve) that closely follows the
former. There is less sensitivity to (anti)quark PDFs, as
reflected by much weaker magnitudes of the other curves.
We already remarked in Sec. II D that the CMS 8 TeV jet
dataset plays an important role in constraining the gluon
distribution in the CT18 analysis. More remarkably, by
comparing the Sf;L2 patterns for the CT18As_Lat,
MSHT20 NNLO, and aN3LO PDFs, we now confirm a
very similar picture for these other PDF sets as well.

FIG. 20. L2 sensitivities showing the six most sensitive datasets for the MSHT20 NNLO and aN3LO d̄=ū PDF ratios.

8The CT18 NNLO and MSHT20 NNLO sensitivities at
100 GeV, here compared against CT18As_Lat NNLO and
aN3LO, have been also compared against the reduced fits in
Appendix D of Ref. [18].
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The sensitivities tell us that, for all four PDF ensembles,
at x ¼ 0.1 an increase of the value of the gluon PDF by one
sigma would be disfavored by up to ten units of χ2. A
smaller upward preference for the gluon at low x is another
common feature.
This is one of the rare patterns where very good agree-

ment is so apparent between the fitting groups. Note,
however, that, for both CT and MSHT, the pull on the
gluon from the CMS 8 TeV jet dataset is actually very
different to that seen in the reduced fits. For the latter, the
pulls on the gluon by the CMS 8 TeV jets can be seen in
Fig. 13: the reduced fits both display the opposite pattern in
the shape of the sensitivities across x, which in turn is tied
to a different magnitude of the gluon PDF. The magnitude
of the L2 pulls is slightly smaller in the reduced sets,
suggesting an improved agreement with the other datasets.
This example illustrates that the tension can be enhanced in
a global fit upon the addition of datasets to the reduced fit,
and the patterns of the pulls can change, too.
Other interesting observations about the gluon come

from the ATLAS and CMS tt̄ data, displayed in Fig. 22.
The top and middle plots concern the leptonþ jets tt̄ data
and reveal sensitivity to the gluon (and charm), at small and

valencelike regions in x, though at a smaller magnitude
with respect to the CMS 8 TeV jet dataset. The patterns
found by both CT18 and MSHT20 again agree between
each other but differ significantly between ATLAS and
CMS: their pulls on the gluon distribution at x > 0.05 are
opposite (see the upper and middle rows). These tt̄ data also
affect the ū and d̄ distributions at large x, but with weaker
pulls than other datasets. On the other hand, consistency of
the pulls by the dilepton tt̄ data from ATLAS and CMS at
8 TeV on the MSHT20 NNLO PDFs in the bottom row is
quite good: the pulls are similar in shape, albeit with
different magnitudes. Finally, the CT18 sensitivities to the
gluon at x ≈ 0.01 in the upper row of Fig. 22 are in
agreement, both in their magnitudes and signs, with the
weak preferences for a lower (higher) gluon exhibited by
the ATLAS (CMS) tt̄ datasets in the LM scan in Fig. 4,
where the respective curves have IDs 12 and 13.
The final dataset influencing the gluon PDF that we will

consider is the HERA combined DIS cross section data in
Fig. 23. As it happened with the 8 TeV CMS jet data, the
pulls by HERA combined data on the gluon distribution are
inverted when going from the reduced to the full CT18
NNLO set, whereas for MSHT20 they remain quite similar.

FIG. 21. Sensitivities of the CMS 8 TeV inclusive jet dataset for the PDFs with T2 ¼ 10 at Q ¼ 100 GeV. Top: CT18 and
CT18As_Lat at NNLO. Bottom: MSHT20 at NNLO and aN3LO.
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Indeed, for the global fits the trends of the pull on the gluon
from this dataset for CT18 and MSHT20 are distinctly
different, particularly at small x values. As already noted,
for MSHTaN3LO the trend is different to the NNLO fit and
smaller in magnitude, due to the different and reduced
tensions, while for the ATLASpdf21 NNLO set the pulls on
the gluon from the HERA data are smaller, reflecting the
dominant weight these data have in the ATLAS dataset.
Ultimately, the patterns of sensitivities to the gluon

reflect several factors, e.g., the shapes and flexibility of

the relevant PDFs, implementation of the theoretical cross
sections, and implementation of systematic uncertainties
for the considered experiment. Take, for instance, the gluon
PDFs for the corresponding PDF sets, shown in Fig. 24 at
Q ¼ 2 GeV in the left panel and as the ratios to the
MSHT20 NNLO gluon PDF at Q ¼ 100 GeV in the right
panel. Going back to the CMS 8 TeV jet data in Fig. 21, we
observed that NNLO PDFs predict very similar gluon
sensitivities at x > 0.02. In Fig. 24, we observe that the
NNLO gluon PDFs agree well at x > 0.02, and hence it is

FIG. 22. Sensitivities for ATLAS 8 TeV (left column) and CMS 8 TeV (right column) tt̄ datasets in the CT18 (upper row) and
MSHT20 (middle and lower rows) analyses at Q ¼ 100 GeV.
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not surprising that the sensitivities for the CMS 8 TeV jet
data in the respective CT18 and MSHT20 analyses (which
use close implementations of theoretical cross sections and
systematic errors in this case) also agree.
For the combined HERA DIS data in Fig. 23, we

pointed out large differences in the gluon sensitivities at
x < 0.1. For this experiment, the groups use different
heavy-quark schemes and χ2 definitions, while the inter-
play of the pulls from various x regions depends on the
assumed parametrization forms. (Recall that the MSHT
parametrization for the gluon is more flexible than the CT
one.) As influential are the shapes of the central PDFs,
which are distinctly apart at x≲ 10−3 in Fig. 24. In the
ATLASpdf21 case, the small-x region is affected by a cut of
Q2 > 10 GeV2 imposed on the fitted HERA data because
of doubts about the adequacy of NNLO DGLAP to
describe the HERA data at low x and Q below this cut.
The ATLASpdf21 PDFs are designed for use at higher x,
x > 10−4, and the absence of the low-x data explains
the reduction of the gluon at very small x and its
compensating enhancement at moderate x. The deviation
of the ATLASpdf21 from the others at the lowest x values
demarcates the region where low-x physics effects may
need to be considered.

Now turning to the sensitivities to (anti)quarks, it can be
seen in Fig. 23 that the HERA DIS data also have
significant pulls on PDFs other than the gluon. In particular,
they affect the up and down distributions. For CT18, the
data favors larger u and d PDFs at small- and mid/valence-x
values at Q ¼ 2 GeV, and smaller up distribution at very
large x. While the trend for the u PDF is also negative for
MSHT20 NNLO (bottom left), the pulls on the d distri-
bution are smaller and positive, though there is now more
pull on the strange quark. The magnitude of the pulls from
HERA DIS data for the u and ū of the MSHT20 L2 plots at
small x is similar to that of the gluon. The signs of pulls of
MSHT20aN3LO align quite well to those of CT18 NNLO
and MSHT20 NNLO, but are generally a little reduced.
Overall, as with the gluon, ATLASpdf21 shows less tension
with the HERA DIS data for the quarks, a consequence of
its smaller sample of datasets.
Another dataset that is known to be strongly constraining

the PDFs is the 7 TeVATLAS W; Z precision data. Its L2

sensitivity plots are shown in Fig. 25. Since the rapidity
dependence of these very precise data constrain the details
of the x dependence of all flavors of quarks, and hence, via
evolution, also the gluon, there are significant pulls on a
wide variety of PDFs. Indeed, the indirect gluon constraint

FIG. 23. Sensitivities of the combined HERA DIS data. Top left: CT18 NNLO, top right: ATLASpdf21 NNLO, bottom left: MSHT20
NNLO, bottom right: MSHT20aN3LO.
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does result in a noticeable set of pulls on this PDF,
generally opposing that from HERA data at small x,
particularly for ATLASpdf21. The very specific constraint
this dataset brings, though, is on the strange quark, which is
not directly constrained by most of the other datasets in a

global fit. In particular, it has long been known that NuTeV
and CCFR combined dimuon data favor a smaller strange-
ness at x ∼ 0.02, and historically this combination of data
has been the main constraint on the strange quark PDF.
However, this is now compensated by an upwards pull on

FIG. 25. Sensitivities of ATLAS 7 TeV W=Z data at Q ¼ 2 GeV: ATLASpdf21 NNLO (top left), CT18As NNLO (top right),
MSHT20 NNLO (bottom left), MSHT20aN3LO (bottom right).

FIG. 24. Comparison of the gluon PDFs. Left: absolute PDFs at Q ¼ 2 GeV shown for MSHT20 NNLO (purple, solid),
MSHT20aN3LO (green, dashed), CT18 NNLO (brown, dot-dashed) and ATLASpdf21 NNLO (orange, dotted). Right: ratios to
the central MSHT20 NNLO atQ ¼ 100 GeV. Notice that MSHT20aN3LO and CT18As_Lat are not displayed. All ensembles are given
for T2 ¼ 10 (t2 ¼ 9 for ATLAS).
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the strangeness (corresponding to negative L2 sensitivity)
from ATLAS 7 TeV W; Z over a generally wide range of x
values. This is evident for both the CT18As PDF set (the
default CT18 PDFs do not fit to this dataset—as apparent
from its reduced strangeness seen in Fig. 26) and the
MSHT20 sets (where there is also an opposing pull from
CMS 7 TeV W þ c data for MSHT20aN3LO). The pull
in the ATLASpdf21 sensitivity plot is much smaller at
relatively high x values, though is also negative at very
small x values, where these data are opposed by the 8 TeV
Z3D data, which has opposite tendencies.
A comparison of the distributions for total strangeness is

given in Fig. 26. All PDF sets are strongly influenced by the
ATLASW; Z data, and hence agree quite well in the region
covered by data. Noticeably there is a smaller strangeness
PDF for CT18 at x ∼ 0.01–0.1, mostly due to the absence
of the ATLAS W; Z dataset in the CT18 nominal fit, as
opposed to the CT18A(Z) alternative sets.
The final data we consider are the E866 fixed-target

Drell-Yan cross section ratios, σpd=σpp, for which the

corresponding sensitivity plots are shown in Fig. 27. The
CTEQ-TEA publications singled out the E866 ratio as a
small experiment that provides a particularly sensitive
probe of flavor-symmetry breaking in the quark sea at
high x, specifically by constraining d̄ðx;QÞ=ūðx;QÞ [or,
alternatively, d̄ðx;QÞ − ūðx;QÞ] above x ¼ 0.01 and at Q
of a few GeV. Indeed, the PDFSENSE analyses in Refs. [5,6]
noted that the E866 ratio is a top experiment in terms of the
sensitivity per data point, and it is especially valuable for
constraining a sea PDF combination that can be computed
on the lattice [6].
These observations remain partially true with respect to

the total sensitivity of the E866 ratio to individual PDFs
presented in Fig. 27. At x > 0.05—the region of kinematic
coverage by the experiment—the pulls in CT18 are in
opposing directions for the ū and d̄ flavors, while MSHT20
very predominantly prefers lower values of both d and d̄,
with weaker sensitivity to u and ū. (The overall pulls are not
large, but this is because this dataset has few points and
imposes a strong constraint on the central PDF, so little

FIG. 26. Comparison of the strangeness PDFs. Left: sþ s̄ PDFs shown for MSHT20 NNLO (purple, solid), MSHT20aN3LO (green,
dashed), CT18 NNLO (brown, dot-dashed), CT18As_Lat NNLO (blue, large dot-dashed), and ATLASpdf21 NNLO (orange, dotted).
Right: ratios to the central MSHT20 NNLO (MSHT20aN3LO and CT18As_Lat are not displayed, as their uncertainties are similar to
their corresponding nominal sets). All ensembles are given for T2 ¼ 10 (t2 ¼ 9 for ATLAS).

FIG. 27. Sensitivities of the E866 pd=pp Drell-Yan ratio at Q ¼ 2 GeV. Left: CT18 NNLO, right: MSHT20 NNLO.
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tension exists.) At least some of this difference is likely due
to the PDF parametrizations. Different flavor combinations
are parametrized at input by CTandMSHT, with the former
parametrizing ū and d̄ separately and requiring the asymp-
totic x → 0 or x → 1 behavior of ū and d̄ to coincide (see
Appendix C in Ref. [17]). This places some constraint on
d̄=ū at high x. Instead, MSHT effectively parametrizes the
sum and ratio d̄=ū, with the latter having a somewhat freer
high-x behavior as determined by the PDF fit. The plots
of d̄=ū in Fig. 28 show that consequently there is close
agreement between all PDFs below x ¼ 0.2, while substan-
tial differences persist at larger x with poor experimental
constraints. The E906/SeaQuest ratio largely compensates
the pulls of the E866 ratio in the CT18As_Lat fit; see Fig. 16
and Fig. SM.3 in the Supplemental Material [166]. Finally,
we note that theE866 sensitivities also propagate to x < 0.01
(beyond the actual kinematic reach), most likely through
extrapolation according to the given functional form. Here,
bothCT18 andMSHTPDF sets show a pull towards higher ū
compared to d̄. However, this derives mainly from pull on d̄
(and d) for CT18 and on ū (and u) for MSHT20.
The examples above illustrate how the sensitivities can

reveal subtle dynamics among the experimental constraints
in PDF fits. In the Supplemental Material [166], we collect
such comparisons for several other interesting experiments:
LHCb production of W, Z bosons at 8 TeV; DØ Run-2
charge asymmetry at the lepton and vector boson level;
additional plots of PDF ratios for the E866 and E906
measurements of σpd=σpp in Drell-Yan process; and tt̄
production datasets in the ATLASpdf21 analysis.

VIII. CONCLUSIONS

In this article, we explored a new statistical technique to
“look inside” theglobal fits that determine partondistribution
functions for a variety of applications. Such examinations are
important both for the PDF fitter and the PDF user, for
instance, to understand the role of each fitted dataset and
emergence of new constraints as more datasets are added.

Tools such as the LMmethod have been extensively used by
the PDF fitters for this purpose, but are not accessible to the
PDF user. In addition, the LM scan is CPU-intensive and is
limited to a single kinematic point at a time.
To elucidate these issues, authors of the ATLASpdf, CT,

and MSHT NNLO PDF ensembles have presented a study
using the L2 sensitivity method to explore the relative
importance of each dataset used in their PDF fits. The L2

sensitivity, or Sf;L2, can be easily computed using the
Hessian error PDFs published along with each central PDF
set. These error PDF sets are already extensively used in
calculations and comparisons at the LHC.
Sf;L2 estimates statistical pulls of one or several datasets on

the best-fit PDF at a particular x and Q point, parton-parton
luminosity, or another PDF-dependent quantity. It reflects
both the power of that dataset to constrain the PDF, i.e., its
statistical power in the fit, as well as the correlation between
the PDF and log-likelihood of the dataset. Unlike the LM
scan, the L2 sensitivity covers the entire partonic x range in
one (quick) evaluation. An examination of Sf;L2 indicates
which experiments are important in a given x range, and
which datasets are competing or in “tension”with each other,
i.e., one preferring to pull the PDF up (resulting in a negative
Sf;L2), and another preferring to pull it down (a positive
Sf;L2). Opposite pulls on the best-fit PDFs by the subsets of
global data are present in any analysis. Excessive pulls
indicate systematic disagreements, and Sf;L2 estimates the
degree of such tensions. The sum of all pulls, i.e., the values
of Sf;L2, should be close to zero according to the inequality
in Eq. (12). Checking this inequality in fact serves as a
validation test of the Hessian error set.While in this studywe
focused on special PDFs obtained with the simplified global
tolerance of about 10, the method works with the standard
error definitions as well.
The L2 sensitivity method is fast because it relies on the

linear approximation for the χ2 functions of individual
experiments in the close neighborhood of the global
minimum. For the experiments that are not perfectly

FIG. 28. Comparison of the d̄=ū PDF ratios. Left: absolute ratios of PDFs. Right: ratios to central MSHT20 NNLO. Color code and
legend as in Fig. 24.

XIAOXIAN JING et al. PHYS. REV. D 108, 034029 (2023)

034029-34



consistent, the linear pieces dominate their χ2 near the
global minimum. That said, it is not uncommon that a
highly constraining experiment agrees well with the best-fit
PDF and renders a low Sf;L2 value in some x region while
still imposing strong constraints on the net PDF uncertainty
via quadratic and higher-order terms. This has been
illustrated by the influence of the CMS 8 TeV jets dataset
on the gluon PDF at x ¼ 0.01 vs x ¼ 0.3 at Q ¼ 125 GeV
in Sec. II D. The L2 sensitivity, in its role of the linearized
indicator of the local agreement among the experiments,
thus offers a tool that complements the methods testing
quadratic dependence.
The nonlinear χ2 contributions become numerically

important when some error sets substantially deviate from
the global minimum. This happens when the L2 sensitivity
is computed using Monte Carlo replicas, as discussed in
Sec. II B. The Appendix shows how to organize sampling
of Monte Carlo replicas in many parameter dimensions to
prevent large deviations from the global minimum and
obtain meaningful sensitivities.
In this work and on the companion website [30], we

compare L2 sensitivities from the non-global and global
Hessian fits of three groups in the formats showing either the
sensitivities of leading experiments to a given PDF flavor or
PDF combination, or for all PDF flavors and a particular
experiment.We demonstrate how theL2 sensitivity confirms
and expands conclusions made based on the traditional
examination of χ2 for experiments and LM scans. The L2

sensitivity can provide information on the impact of PDF
parametrization choices and different perturbative orders. In
this paper, this was examined in the context of comparing
CT18, CT18As, and CT18As_Lat NNLO PDFs (with the
latter one including independent parametrizations of strange
quark and antiquark PDFs together with the lattice QCD
prediction for the large-x strangeness asymmetry), as well as
the MSHT20 NNLO and aN3LO PDFs. One interesting
result is the examination of pulls on strangeness and other sea
PDFs in the various fits using the sameL2 metric. Another is
the evidence of reduced tensions in theMSHTaN3LOPDFs,
compared to the corresponding NNLO ones; this is most
clearly seen in the strong decrease of the value ofSf;L2 for the
gluon distribution for the ATLAS Z pT distribution from
NNLO to aN3LO, perhaps indicating a release of tension by
transitioning to the (approximate) higher order in the PDF fit.
To conclude, the L2 sensitivities offer any user of

Hessian PDFs valuable insights using the tools outside
of the PDF fit. Additional comparisons are provided on the
website [30] and in the Supplemental material [166].
The website also provides a C++ program that computes
or plots sensitivities using tabulated vectors of χ2 and error
PDFs in either LHAPDF or tabulated format.
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APPENDIX: FROM A HESSIAN TO A
MONTE CARLO PDF ENSEMBLE

In this article, we focused on the exploration of the L2

sensitivity using error PDF sets in the Hessian approxima-
tion. We pointed out in Sec. II B that the L2 sensitivity can
also be defined in theMCmethod,while its calculation in this
method requires reducing the impact of nonlinearities.
If XðR⃗Þ is a nonlinear function of the PDF parameters R⃗,

the cumulative probability PðXðR⃗ÞÞ is generally not the
same as PðR⃗Þ, implying that the PDF parameters at a
certain confidence level for R⃗ correspond to a different
confidence level for XðR⃗Þ [24]. As a flip side, a linear
function XðR⃗Þ of the normally distributed R⃗ is also
normally distributed. Consequently, the error PDFs work
the best when the variations of XðR⃗Þ from the best-fit value
X0 are approximately linear. An MC replica ensemble
that is generated from a Hessian eigenvector ensemble
by following one of the available methods [24,26] then
closely reproduces the Hessian PDF uncertainty and
correlations.
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In some situations the normally sampled MC replicas
lead to unphysical results, for example, by predicting
negative cross sections with a nonzero probability at large
Bjorken x. In this case, MC sampling according to an
alternative, e.g., log-normal, probability distribution is
needed to get the physical behavior [24].
The log-likelihood function χ2E, with its quadratic and

higher-order terms, is particularly prone to nonlinear
effects. Indeed, nearly all MC replicas fðkÞ generated with
a standard method deviate from the best fit by several
standard deviations in some directions because of the large
number of PDF parameters D ∼ 30 in a typical fit [24]. For
these replicas, the χ2EðfðkÞÞ functions are large and non-
linear. To demonstrate the equivalence of the Hessian and
MC sensitivities, one must resort to an alternative method
that stays close enough to the global minimum to suppress
the quadratic component.
When we use the normal sampling, we considerNrep sets

of the PDF vectors R⃗ðkÞ ≡ fRðkÞ
1 ;…; RðkÞ

D g that are ran-
domly sampled from the D-dimensional standard normal
distribution N Dð0; 1Þ associated with the probability den-
sity PðR⃗Þ ¼ ð2πÞ−D=2 exp ð− 1

2

P
D
i¼1 R

2
i Þ. For a PDF fðR⃗Þ,

the MC replica can be constructed as9

fðkÞ ≡ f0 þ
XD
i¼1

fþi − f−i
2

RðkÞ
i ; ðA1Þ

with only the linear term kept on the right-hand side.
For Nrep → ∞, the MC estimators for the mean PDF hfi,
the PDF uncertainty δMCf, and PDF-PDF correlation
CMCðf1; f2Þ, given respectively in Eqs. (6)–(8), coincide
with the Hessian f0, δHf and CHðf1; f2Þ in Eqs. (3) and (4)
[167]. To demonstrate this, we use

lim
Nrep→∞

hfi ¼ lim
Nrep→∞

1

Nrep

XNrep

k¼1

fðkÞ ¼
Z

dDRfðR⃗ÞPðR⃗Þ

ðA2Þ

and

hRii ¼ 0; hR2
i i ¼ 1; hR⃗2i ¼

XD
i¼1

hR2
i i ¼ D

for R⃗ ∼N Dð0; 1Þ: ðA3Þ

The χ2E function for such replicas contains a nonlinear
component OðR2Þ that is at least comparable to the linear
term if D is large:

χ2ðkÞE ≡ χ2EðfðkÞÞ≈ χ2Eðf0Þþ
XD
i¼1

χ2E;þi− χ2E;−i
2

RðkÞ
i þOðR2Þ:

ðA4Þ

We wish to suppress the spurious nonlinear component for
the reasons discussed above. To stay in the close vicinity of
the global minimum, where the OðR2Þ component is small,
we can generate the MC replicas according to the uniform
distribution UDðR2 ¼ 1Þ on the tolerance hypersphere
instead of N Dð0; 1Þ. The probability density associated
with UDðR2 ¼ 1Þ is P ¼ 1=ΩD, where ΩD ¼ 2πD=2=
ΓðD=2Þ is the full solid angle in D dimensions. We also
have

hRii ¼ 0; hR2
i i ¼ 1=D; hR⃗2i ¼ 1 for R⃗∼UDðR2 ¼ 1Þ;

ðA5Þ

from which it follows that the uncertainty values on the two
probability distributions are related as

δMCfjN Dð0;1Þ ¼
ffiffiffiffi
D

p
δMCfjUDðR2¼1Þ þOðR2Þ: ðA6Þ

We now discard the OðR2Þ terms on the right-hand side,
retaining only the sought linear part of the expectation
value. This prescription gives us a trustworthy MC formula
for the L2 sensitivity,

SMC
f;L2ðEÞ ¼

ffiffiffiffi
D

p
ðδMCχ

2
EÞCMCðf; χ2EÞ; ðA7Þ

where the MC replicas are generated from the uniform
distribution UDðR2 ¼ 1Þ on the tolerance hypersphere.
The MC sensitivity in Eq. (A7) is close to the Hessian

one because (i) the means of the linear terms in Eq. (A7)
are related by a constant factor, since both N Dð0; 1Þ and
UDðR2 ¼ 1Þ distributions are spherically symmetric, and
(ii) the nonlinear terms can be suppressed on the tolerance
hypersphere by choosing a small T2.
To illustrate that this prescription is successful, we

compare the Hessian L2 sensitivities for CT18 NNLO
and those computed with the MC replicas that were
generated using either UDðR2 ¼ 1Þ or N Dð0; 1Þ.
Figure 29 presents such comparison for the BCDMS
Fp
2 ðx;Q2Þ dataset [ID ¼ 101]. The MC representation

obtained with UDðR2 ¼ 1Þ in Fig. 29(b) closely reproduces
the Hessian sensitivity in Fig. 29(a). Similar level of
agreement has been observed for the L2 sensitivities of
the other experiments.
In contrast, the sensitivities for the MC representation

based on N Dð0; 1Þ in Fig. 29(c) show larger deviations
from the Hessian result, with especially manifest
differences present in the d- and u-quark sensitivities at
large x. These discrepancies reflect the large total number
D of the PDF parameters, which should be contrasted with

9In some replica generation prescriptions [24], the random
variation for the MC replica also contains a constant shift from
the central value that vanishes at Nrep → ∞. This shift does not
modify our conclusions.
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the good agreement between the Hessian and MC sensitiv-
ities in the one-dimensional case demonstrated in Sec. II C.
Estimation of the L2 sensitivity with the MC replicas

therefore requires a sampling algorithm that populates well
the close vicinity of the global minimum and follows an
isotropic probability distribution that can be related to
N Dð0; 1Þ in the linear approximation. These conditions are

not automatic when using the commonly available MC
replicas. We have shown how to realize them when
converting a Hessian error set into an MC one. The form
of the χ2 or cost function during training of MC replicas
may differ from the one used in the postfit computations of
the L2 sensitivity. The dependence on the χ2 definition is
not insignificant [162].
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