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LIGO’s mission critical timing system has enabled gravitational wave and multimessenger astrophysical
discoveries as well as the rich science extracted. Achieving optimal detector sensitivity, detecting transient
gravitational waves, and especially localizing gravitational wave sources, the underpinning of multi-
messenger astrophysics, all require proper gravitational wave data time stamping. Measurements of the
relative arrival times of gravitational waves between different detectors allow for coherent gravitational
wave detections, localization of gravitational wave sources, and the creation of sky maps. The carefully
designed timing system achieves these goals by mitigating phase noise to avoid signal up-conversion and
maximize gravitational wave detector sensitivity. The timing system also redundantly performs self-
calibration and self-diagnostics in order to ensure reliable, extendable, and traceable time stamping. In this
paper, we describe and quantify the performance of these core systems during the latest O3 scientific run of
LIGO, Virgo, and KAGRA.We present results of the diagnostic checks done to verify the time stamping for
individual gravitational wave events observed during O3 as well as the timing system performance for all of
O3 in LIGO Livingston and LIGO Hanford. We find that, after three observing runs, the LIGO timing
system continues to reliably meet mission requirements of timing precision below 1 μs with a significant
safety margin.
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I. INTRODUCTION

The LIGO gravitational wave (GW) detectors have
completed three GW observing runs since becoming
operational in 2015 [1–7]. The network of LIGO,
Virgo [8], GEO600 [9,10], and KAGRA [11,12] detectors
has successfully observed GWs from a large number of
astrophysical sources including binary black hole (BBH)
and binary neutron star (BNS) inspirals [13–15].
In order tomake these discoveries and coordinate between

the global GW detector and multimessenger follow-up
networks, both the LIGO Hanford Observatory (LHO)
and the LIGO Livingston Observatory (LLO) require a
precise mechanism to determine timing of their observed
gravitational wave events. Not only must timing be main-
tained between the global detector network, but the 4 km size
of the interferometers necessitates precise timing at all parts

of an individual detector across large distances.
Consequently, the LIGO timing system was developed to
ensure precise time recording at all relevant parts of the
detectors [16,17]. The timing system was created through a
collaboration between Columbia University, LHO, and
Caltech and is maintained by Columbia, LHO, and LLO.
The operation of the timing system during and in the

follow-up of an observing run is a mission-critical aspect of
LIGO, as reliable interferometer operation and astrophysi-
cal data analysis both directly depend on it. The timing
system and its carefully selected components allow
(a) phase noise to be minimized via its precise crystal
oscillators, lessening the timing contribution to the detector
noise level and consequently, allowing LIGO’s astrophysi-
cal reach, (b) the absolute timing of the data streams in the
detector network to agree to high accuracy, making
coincident and coherent observation using the GW detector
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network possible, (c) verification of data-stream timing
across detectors so that a sufficiently numerous network of
interferometric detectors can recover both the polarization
and sky direction information for a detected event to high
accuracy and precision, and (d) quick and trustworthy
timing information on hand for multimessenger searches
for coincident detections of GWs and other astrophysical
events, such as gamma ray bursts (GRBs) or superno-
vae [18–21]. The timing and timing distribution systems
are essential for proper GW data collection and provide
end-to-end witness signals for holistic assurances on data
time stamps.
With three observing runs complete, the LIGO timing

systems have produced a large sum of data with which one
can assess their functionality and performance. In this
paper, we discuss how the timing system and the timing
diagnostic system have performed during the third GW
observing run. Other systems outside of the timing systems,
such as the interferometer components, the photodetectors,
the calibration, the filters, or the electronics, can, in
principle, introduce additional known or unknown delays.
For example, phase calibration errors [22] of the recorded
signals and phase errors in the photon calibrator [23] can be
interpreted as time delays. Analyses of the effects of these
other systems on the timing system require separate
investigations, not covered by this study.
We divide the text as follows. In Sec. II, we review the

configuration of the LIGO timing system. In Sec. III, we
discuss the timing verification studies done to assess the
accuracy of the system and present the results of these
studies from O3. In Sec. IV, we discuss the results of the O3
timing verification studies and conclude.

II. ADVANCED LIGO TIMING SYSTEM

A. Timing distribution system

The timing distribution system provides synchronized
timing (a) to an absolute time measure (UTC) so that results
can be compared between LHO, LLO, other members of
the global GW-detector-network, and non-GW detectors to
enable multimessenger astronomy; (b) to subsystems of a
given detector, ensuring the reliable operation and control
of the interferometer; and (c) with minimized data acquis-
ition timing signal jitter. The timing distribution system
thus creates the universal, precise, and traceable time frame
in which the components of the entire interferometer
network are synchronized [24,25]. The timing system is
also redundantly cross checked to time sources of different
Allan variance [26] to protect against single technology
failure.
The timing precision required for the LIGO detectors

varies for different science goals and evolves with
discoveries of new science. Consequently, a compromise
was adopted, with an engineering specification require-
ment for intraobservatory systems of better than 1 μs

performance at the very worst case [16]; however, to
allow for future scientific advances, it was recommended
that the timing system should achieve the best possible
performance allowed by technology and other constraints
available at the time of its design. The timing distribution
system [16] has a hardware defined timing accuracy and
overall clock synchronization precision that satisfies
LIGO requirements.
A wide range of laboratory tests of the timing hardware

and software designs were conducted beyond the rigorous
manufacturing compliance testing of each board. A random
set of hardware was subjected to extreme conditions in
integrated settings to verify system performance, character-
ize behavior, and ensure robustness against environmental
and structural changes. The testing included installation in
a hostile underground environment, demonstration of end-
to-end synchronization of a typical modular system using a
long distance fiber, and subjecting components to temper-
ature swings. For example, the laboratory test of the model
system with a symmetric optical fiber pair indicated that the
median deviation between the timing reference input and
trigger passed to the data acquisition system (DAQ) is
“14.3 ns and a 99% confidence interval is 6.2 ns (with
maximum of 24 ns and minimum of 10.5 ns)” [16,27,28].
Thus, the uncertainty of the system’s synchronization was
well within the total allowed error budget.
At each LIGO site, the primary synchronization refer-

ence is derived from the signals of multiple global position-
ing system (GPS) satellites [29], as a root source of timing.
A GPS backed clock at the corner station [30,31] receives
timing information from a GPS receiver [32] and distributes
it to the system. A comparison flywheel of a Cs-III atomic
clock [33] is continuously monitored to identify GPS and
other systemic transient problems. These atomic clocks run
fully independently from the GPS system after their reset
and initial precision calibration before an observing
run [34]. Since even calibrated Cs clocks display a slight
drift, these atomic clock comparisons are not used to
recover absolute time. The timing information must then
be transported to the X/Y end stations. Figure 1 shows an
image of LHO with these locations labeled.
The timing distribution system is structured as a chain of

modules beginning from the trunk module, extending to

FIG. 1. Aerial view of LHO illustrating the size and geometry
of the facilities. The LLO facilities are similar. The image
indicates the relative location of the corner station and the
X/Y end stations. The end stations are connected to the corner
station by two 4 km long orthogonal vacuum tubes.
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branch modules that fan out to various leaf modules.
The trunk module receives GPS timing data from a receiver
module as a 1PPS signal and synchronizes its internal oven-
controlled crystal oscillator (OCXO) clock to the GPS time.
The OCXO operates on a 2N Hz base frequency, where
N ¼ 26 during O3. The trunk then passes the information
to branch modules which contain a voltage-controlled
crystal oscillator (VCXO) clock. The branch modules
synchronize their internal clocks to the received timing
signal. Individual branch modules may fan out to as many
as 16 other branch or leaf modules [16]. A leaf module
receives the timing signal from a branch module and
synchronizes its internal clock (also a VCXO clock) to
it. The leaf module passes timing information to the rest of
the detector through the use of daughter boards. A timing
converter on the leaf module sends timing pulses [as well
as Inter-Range Instrumentation Group B (IRIG-B) [35,36]
and DuoTone signals [37,38]] to the LIGO DAQ. The
timing system thus allows for a plug-and-play dynamic
topology, e.g.,

where the symbol meanings are as follows: B is a branch,C
is a comparator, I is an IRIG-B, and D is a DuoTone-Leaf
module. Figure 2 shows a diagram of the timing system,
including the path of both the timing and diagnostic signals
around the trunk as well as at the branches and leaves.
Every board in the timing distribution chain was meticu-

lously tested by different teams and in different environ-
ments, including end-to-end laboratory tests using long
fibers. It is essential that the accuracy of the distributed
timing signals is closely monitored to verify the accuracy of
the gravitational wave data stream and ensure that it can be
correlated with other data streams.

FIG. 2. Timing system information flow including both distribution and diagnostic signals. The gray dashed panels represent different
locations within the interferometer. ATrimble GPS clock passes a 1PPS signal to the trunk, which synchronizes its OCXO clock to the
signal. The trunk’s built-in GPS clock provides a diagnostic 1PPS source as well as the GPS time stamp during normal operation. The
trunk distributes the timing signal to leaf modules (via branch modules) through optical fibers. Leaf-DuoTone assemblies installed in I/O
chasses produce a 216 Hz clock signal (with <1 μs error) and a DuoTone signal (digitized at 216 Hz and decimated down to 214 Hz) for
diagnostics and calibration. The control and data acquisition system (CDS) [39] interfaces with the timing system via slow controls
chasses which communicate with the reference clocks as well as the time code generator (TCG) and time code translator (TCT) [40].
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The LIGO detectors (and most other observatories) rely
on GPS to ensure long-term UTC synchronized timing.
Consequently, there is a relatively small additional correc-
tion to the upper limit on the intersite timing accuracy, as
the GPS system is only guaranteed for hundreds of ns. In
practice, GPS does much better most of the time and, even
if the most conservative estimate is used, the absolute total
timing discrepancy between detectors would not affect the
utility of current gravitational wave observations [16]. The
GPS system is closely followed by multiple agencies and
usually performs at the ∼50 ns level [41,42]. In principle,
LIGO’s timing system also allows for the detection of GPS
system problems as relevant data are recorded.

B. Timing diagnostic system

The mission critical nature of the LIGO timing distri-
bution system requires the system’s status be closely
monitored, periodically tested in-depth, and traceable.
The timing diagnostic system has the following major
components:
(1) Self diagnostics—The timing system has extensive

and continuously recorded self-diagnostic informa-
tion implemented in hardware. Every element in the
timing distribution chain sends back detailed diag-
nostic information (as shown in Fig. 2), which is
archived and also available through Motif Editor and
Display Manager (MEDM) screens of the LIGO
Experimental Physics and Industrial Control System
(EPICS) [43,44] in the control room. The collected
information includes diagnostics such as fiber delays
and control voltage for the different flywheels within
the system. Additionally, information about the
structure, topology, and configuration of the system
as a whole is monitored and archived along with the
connection and up/down status of each node.
MEDM screens in the LIGO control rooms show
if errors are present in real time. This self-diagnostic
data are available for further analysis and charac-
terization.

(2) Multiple, cross-verified time sources—Many test
points of the timing distribution system are com-
pared to independent time sources of different
manufacturer, firmware, type, and location. These
include additional GPS synchronized time sources
connected to independent GPS antennae and a Cs-III
atomic clock at each site. The workhorses of the
timing diagnostic system are the timing compara-
tors [45]. They compare 1PPS signals from many
devices to the 1PPS signal from the timing distri-
bution chain with high precision. The comparator
timing chassis reports the measured time differences
in every second that is recorded along with the other
diagnostic information mentioned above.

(3) Timing diagnostics—There are several additional
hardware-generated synchronized timing witness

channels available for timing diagnostics, such as
the so-called DuoTone signals produced on each
Leaf-DuoTone [46] assembly within each LIGO
analogue-to-digital converter (ADC) chassis. Duo-
Tone signals are digitized and recorded along with
the GW data channel as a witness of precise timing.
The phase of the DuoTone signal allows submicro-
second accurate determination of the digital data-
stream’s shift from perfect agreement with the
UTC time.

An additional witness is the IRIG-B [35,36] signal. The
timing distribution system itself includes IRIG-B interfa-
ces, which produce IRIG-B signals used for communicat-
ing with devices that require IRIG-B input, including some
computer interfaces. The independent GPS sources at the
end stations also have IRIG-B output capability for added
redundancy and accountability. The IRIG-B signal has a
phase that allows time verification on the ms level while its
full time code allows the determination of absolute YEAR:
MONTH:DAY-HOUR:MINUTE:SECOND unambigu-
ously. Independent IRIG-B signals at the end stations
are digitized and used to verify the time stamp provided
by the timing distribution system.
The timing diagnostics hardware records multiple robust

diagnostics and witness signals covering all possible time
shifts. It also provides independent verification of the
accuracy and validity of the recorded time stamp for a
particular piece of data.

III. TIMING VERIFICATION STUDIES

We now discuss the various timing verification studies
conducted during the observing runs of LIGO and present
the results of these studies from O3.
DuoTone delay checks—When precision measurement

of subsample timing in a digital system is required,
sinusoid-shaped witness signals are well suited due to their
low impact. To measure longer times than the period of a
sinusoid, multiple sinusoids of slightly different frequen-
cies can be added, extending the range of measurement.
The Leaf-DuoTone assembly provides a two tone signal
with frequencies 960 Hz and 961 Hz [16]. This choice
bridges the gap between the IRIG-B’s subsecond accuracy
and the system’s reach into the ns range, giving us the
ability to characterize delays over 16 orders of magnitudes,
from ns to years. The use of a sinusoid timing signal
composed of only two high frequency lines mitigates
potential DAQ crosstalk within the frequency range of
expected astrophysical binaries. Additionally, these
frequencies are chosen around 960 Hz to coincide with
the higher harmonics of the 60 Hz power-line frequency,
which already contaminates LIGO’s bandwidth.
The coincident zero crossing time of the DuoTone

signals are hardware synchronized to the GPS 1PPS rising
edge. The use of only two frequencies allows for unam-
biguous delay measurement at the second scale, providing
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precision enhancement to IRIG-B. Of course, TriTone or
QuadTone signals can go beyond the second scale limita-
tion of DuoTone without compromising precision signifi-
cantly. The digitized DuoTone diagnostic signal is
compared with GPS timing. Deviations between the
DuoTone zero crossing time and GPS 1PPS rising edge
may be observed with ns precision. The DuoTone diag-
nostic signal Y may be represented as follows:

Y1 ¼ A sin ð2π × 960 Hz ðt − ΔtÞÞ ð1aÞ

Y2 ¼ A sin ð2π × 961 Hz ðt − ΔtÞÞ ð1bÞ

Y ¼ Y1 þ Y2 þ ΔA; ð1cÞ

where A is the amplitude of the DuoTone signals with a
value of 2.5 V, ΔA is centered at 0 V, and Δt is the phase

difference between the DuoTone signal and the GPS 1PPS
rising edge [38]. The DuoTone signal naturally obtains a
delay from the GPS time. The expected delay, as mea-
sured [38] on a set of characteristic board combinations, is
50.25 μs (6.70 μs from the designed-in delay between the
DuoTone signal and the timing branch and 43.55 μs from
the 65536 Hz to 16384 Hz decimation filter at 960 Hz [47]).
The residual delay after subtracting 50.25 μs from Δt at
each time segment is the uncertainty in the timing meas-
urement. Figure 3 shows a plot of Eq. (1c). As Fig. 3 shows,
the zero crossing time in the center of a pulse occurs once
per second, so the time difference Δt between the zero
crossing time and the time of the GPS 1PPS rising edge can
be measured for each second.
DuoTone delay checks are always performed in low-

latency for the interval of 5 minutes before and after a GW
event to ensure that the GPS time-stamping of events is
highly accurate at the detectors. We perform DuoTone
delay checks for all GW event candidates, observing the
residual time difference between the GPS 1PPS rising edge
and DuoTone zero crossing time. Checks are performed at
the corner stations of both LHO and LLO at a point close to
a digitizer where the most critical signals for GW detection
are recorded. Checks are also performed at the X and Yend
stations of both LHO and LLO at points close to digitizers
that record mission critical signals for the calibration of the
detectors [23]. For each check, we create a histogram for
the observed residual delay over the course of the �5
minutes of the GW event. Figure 4 shows a DuoTone
histogram at the corner station of LHO during the �5
minutes of GW200115, one of the neutron star-black hole
merger events observed in O3B [48]. Plots like this are also
made for the DuoTone delay at the X and Y end stations of

FIG. 3. Plots of a simulated DuoTone diagnostic signal that
would be created by the Leaf-DuoTone board, including a
characteristic offset Δt. Top: Two seconds of the DuoTone signal.
Bottom: A closeup around the zero crossing time of the DuoTone
signal, with the time shifted so that t ¼ 0 is at the time of the GPS
1PPS signal rising edge. The time of the GPS 1PPS rising edge
and the zero-crossing time are marked on the plot.

FIG. 4. DuoTone delay histogram for the corner station at LHO
in the �5 minutes surrounding GW200115 with mean delay μ
subtracted. The standard deviation σ is also reported in the
legend. The residual time at the GW event time is denoted by the
position of the red line.
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both detectors. As the plot demonstrates, the residual times
observed for GW200115 were well below the 1 μs thresh-
old at LHO and thus GW200115 is properly time stamped
at that detector.
Figure 5 shows histograms of the average time delay

over the�5minutes around every GWevent in O3. We also
plot histograms of the difference between the DuoTone
delay at the event time and the average delay around that
event in Fig. 6. The DuoTone checks returned residual time
variations below 1 μs in the ADC channels for all GW
events of O3 at both LLO and LHO. The average delay of
each event never differed from the overall mean delay by
more than �20 ns at any location. Furthermore, the differ-
ence between the delay at the event time and average event
delay never exceeded�1.1 ns. Consequently, the DuoTone
checks demonstrate timing precision within the designed
threshold [16] for all GW events in O3. These checks were
performed for GW event candidates in previous observing
runs as well [49–66].
IRIG-B checks—IRIG-B timing verification checks func-

tion by decoding the IRIG-B interface’s time stamping
(converted from the internal LIGO timing system signal
encoding) and comparing it with GPS time to ensure that at
least on the order of ms the LIGO timing system remains
aligned with GPS time. Because the IRIG-B signal has ms
precision due to a measurable phase, it may be used as a

corroborative check in addition to the DuoTone checks to
ensure there are no timing issues around GW events.
The IRIG-B encoded signal produces high and low

voltage pulses. The length of these pulses determines
whether a given pulse corresponds to a value of 0, 1, or
a control character. A short high voltage pulse corresponds
to a value of 0, a long high voltage pulse corresponds to a
value of 1, and a very long pulse corresponds to a control.
The control pulses regulate the phase of the IRIG-B signal.
Additionally, for each unit of time (seconds, minutes, etc.)
of the time stamp, a high voltage pulse corresponds to the
number of that unit. To obtain the time encoded manually,
one must add the time values of each long pulse for each
unit of time.
For each GW event observed by LIGO, the IRIG-B time

at the end station of each interferometer is checked against
the GPS time in the 30 second window surrounding the
time of the GWevent. For all GWevents in O3, the IRIG-B
output time matched the GPS time. We observed no issues
with the IRIG-B timestamping at either LLO or LHO for
any of the GW candidates observed in O3. We note,
however, there was a persistent firmware problem in the
LHO Y end station CNS II clock that affected the IRIG-B
timing output. When the IRIG-B time changed from
23∶59∶59 to 0∶00∶00, the IRIG-B would output the
incorrect time at 0∶00∶00, but would output the correct

FIG. 5. The average ADC DuoTone time delay �5 minutes around all GW events observed during O3 in H1 (top) and L1 (bottom).
Each bin contains the number of GWevents with a certain average time delay. The mean delay across all events μ has been removed. The
legend of each subplot shows μ along with its standard deviation σ. Each subplot shows the delay in a different location denoted by the
plot title.
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time at all other times of the day. This issue was identified
in LLO and LHO prior to O3; however, it was only fixed in
LLO [67] and thus, remained in the LHO Y end station.
After O3 was completed, the issue was fixed in LHO as
well. As this was an issue with the diagnostic CNS II clock,
not the timing system itself and none of the GW events
coincided with the times of this issue, the timing system’s
performance and all GW event data remain unaffected.
Slow channel checks—Throughout an observing run, the

1PPS signals from the timing distribution are continuously
compared with independent GPS clocks at various loca-
tions in the LIGO detectors. This ensures that the clocks at
the various stations are properly synchronized and that
timing of data and systems at different parts of the LIGO
detectors properly correspond to GPS time. The three most
important clocks considered in these checks are the GPS
backed NTP server clock [68] found in the computer room
of the corner station of the LIGO detectors and the CNS II
GPS clocks [69] housed at the two end stations of each
LIGO detector. The time difference between these clocks
and the LIGO timing distribution’s 1PPS signal is recorded
throughout the observing runs. Assessments of the slow
channel timing performance have been conducted for O1
and O2 [70–73] as well as O3A [74] and O3B [75].
Figure 7 shows plots used to track the timing perfor-

mance for LHO throughout O3. Figure 7 includes the time

difference between the timing system and the CNS II GPS
clocks at each end station and the NTP server. At the corner
station and Y end station during O3A, the timing variation
was within �80 ns, well below the 1 μs performance
threshold. At the X end station during O3A all but one
time segment showed variation below the 1 μs threshold.
This outlier was due to a GPS antenna issue on July 8, 2019
when the antenna was momentarily tracking zero satellites
and the CNS II clock returned faulty timing data. At the
corner station and X end station during O3B, the time
difference was always within the 1 μs threshold. At only
one time during the run did the time difference exceed the
1 μs threshold at the LHO Y end station. This coincides
with a DAQ restart on February 26, 2020. Besides this
anomaly, the time difference between the GPS clocks and
timing system at LHO was below �150 ns throughout
O3B, with the overwhelming majority of time differences
below �80 ns.
Figure 8 shows plots used to track the timing perfor-

mance at LLO during O3. Figure 8 includes the time
difference between the timing system and the CNS II GPS
clock at the X end station and the NTP Server. We omit the
plots for the Y end station because an issue whose origin is
external to the timing system arose with the Y end
redundant CNS II clock which caused repeated timing
errors on the order of 10−1 s in every lock segment of O3.

FIG. 6. The differences between the DuoTone delay at the GW event times and the average DuoTone time delay in the �5 minutes
around the GWevents observed during O3 in H1 (top) and L1 (bottom). Each subplot shows the delay difference at a different detector
location.
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FIG. 7. Plots of the timing difference between the LHO timing system 1PPS signal and various GPS clocks during O3, including (top)
time difference between the GPS-backed NTP Server and the timing system at the corner station, (middle) time difference between a
GPS-backed CNS II clock and the timing system at the X end station, and (bottom) time difference between a GPS-backed CNS II clock
and the timing system at the Y end station. O3A results are on the left and O3B results are on the right. The green dots represent the
average time difference over the course of one lock segment, the error bars denote standard deviation of the average time difference, and
the blue and red triangles denote the minimum and maximum time differences in each lock segment. The yellow line corresponds to a
time when data was not taken in this channel and the light blue line corresponds to a time where the time difference exceeded the 1 μs
threshold. See Ref. [74] for a list of the corresponding GPS intervals. The outlier at the X end station 98 days into O3Awas caused by a
diagnostic GPS antenna issue that did not affect the timing distribution system, in which the antenna was briefly tracking 0 satellites. The
outlier at the Yend station 117 days into O3B was the result of a DAQ restart. The data not taken marker at 117 days of O3B on the NTP
server and X end plots were due to the same DAQ restart. The data not taken marker 38 days into O3B on the Y end station plot were
caused by a failure in the fiber link between the slow controls Beckhoff [39] chassis at the Y end station.
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To confirm that the issue was with the CNS II GPS Clock
and not the timing system, we ran DuoTone delay checks at
times in both O3A and O3B where these persistent errors
took place and found that the DuoTone delay returned the
expected delays within the 1 μs threshold.
At the LLO corner station and X end station during O3A,

all time variations were well within the �1 μs threshold.
The corner station showed variation within �110 ns at all
times and the X end station showed variation within

�80 ns at all times. At the corner station during O3B,
the time difference was below the �1 μs threshold
throughout the run and, for the vast majority of times,
was below �100 ns. At the X end station, there were 7
times in O3B during which the time difference exceeded
1 μs. These errors arose due to an issue with the X end
station external GPS antenna connected to the CNS II clock
and correspond to periods of time when the antenna was
tracking between 2 and 0 satellites and providing unreliable

FIG. 8. Plots of the timing difference between the LLO timing system 1PPS signal and various GPS clocks during O3, including (top)
time difference between the GPS-backed NTP server and the timing system at the corner station and (bottom) time difference between a
GPS-backed CNS II clock and the timing system at the X end station. O3A results are on the left and O3B results are on the right. The
green dots represent the average time difference over the course of one lock segment, the error bars denote standard deviation of
the average time difference, and the blue and red triangles denote the minimum and maximum time difference in each lock segment. The
yellow line corresponds to a time when data were not taken in the channel, and the light blue line corresponds to a time where the time
difference exceeded the 1 μs threshold. See Ref. [75] for a list of corresponding GPS intervals. All outliers in the X end station plot were
the result of the diagnostic GPS antenna issues that did not affect the timing distribution system as the antenna was tracking two or fewer
satellites during those times. The data not taken lines in the O3A plots were caused by (1) a Beckhoff communication failure on April 1,
2019, (2) lock loss prior to preventative maintenance on April 8, 2019, (3) Beckhoff failure which caused lock loss on April 20, 2019,
and (4) a DAQ process restart on September 20, 2019. The data not taken lines in the O3B plots were caused by (1) a DAQ process restart
on December 5, 2019, (2) a Beckhoff connection issue which caused lock loss on December 21, 2019, (3) a DAQ restart on January 17,
2020, (4) a Beckhoff connection issue, which caused lock loss on February 3, 2020, (5) a data concentrator failure and restart on
February 23, 2020, (6) a DAQ screen meltdown and reset on March 6, 2020, (7) a DAQ screen meltdown and reset on March 11, 2020,
(8) a DAQ restart on March 15, 2020, (9) a DAQ error on March 17, 2020, (10) a DAQ error on March 17, 2020, and (11) a DAQ restart
on March 24, 2020.
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GPS timing data. Additionally, a number of minima and
maxima on the X end station plot in Fig. 8 exceeded
�200 ns. The same GPS antenna issue caused the large
scatter in the minima and maxima of lock segment time
differences, as the GPS antenna was tracking two or fewer
satellites at those times. None of these errors coincided with
a GW event. Otherwise, for much of O3B, the time
difference at the X end station was within �100 ns.
In addition to checking the timing system against GPS

clocks at various stations, the timing at a given interfer-
ometer is verified against an on-site Cs-III atomic
clock [33]. The Cs-III atomic clock is very precise on
short timescales; however, the Cs-III clock time drifts over
the course of an observing run due to various environmental
factors. In order to obtain accurate measurements of the
deviation from the atomic clock time, the atomic drift trend
is subtracted. Figure 9 shows a histogram of the average
timing system variation from the Cs-III time (with the trend
removed) for each minute of O3 (excluding minutes when
timing data was unrecorded) at LLO and LHO. The timing

variation between the atomic clock and timing system was
always within �80 ns at both LHO and LLO during O3.

IV. CONCLUSION

Throughout O3, the LIGO timing system displayed
excellent timing precision. The DuoTone delay and
IRIG-B checks confirmed that the timing system contrib-
uted less than�1 μs to the total error in the GWarrival time
measurements during observed GW events. Consequently,
the astrophysical results for the O3 GW events are not
limited by timing precision.
The long term performance of the timing system was

well within the designed specifications. The overwhelming
majority of times throughout both O3A and O3B displayed
timing errors of less than �1 μs at both LLO and LHO. In
most cases, the system performed much better. General
control system and GPS antenna issues affected timing
system data during the run, but these problematic times
were diagnosed. None coincided with GW events as they

FIG. 9. Histograms of the average time difference in every minute of O3 between the timing system and the time of the on site Cs-III
atomic clock with the drift trends removed in (top) LHO and (bottom) LLO. The left side shows O3A while the right shows O3B.
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were confined to a minuscule fraction of the observing run.
Most importantly, these issues were external to the timing
system.
In fact, the precision and consistency of the timing

system allowed us to diagnose issues with other devices,
such as the GPS antennae and external GPS clocks. In
addition to its excellent time-keeping ability, the timing
system serves as an investigative tool to study errors in
other parts of the instrument.
Through three complete observing runs, the LIGO

timing distribution has successfully provided critical infor-
mation for the astrophysical discoveries of LIGO. The
timing system met and even exceeded mission require-
ments. This precise timing information provided to the
interferometers enabled the first recorded detections of GW
transients and will continue to allow for GW detections in
O4 and upcoming observing runs.
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