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We present a new determination of the generalized parton distributions (GPDs) with their uncertainties at
zero skewness, ξ ¼ 0, through a simultaneous analysis of all available experimental data of the nucleon
electromagnetic form factors (FFs), nucleon charge and magnetic radii, proton axial FFs (AFFs), and wide-
angle Compton scattering (WACS) cross sections for the first time, and we investigate whether there is any
tension between these data. This can be considered the most comprehensive analysis of GPDs at ξ ¼ 0

performed so far. We show that such an analysis provides the simultaneous determination of three kinds of
GPDs: namely Hq, H̃q, and Eq, considering also the sea-quark contributions. As a result, we find that the
inclusion of the WACS and AFF data at larger values of the momentum transfer squared Q2 ¼ −t can put
new constraints on GPDs and change them drastically in some cases. We show that there is a considerable
tension between the WACS and the proton magnetic form factor (Gp

M) data, especially at larger values
of −t. However, we indicate that the results for the gravitational FF M2 and the proton total angular
momentum Jp calculated using the extracted GPDs are in relatively good agreement with the light-cone
QCD sum rules (LCSRs) and lattice QCD predictions when the sea-quark contributions are considered and
both WACS and Gp

M data are included in the analyses simultaneously.
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I. INTRODUCTION

The study of hadronic structure is a key problem of
modern physics. Generalized parton distributions (GPDs),
proposed in Refs. [1–5], are among the essential objects
that give broad information on the internal structure of
hadrons. GPDs are nonperturbative objects which depend
on three variables: x, the longitudinal momentum fraction
of the proton carried by partons; ξ, the skewness that is the
longitudinal momentum transfer; and t, the momentum
transfer squared. In the forward limit, ξ ¼ 0 and t ¼ 0,
GPDs are equal to the parton distribution functions
(PDFs) [6–11] that give information on the longitudinal

hadron structure. On the other hand, moments of GPDs are
associated with the hadron form factors (FFs) [4] which are
connected with the hadron distributions in the transverse
plane. Thus, GPDs give us information on the 3D structure
of nucleons [12,13]. Recently, it has been indicated that
GPDs can also be defined for spin-3=2 particles [14].
GPDs are an essential ingredient of the hard exclu-

sive processes such as deeply virtual Compton scattering
(DVCS) [3,15–20], deeply virtual meson production
(DVMP) [21–25], wide-angle Compton scattering
(WACS) [26,27], exclusive photoproductionof a γρ pair [28],
exclusive heavy-vector-meson production (HVMP) [29],
and also single diffractive hard exclusive processes
(SDHEPs) [30]. A factorization theorem [3,4,16,31,32]
allows one to express the amplitudes of these reactions as
the convolution of a hard subprocess amplitude and a soft
part that is expressed in terms of GPDs. At zero skewness,
GPDs are connected with the electromagnetic FFs [33],
which makes them also an essential ingredient of the elastic
electron-nucleon scattering. One can find more information
on GPDs, e.g., in the review papers [21,34,35].
Access to GPDs from exclusive reactions is indirect,

because their contribution to the process amplitude appears
in the integrated forms. As a result, one needs to use an
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appropriate model of GPDs with further fitting of their
parameters from experiment. We would like to mention
some model approaches that were used to extract informa-
tion on GPDs from DVCS and FF data. There are some
dynamical models of hadron structure—for example, the
Reggeized spectator model, which gives a parametrization
of GPDsH, E, and corresponding polarized GPDs [36–38],
as well as conformal-moment-based models that are used to
analyze GPD properties [39–42]. Results of these models
are discussed in a review paper (Ref. [43]). The light-front
approaches can also be utilized to explore GPDs and
hadron structure [44–47].
The lattice analyses of PDFs and GPDs were summa-

rized in Refs. [48,49] and give access mainly to the
distribution moments. The new large-momentum effective
theory gives us the possibility to extend lattice methods to
estimate the x dependence of the PDFs and GPDs [50–52].
The GPD models based on the double-distribution (DD)
representation [53] were successfully used for phenom-
enological analyses of DVCS [54] and DVMP [21–24].
The DD generates the ξ dependence of GPDs by integration
of the DD function. It connects generalized distributions
with GPDs at ξ ¼ 0, which is a research topic of the
present paper.
There are several observables which are related to GPDs

at ξ ¼ 0 [55], including the nucleon Sachs FFs GE andGM,
the axial FF (AFF) GA, the charge and magnetic radii hr2Ei
and hr2Mi, and the WACS cross section. Their measure-
ments can be used to extract the nucleon GPDs by means of
a χ2 analysis considering a suitable phenomenological
framework [55–59]. For example, in Ref. [57], the authors
have independently determined the polarized GPDs H̃q,
where q denotes up (u) and down (d) quarks, by analyzing
the world experimental measurements of GA. Note that
wherever we use the superscript q without a subscript v
pointing out the valence quarks, we mean both the valence
and sea-quark (q̄) contributions. A simultaneous analysis of
the GA and WACS data has been performed in Ref. [58] to
extract H̃q as well as the unpolarized GPDs Hq, taking
GPDs Eq from an older analysis of the world electron
scattering data [56]. A new determination of the GPDs Hq

v

and Eq
v through the χ2 analysis of the nucleon Sachs FFs

data in addition to the measurements of the nucleon charge
and magnetic radii has also been performed recently [59].
In the present study, we are going to perform the most

comprehensive analysis of GPDs at ξ ¼ 0 by including all
available experimental data of the nucleon FFs GE and GM

(or their ratios), nucleon radii hr2Ei and hr2Mi, proton AFFs
GA, and the WACS cross section for the first time. This
provides us a simultaneous extraction of three kinds of
GPDs: namely Hq, H̃q, and Eq. It is expected that such an
analysis will lead to more universal and precise GPDs,
although we show that there is a considerable tension
between the WACS and the proton Gp

M data (not other
electromagnetic data), especially at larger values of −t, so

that a set of universal GPDs fails to provide a desirable
description of these data simultaneously.
The content of the present paper is as follows: In Sec. II,

we introduce the phenomenological framework that we use
to extract GPDs from the experimental measurements. The
datasets which are included in the present study and related
remarks are presented in Sec. III. Section IV is devoted to
presenting the results obtained and investigating the good-
ness of fits. By performing several analyses and comparing
them with each other, the impacts of various datasets on the
extracted GPDs are studied. Moreover, we calculate other
quantities such as the gravitational FF M2 and the total
angular momentum of the proton Jp (as well as its
individual quark contributions) using our final sets of
GPDs and compare them with the corresponding ones
obtained from other studies. We summarize our results and
conclusions in Sec. V.

II. PHENOMENOLOGICAL FRAMEWORK

The phenomenological method that we use in the present
study is similar to our previous study [59], in which we
extracted the GPDs Hq

v and Eq
v by analyzing the nucleon

Sachs FFs and radii data simultaneously. However, there
are some differences, since we are going to include the
proton AFF and WACS data in our new analysis too. First,
we must also parametrize the polarized GPDs, H̃q, because
of their presence in the theoretical calculations of GA [57]
and the WACS cross section [58,60]. Second, we must
consider the contributions of the sea-quark distributions in
addition to the valence sectors for the same reason.
In the present study, we use the same ansatz proposed in

Refs. [55,56] and reused in Refs. [57–59] to express GPDs
at ξ ¼ 0, for both valence and sea-quark distributions:

Hq
vðx; t; μ2Þ ¼ qvðx; μ2Þ exp½tfqvðxÞ�;

Eq
vðx; t; μ2Þ ¼ eqvðx; μ2Þ exp½tgqvðxÞ�;

H̃q
vðx; t; μ2Þ ¼ Δqvðx; μ2Þ exp½tf̃qvðxÞ�;

Hq̄ðx; t; μ2Þ ¼ q̄ðx; μ2Þ exp½tfq̄ðxÞ�;
Eq̄ðx; t; μ2Þ ¼ eq̄ðx; μ2Þ exp½tgq̄ðxÞ�;
H̃q̄ðx; t; μ2Þ ¼ Δq̄ðx; μ2Þ exp½tf̃q̄ðxÞ�; ð1Þ

where f, g, and f̃ are profile functions. Note that the
strange-quark contribution is ignored, as suggested by
Diehl and Kroll (DK13) [55]. The forward limits of
GPDs Hq and H̃q—namely, the unpolarized and polarized
PDFs qðx; μ2Þ and Δqðx; μ2Þ—are taken from the NNPDF
analyses [11,61] at the next-to-leading order (NLO) and
scale μ ¼ 2 GeV, utilizing the LHAPDF package [62]. Note
that such a choice has the advantage that both qðxÞ and
ΔqðxÞ have been determined using the same methodology.
Moreover, in Refs. [57,58], the authors have shown that the
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dependence of the ansatz introduced in Eq. (1) on the
choice of PDFs and polarized PDFs is negligible.
For the case of GPDs Eq, two points should be

mentioned. First, their forward limits are not available
from the analysis of the high-energy experimental mea-
surements, so we must determine them from the present
analysis. Second, the sea-quark contributions of GPDs
Eq—namely Eq̄ðx; t; μ2Þ—do not play a role in the theo-
retical calculations of the nucleon Sachs FFs and radii [59],
and on the other hand, they are not significant in the
theoretical calculations of the WACS cross section [58,60].
So, there are not enough constraints from data to extract
them. Considering these facts, we do not consider
Eq̄ðx; t; μ2Þ contributions in the present study.
For the forward limits of GPDs Eq

v in Eq. (1)—i.e.,
eqvðx; μ2Þ—we take the same parametrization proposed in
the DK13 [55] study and used in our previous analysis [59]:

eqvðxÞ ¼ κqNqx−αqð1 − xÞβqð1þ γq
ffiffiffi
x

p Þ; ð2Þ

which is defined at μ ¼ 2 GeV. Here, κu ¼ 1.67 and
κd ¼ −2.03 are calculated from the measured magnetic
moments of the proton and neutron in the units of nuclear
magnetons [63], and for the normalization factor Nq

we have

Z
1

0

dxeqvðxÞ ¼ κq: ð3Þ

For the profile functions in Eq. (1), we use the general
form [55,56]

F ðxÞ ¼ α0ð1 − xÞ3 log 1
x
þ Bð1 − xÞ3 þ Axð1 − xÞ2; ð4Þ

which is flexible enough and leads to a better fit of the
data [57]. It should be noted that the forward limits of
GPDs and the profile functions must imply a positivity
condition as follows [55]:

½eqvðxÞ�2
8m2

≤ expð1Þ
�
gqvðxÞ
fqvðxÞ

�
3

½fqvðxÞ − gqvðxÞ�

× f½qvðxÞ�2 − ½ΔqvðxÞ�2g; ð5Þ

where m is the nucleon mass. This relation obviously leads
to the condition gqvðxÞ < fqvðxÞ.
The minimization procedure, as well as the method for

calculating uncertainties that we use to extract GPDs and
their uncertainties from data, are as in our recent study [59].
To be more precise, we follow the same approach
(Scenario 2) used in Ref. [59], where the positivity condition
[Eq. (5)] is preserved automatically in a wide range of the x
values [by implementing condition gqvðxÞ < fqvðxÞ in the
main body of the fit program], and a parametrization scan
procedure is also used to find the optimum values of the

unknown parameters using the CERN program library
MINUIT [64]. To calculate the uncertainties of the extracted
GPDs and also related observables, we use the standard
Hessian approach [65].

III. DATA SELECTION

The main constraints on GPDsHq
v and E

q
v at ξ ¼ 0 come

from the measurements of the elastic electron-nucleon
scattering, where the electric and magnetic FFs of the
nucleons (proton p and neutron n) or their ratios can be
extracted [66–68]. In addition, the charges and magnetic
radii of the nucleons can provide crucial information about
their small-t behavior. In the present study, following our
previous analysis [59], we use the data of the Ye, Arrington,
Hill, and Lee (YAHL18) analysis [67] for the electromag-
netic FFs where the two-photon exchange (TPE) correc-
tions have also been incorporated. To be more precise, we
use 69, 38, and 33 data points of the world Rp ¼ μpG

p
E=G

p
M

polarization, the Gn
E, and the Gn

M=μnGD measure-
ments, respectively, where GD ¼ ð1þQ2=Λ2Þ−2, with
Λ2 ¼ 0.71 GeV2, and Q2 ¼ −t. The data of the charge
and magnetic radii of the nucleons (four data points) are
taken from the Review of Particle Physics [63] as quoted in
Eq. (18) of Ref. [59]. For a thorough review on rpE, see also
Ref. [69]. However, in the present study, in order to put
further constraints on GPDs Hq

v and E
q
v at both smaller and

larger values of −t, we use also Gp
M measurements of an

older world data analysis by Arrington, Melnitchouk, and
Tjon (AMT07) [66], as well as the Mainz data [70], which
contain 56 and 77 data points, respectively. Note that the
Mainz data have also been included in the YAHL18
analysis to extract Rp, but the authors have not extracted
Gp

M values independently.
On the contrary, the measurements of the nucleon AFF

GA provide us with the main constraints on the polarized
GPDs H̃q at ξ ¼ 0. In this case, we follow the same
approach used in Ref. [57] and consider a reduced set of the
world measurements of the protonGA (see Refs. [71,72] for
a review of AFF experimental data until 2007). This set
includes more recent measurements [73–78] and also
contains the most accurate data points between cases with
the same value of −t. This decreases the number of GA data
points included in the analysis to 34. We investigate the
impact of CLAS Collaboration measurements at higher
values of −t [79] (five data points) on GPDs, especially H̃q,
as a separate analysis in Sec. IV B.
As described in Refs. [58,60], the WACS cross section is

related theoretically to three kinds of GPDs: namelyHq, H̃q,
andEq at ξ ¼ 0. Then, by including themeasurements of the
WACS cross section in the analysis besides the other data
introduced above, it is possible to determine the GPDs Hq,
H̃q, and Eq simultaneously. Although the WACS measure-
ments constrain mainly the GPDs Hq, since they have
more contributions to the WACS cross section, important
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information aboutGPDs H̃q andEq at larger values of−t can
also be found from these measurements. In the present
study, just like Ref. [58], we use the measurements by the
Jefferson Lab (JLab) Hall A Collaboration [80] containing
25 data points. The data are belonging to four different
values of the Mandelstam variables s—namely, s ¼ 4.82,
6.79, 8.90, and 10.92 GeV2—and they cover an energy
range of 1.65 ≤ −t ≤ 6.46 GeV2.

IV. RESULTS

This section is devoted to presenting our results obtained
for the χ2 analysis of the experimental data introduced in
Sec. III. To this aim, we first perform some analyses of the
nucleon electromagnetic FFs, AFFs, and charge and
magnetic radii data, simultaneously, to construct our base
fit. We investigate the impact of the CLAS data of GA at
high −t on the extracted GPDs as a separate analysis. As
the next step, we include also the data of the WACS cross
section in the analysis to investigate their impact on GPDs
as well as the possible tensions between them and other
data. Finally, we compare our results obtained for other
quantities related to GPDs, such as the gravitational FFs
and the total angular momentum carried by the quarks
inside the nucleon with the corresponding ones obtained
from other studies.

A. The base fit

In our previous study [59], we determined the GPDs Hq
v

and Eq
v (just valence sectors) by analyzing the nucleon

electromagnetic FF data presented in the YAHL18
paper [67] and the nucleon radii data taken from the
Review of Particle Physics [63]. The nucleon electromag-
netic FF data were contained in the Rp ¼ μpG

p
E=G

p
M

polarization, Gn
E, and Gn

M=μnGD measurements (note that
the extraction of the Gp

M data from the measurements of the
elastic electron-nucleon scattering has not been performed
in the YAHL18 analysis). As a result, we found that the
inclusion of the radii data in the analysis can put further
constraints on GPDs, especially in the case of Eq

v.
Moreover, we indicated that it is necessary to include more
experimental data in the analysis in order to get more
universal GPDs.
In this subsection, as a first step, we are going to improve

our previous analysis by
(i) including the world Gp

M measurements from the
AMT07 analysis [66] as well as the Mainz data [70].
This increases constraints on GPDs at both smaller
and larger values of −t, since the Gp

M measurements
cover a −t range from 0.007 to 32.2 GeV2.

(ii) including a reduced set of the world GA measure-
ments (see Sec. III and Refs. [57,58] for more
information) to extract also polarized GPDs H̃q

(both valence and sea-quark sectors). Actually, this
makes possible a simultaneous determination of

three kinds of GPDs if there are some relations
between them. Otherwise, it does not make sense to
perform a simultaneous analysis of the axial and
electromagnetic FF data, since GA measurements
will put constraints on GPDs H̃q separately. In the
following, we see that by utilizing a standard para-
metrization scan procedure [59] to find unknown
parameters of GPDs of Eq. (1), some relations
between them can be achieved automatically.

It should be noted that it is not possible to determine
GPDs Hq̄ at this stage, since the data included in the
analysis are just related to the valence sectors of the
unpolarized GPDs (H and E). However, both valence
and sea-quark sectors of the polarized GPDs H̃q can be
extracted from data because they are both contributing to
the theoretical calculations of GA [57]. The determination
of Hq̄ is postponed to Sec. IV C, where we include also the
WACS data in the analysis.
Our procedure for obtaining the optimum values of the

fit parameters is as follows: We first consider the profile
functions gqvðxÞ and f̃qvðxÞ to be equal to fqvðxÞ and perform
the parametrization scan to find the optimum values of the
parameters α0, A, and B in Eq. (4) for the profile functions
fuvðxÞ and fdvðxÞ, and also parameters α and β in Eq. (2) for
the forward limits euvðxÞ and edvðxÞ. Note that the parameters
γu and γd are set to zero at this stage. Then, we continue the
parametrization scan to find the optimum values of the
remaining parameters, one by one, considering the fact that
the profile functions gqvðxÞ and f̃qvðxÞ can be different from
fqvðxÞ, and also assuming f̃q̄ðxÞ ¼ f̃qvðxÞ. The procedure is
continued until the minimum value of χ2 is reached. Note
that at the end of the parametrization scan, some parameters
may be equal or zero, since we are looking for the lowest
value of χ2 per number of degrees of freedom (χ2=d:o:f:).
To be more precise, sometimes it happens that releasing
a parameter does not affect the value of the total χ2,
or its decrease is so small that it does not reduce the
χ2=d:o:f: value.
It should be noted that the condition gqvðxÞ < fqvðxÞ is

implemented in the main body of the fit program and
considered during the parametrization scan, in order to
preserve the positivity property of GPDs introduced in
Eq. (5), automatically. This holds Eq. (5) to a great extent
so that there are just some violations at very large values
of x.
Following the procedure described above, we find a set

of GPDs with α0̃
fuv

¼ α0fuv , α0̃
fdv

¼ α0fdv , Aguv ¼ Af̃uv
¼ Afuv ,

Af̃dv
¼ Afdv , Bgdv ¼ Bguv , and γu ¼ γd ¼ 0, which is called

Set 1. The value of χ2=d:o:f: is 3.05 for 311 data points,
which seems relatively large at first glance. By examining
this issue, one finds that the reason is the large value of χ2

obtained for two sets of data—namely, Gp
M and GA

measurements. We expected a large χ2 for GA data,
since different measurements [73–78] do not have good
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agreement with each other and actually form a spectrum, as
discussed in Ref. [57]. For the case of Gp

M data, the large
value of χ2 comes mainly from the Mainz data (it is 463 for
77 data points), which are concentrated in small −t values.
Actually, there is a tension between these data and the
world data taken from the AMT07 analysis in this region

(see Fig. 1). However, it should be noted that the AMT07
data have an acceptable χ2 value (it is 114 for 56 data
points), which means that they are well fitted. Accordingly,
it is interesting to perform also two other analyses, one by
including just the AMT07 data and excluding the Mainz
data, and the other vice versa. We call the sets of GPDs
obtained from these two analyses Set 2 and Set 3,
respectively.
The values of the optimum parameters obtained from

three analyses described above are listed in Table I. Note
again that some parameters obtained are equal to another
parameter or equal to zero through the parametrization
scan, automatically. Comparing Sets 1 and 2, one finds that
by excluding the Mainz data from the analysis, significant
changes are happening in the values of parameters of the
profile function guv and forward limit euv, while the other
distributions are less affected than before. So, it can be
concluded that the Mainz data have the most impact on
GPDs Eu

v. In contrast, comparing Sets 1 and 3 shows that if
we exclude the AMT07 data and maintain the Mainz data,
the main changes are happening in profile functions fuv and
guv (less than f), which indicates the importance of the
AMT07 data in constraining the whole −t behavior of the
up-quark unpolarized GPDs, especially Hu

v.

FIG. 1. A comparison between our results for Gp
M=μpGD

obtained from three analyses described in Sec. IVA and the
related experimental data of AMT07 [66] and Mainz [70].

TABLE I. The values of the optimum parameters obtained from three analyses described in Sec. IVA. Note that
f̃q̄ðxÞ ¼ f̃qvðxÞ.
Distribution Parameter Set 1 Set 2 Set 3

fuvðxÞ α0 0.687� 0.007 0.678� 0.008 0.710� 0.026
A 0.884� 0.023 0.831� 0.035 0.926� 0.258
B 0.968� 0.024 1.009� 0.026 0.871� 0.122

fdvðxÞ α0 0.453� 0.022 0.463� 0.071 0.483� 0.090
A 3.075� 0.430 3.093� 1.055 3.102� 1.577
B 1.167� 0.127 1.127� 0.389 1.023� 0.531

guvðxÞ α0 0.989� 0.097 0.632� 0.045 1.025� 0.096
A Afuv Afuv Afuv
B −0.497� 0.135 −0.572� 0.142 −0.586� 0.124

gdvðxÞ α0 0.814� 0.058 0.831� 0.087 0.832� 0.059
A 3.235� 0.328 3.249� 0.624 3.258� 0.302
B Bguv Bguv Bguv

f̃uvðxÞ α0 α0fuv α0fuv α0fuv
A Afuv Afuv Afuv
B −0.500� 0.270 −0.635� 0.187 −0.589� 0.339

f̃dvðxÞ α0 α0
fdv

α0
fdv

α0
fdv

A Afdv Afdv Afdv
B 0.366� 0.558 0.743� 0.573 0.370� 0.743

euvðxÞ α 0.489� 0.070 0.741� 0.022 0.480� 0.070
β 6.868� 0.657 8.761� 1.561 6.853� 0.794
γ 0.000 0.000 0.000

edvðxÞ α 0.607� 0.028 0.614� 0.046 0.603� 0.030
β 4.609� 0.938 4.638� 1.223 4.987� 0.759
γ 0.000 0.000 0.000
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The results of three analyses described above are
presented in Table II. The first column contains datasets
used in the analysis with their references. The data are
separated according to their related observables. The range
of −t which is covered by data is reported in the second
column. For each dataset, the value of χ2 divided by the
number of data points, χ2=Npts., is presented, which can be
considered as a criterion for the goodness of fit. The last
row of Table II presents the values of χ2=d:o:f: for three
analyses which show the goodness of the fit in total.
Comparing the results obtained for three analysis, one

concludes that the main difference between them comes
from the proton electromagnetic FF data, since the neutron
and axial FFs as well as the radii data have almost the same
χ2 from one analysis to another. Overall, the values of
χ2=d:o:f: for two analyses including the Mainz data—
namely Sets 1 and 3—are not very desirable (they are 3.05
and 3.15, respectively). By excluding the Mainz data from
the analysis (Set 2), the value of χ2=d:o:f: is significantly
decreased (from 3.05 to 1.79) due to the significant
decrease in the χ2 of the AMT07 data as well. On the
other hand, although the χ2 of the Mainz data is slightly
decreased by excluding the AMT07 data (from 463 to 425),
it still remains large. Considering these facts together, at
first glance, one may conclude that there is a tension
between the Mainz data not only with AMT07 data, but
also with other data presented in the analysis. However, this
issue needs to be further explored, since it can be due to the
model incompatibility with the Mainz data, especially at
smaller values of −t, where they have a different trend
compared to the AMT07 data (see Fig. 1). An interesting
thing that should be mentioned is that the χ2 of Rp data is
the lowest in the analysis in which both the AMT07 and
Mainz data are included, while it is increased in the

analyses which contain only one or the other. The neutron
data are well fitted in all three analyses, especially Gn

E data,
and their goodness of fit is not affected by changing the
content of the Gp

M data. Note that the large value of χ2

obtained for GA data (it is about 129 for 34 data points) is
due to the fact that there is not a good agreement between
different experimental measurements, as mentioned before.
For the case of nucleon radii data, a very good description is
obtained, except for

ffiffiffiffiffiffiffiffiffiffiffi
hr2nMi

p
. This can be due to the lack of

the experimental information on the neutron magnetic
radius [81], especially considering the fact that the other
radii data are well fitted. Anyway, our prediction forffiffiffiffiffiffiffiffiffiffiffi
hr2nMi

p
obtained from all three analyses underestimate

the value presented in Ref. [63], which is the average of just
two measurements.
Figure 1 shows a comparison between our results for

Gp
M=μpGD obtained from three analyses described above

and the related experimental data of AMT07 and Mainz.
Note that the original Mainz data [70] have been presented
as Gp

M, not as the ratio to μpGD. So, in order to make them
comparable with the AMT07 data, we show them as
Gp

M=μpGD in Fig. 1, though their original values have
been included in our analyses. As can be seen, the Mainz
data are concentrated in the small −t region and follow a
different trend at very small values of −t, in contrast to the
AMT07 data, which cover a wide range of −t up to
32 GeV2. They are also located at the top of the
AMT07 data at almost all values of −t. These differences
lead to a tension between the AMT07 and Mainz data and
make their simultaneous description difficult, as is obvious
from Table II (Set 1). However, regardless of the Mainz
data at −t < 0.01, these descriptions of data are acceptable
considering the uncertainty bands of the predictions.
Overall, the predictions obtained from the analyses

TABLE II. The results of three analyses described in Sec. IVA.

χ2=Npts:

Observable −t (GeV2) Set 1 Set 2 Set 3

Gp
M [70] 0.0152–0.5524 463.4=77 � � � 424.7=77

Gp
M=μpGD [66] 0.007–32.2 113.8=56 51.5=56 � � �

Rp ¼ μpG
p
E=G

p
M [67] 0.162–8.49 107.8=69 119.8=69 113.0=69

Gn
E [67] 0.00973–3.41 27.9=38 26.0=38 27.0=38

Gn
M=μnGD [67] 0.071–10.0 45.2=33 45.9=33 47.9=33

GA [73–78] 0.025–1.84 130.0=34 129.3=34 129.5=34ffiffiffiffiffiffiffiffiffiffiffi
hr2pEi

q
[63] 0 0.0=1 0.2=1 0.0=1

ffiffiffiffiffiffiffiffiffiffiffiffi
hr2pMi

q
[63] 0 0.0=1 2.2=1 1.2=1

hr2nEi [63] 0 0.2=1 0.1=1 0.4=1ffiffiffiffiffiffiffiffiffiffiffi
hr2nMi

p
[63] 0 12.5=1 14.9=1 9.9=1

Total χ2=d:o:f: 900.8=295 389.9=218 753.6=239

HADI HASHAMIPOUR et al. PHYS. REV. D 107, 096005 (2023)

096005-6



including the Mainz data (Sets 1 and 3) are larger in
magnitude at small and medium −t and fall off with a
steeper slope at larger values of −t. An interesting thing is
that Set 3, which has been obtained from the analysis
containing just the Mainz data, has a similar prediction to
Sets 1 and 2 at larger values of −t, while the Mainz data
only cover −t≲ 0.6. This can be attributed to the presence
of Rp data in the analysis.
A comparison between our results for Rp and the

corresponding data included in the analysis from
YAHL18 [67] is shown in Fig. 2. As can be seen, the data
are well fitted in all three analyses, especially Set 1, which
has better description of data at larger values of−t. It isworth
noting in this context, as is also clear from Table II, that
including both the AMT07 and Mainz data of Gp

M in the
analysis leads to better description ofRp data. Note also that
the Rp data have a lesser χ2 when the analysis includes just
the Mainz data (Set 3), compared with the case in which it
includes just Gp

M from AMT07 (Set 2). Considering these
facts, one can realize that the inclusion of both AMT07 and
Mainz data in the analysis is preferred, though it leads to a
large χ2 for them. The analyses including the Mainz data
have lesser χ2 values for the neutron magnetic radius, too.
This indicates again the importance of the inclusion of the
Mainz data in the analysis.
Figures 3 and 4 show the same comparisons as Fig. 2, but

forGn
E andGn

M=μnGD. In both cases, the results are in good
agreement with data considering uncertainties. These
figures clearly show that the different approaches to include
the Gp

M data in the analysis do not affect significantly the
description of the neutron data, since all sets lead to almost
the same prediction. There are just some little differences
for the case of neutron magnetic FF in Fig. 4. Overall,
Sets 1 and 3 are in better consistency with each other.
We have compared our results obtained for GA and fitted

data [73–78] in Fig. 5. Although data are belonging to
different measurements and there is not a good consistency

FIG. 2. A comparison between our results for Rp obtained from
three analyses described in Sec. IVA and the corresponding
experimental data of the YAHL18 analysis [67].

FIG. 3. A comparison between our results forGn
E obtained from

three analyses described in Sec. IVA and the corresponding
experimental data of the YAHL18 analysis [67].

FIG. 4. A comparison between our results for Gn
M=μnGD

obtained from three analyses described in Sec. IVA and the
corresponding experimental data of the YAHL18 analysis [67].

FIG. 5. A comparison between our results forGA obtained from
three analyses described in Sec. IVA and the corresponding
experimental data of Refs. [73–78].
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between them over almost the whole range of −t, a
reasonable description has been obtained considering the
uncertainties. The results indicate that there is not any
correlation between the polarized GPD H̃q and Gp

M data,
since they remain unaffected by removing part of the Gp

M
data from the analysis.
A comparison between our results for GPDs xHu

vðxÞ
with their uncertainties and the result of the DK13
analysis [55] at four t values—t ¼ 0;−1;−3;−6 GeV2—
has been shown in Fig. 6. The little difference observed at
t ¼ 0 between our results and DK13 is due to the fact that,
in Eq. (1), we have taken PDFs from the NNPDF
group [11], while they have been taken from Alekhin,
Blumlein, and Moch (ABM11) [6] in the DK13 analysis.
Overall, the results are very similar at all values of −t that
show the crucial constraints of the electromagnetic FF data
on the unpolarized up valence GPDs Hu

v.
Figure 7 shows the same results as Fig. 6, but for GPDs

xHd
vðxÞ. Here, the difference between our results and those

of DK13 is significant when comparing with the case of
xHu

vðxÞ in Fig. 6. Although the difference between the
forward limits (NNPDF and ABM11 PDFs) plays an
important role in this case, as can be seen from
Fig. 7(a), it is obvious from the figure that the t dependence
of our GPDs is also somewhat different with DK13. By

increasing the absolute value of t, our results for xHd
vðxÞ are

first increased in magnitude and somewhat shifted to
smaller x values (e.g., at t ¼ −1 and −3 GeV2). If the
increase in −t continues (e.g., at t ¼ −6 GeV2), the peak of
our results goes down again, but it shifts more to smaller x.
Note that the uncertainties from PDFs have also been
considered in the error calculations of GPDs Hq

v in Figs. 6
and 7, as well as the other plots which are presented in the
following. Overall, Set 3 has larger uncertainties, especially
with −t growing, since it does not contain the AMT07 data
of Gp

M, which cover a wide range of −t.
Our results obtained for GPDs xEu

vðxÞ have been shown
in Fig. 8 and compared again with DK13 at t ¼ 0, −1, −3,
and −6 GeV2. As one can see, Sets 1 and 3, which have
been obtained from the analyses including the Mainz data
are very similar at all values of −t. However, they differ
significantly from DK13 and also Set 2, which has been
obtained from the analysis excluding the Mainz data and
including the world Gp

M data from AMT07. Overall, our
results tend toward the smaller values of x rather than
DK13. Among different sets, the results of Set 2 have the
lowest peak and are most inclined to small x. The egregious
difference between Set 2 and DK13 may be strange at first
glance, since they contain the same data of Gp

M. Actually,
this can be due to the inclusion of different data, for the case

FIG. 6. A comparison between our results for GPDs xHu
vðxÞ and the corresponding results from DK13 analysis [55] at four t values

shown in panels (a) t ¼ 0, (b) t ¼ −1, (c) t ¼ −3, and (d) t ¼ −6 GeV2. See Sec. IVA for more details.
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FIG. 7. Same as Fig. 6, but for GPDs xHd
vðxÞ.

FIG. 8. Same as Fig. 6, but for GPDs xEu
vðxÞ.
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of other observables, in these two analyses (see Sec. IVA of
our previous study [59] to get full information on the
differences and similarities of our data selection with DK13
for the cases of Rp, Gn

E, G
p
M, and nucleon radii data).

However, we have explored this issue further and found
that another important factor is the different producers used
to preserve the positivity condition of Eq. (5). According to
the results obtained, it can be concluded that the difference
between the forward limits of Eu

v (i.e., euv) that have been
shown in Fig. 8(a) plays a more important role in the
difference between the final GPDs at larger values of −t,
rather than the difference between profile functions.
Figure 9 shows the same results as Fig. 8, but for GPDs

xEd
vðxÞ. In this case, all results obtained are in very good

agreement with each other and also with DK13. This is a
reflection of the fact that the constraints on GPDs Ed

v come
mainly from the neutron data, while we are discussing here
about including or excluding the Mainz or AMT07 data for
the proton magnetic FF, Gp

M in the analysis. Note that
although GPDs Eq

v are contributed in both GE and GM FFs,
they play a more important role inGM (as well asGE, but at
larger values of −t). So, it is expected that Gp

M data will be
more impressive on GPDs Eu

v, as can be clearly seen from
Fig. 8. Finally, since the polarized GPDs H̃q are not
affected by the Gp

M data, and thus there are not any
significant differences between various sets obtained from

the analyses performed in this subsection, we do not
compare them here, and instead postpone drawing GPDs
xH̃qðxÞ to the next subsection, where we investigate the
impact of the CLAS data of GA [79] on the final results
of GPDs.

B. Impact of CLAS data

As mentioned in Sec. III, the main constraints on the
polarized GPDs H̃q at ξ ¼ 0 come from the measurements
of the nucleon AFF GA. At present, there are just two kinds
of processes that have been used to extract GA data: the
(anti)neutrino scattering off nucleons, and charged pion
electroproduction. Although the latter provides most of
the available data, the related measurements are old and in
most cases incompatible. In the analyses performed in the
previous subsection, we used the data from Refs. [74–78],
which are more recent between all measurements and also
most accurate between data points with the same value
of −t. For the case of (anti)neutrino scattering, we used data
from the MiniBooNE experiment [73], which are much
newer compared to the world data from the charged pion
electroproduction.
In this subsection, we are going to investigate the impact

of CLAS Collaboration measurements of GA [79] on the
extracted GPDs, especially H̃q. Note that these data have
been extracted from the charged pion electroproduction.

FIG. 9. Same as Fig. 6, but for GPDs xEd
vðxÞ.
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However, compared with data used before, they are more
recent and accurate, and they also cover higher values of−t.
Thus, including them in the analysismay significantly affect
the final results of GPDs. Following the procedure described
in the previous subsection, we find a set of GPDs with
α0̃
fuv

¼ α0fuv , α0̃
fdv

¼ α0
fdv
, Aguv ¼ Afuv , Agdv ¼ Afdv , Bgdv ¼ Bguv ,

and γu ¼ γd ¼ 0, which is called Set 4. Note again that
f̃q̄ðxÞ ¼ f̃qvðxÞ. The value of χ2=d:o:f: for this analysis is
3.24, which is considerably larger than the corresponding
value of Set 1 (3.05). Actually, the results show a crucial
tension between the CLAS data and the other world data of
GA. The CLAS data are severely suppressed at larger values
of−t and thus are not compatiblewith the trend of other data.
This tension can show that the CLAS data have some
problems with normalization. In fact, it is not possible to
obtain a simultaneously good description of all GA data
without normalization. Consequently, we also obtain
another set of GPDs by introducing a normalization factor
N CL for the CLAS data. Actually, we treat N CL as a free
parameter of the fit procedure. Following the parameter-
ization scan, one finds a set of GPDs with α0̃

fuv
¼ α0fuv ,

α0̃
fdv

¼ α0fdv , Aguv ¼ Af̃uv
¼ Afuv , Agdv ¼ Af̃dv

¼ Afdv , Bgdv ¼ Bguv ,

γu ¼ γd ¼ 0, and N CL ¼ 2.09. We call this Set 5. Note
again that releasing parameters Af̃uv

and Af̃dv
does not lead to

any improvement in the fit quality. Moreover, we have fixed
N CL on its best value in the last run.
The values of the optimum parameters of Sets 4 and 5 are

listed in Table III and compared with the corresponding
values of Set 1 from the previous subsection. Comparing
Set 1 and Set 4, one finds that the original CLAS data have
the greatest impact on the polarized profile functions f̃qv, as
expected. In addition, they affect the down-quark distribu-
tions more than up-quark distributions. Actually, the large
value obtained for A parameters in f̃qv is a reflection of the
fact that the CLAS data need a significant suppression of
GPDs H̃q at larger values of −t to be well fitted. However,
by normalizing the CLAS data (Set 5), the results will be
more compatible with Set 1 where the CLAS data have not
been included.
Table IV presents a comparison between the results

obtained from the analyses of Sets 1, 4, and 5. As can be
seen, including the original CLAS data in the analysis leads
to a significant increase in the value of χ2 from the world
GA data. Although the CLAS data have relatively large χ2

TABLE III. A comparison between the values of the optimum parameters obtained from the analysis without
including CLAS data [79] (Set 1), the analysis including the original CLAS data (Set 4), and the analysis including
the normalized CLAS data (Set 5). See Sec. IV B for more details.

Distribution Parameter Set 1 Set 4 Set 5

fuvðxÞ α0 0.687� 0.007 0.690� 0.006 0.692� 0.007
A 0.884� 0.023 0.901� 0.026 0.905� 0.032
B 0.968� 0.024 0.963� 0.023 0.956� 0.025

fdvðxÞ α0 0.453� 0.022 0.523� 0.014 0.517� 0.028
A 3.075� 0.430 4.100� 0.285 3.911� 0.471
B 1.167� 0.127 0.788� 0.074 0.833� 0.154

guvðxÞ α0 0.989� 0.097 0.996� 0.054 0.998� 0.072
A Afuv Afuv Afuv
B −0.497� 0.135 −0.449� 0.122 −0.458� 0.142

gdvðxÞ α0 0.814� 0.058 0.792� 0.036 0.796� 0.043
A 3.235� 0.328 Afdv Afdv
B Bguv Bguv Bguv

f̃uvðxÞ α0 α0fuv α0fuv α0fuv
A Afuv 9.939� 1.028 Afuv
B −0.500� 0.270 −1.411� 0.180 0.241� 0.138

f̃dvðxÞ α0 α0
fdv

α0
fdv

α0
fdv

A Afdv 13.347� 1.556 Afdv
B 0.366� 0.558 −1.969� 0.091 −1.056� 0.167

euvðxÞ α 0.489� 0.070 0.483� 0.039 0.483� 0.053
β 6.868� 0.657 6.544� 0.550 6.570� 0.656
γ 0.000 0.000 0.000

edvðxÞ α 0.607� 0.028 0.648� 0.020 0.639� 0.023
β 4.609� 0.938 3.256� 0.610 3.532� 1.016
γ 0.000 0.000 0.000
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values (about 22 for five data points), it is acceptable
considering the small uncertainties of the data. Note that the
presence of the CLAS data in the analysis also somewhat
increases the χ2 of the Rp andGn

E data. However, it does not
significantly affect the χ2 of theGM (whether for the proton
or neutron) or the nucleon radii data. Another point that
should be noted is that by introducing a normalization
factor for the CLAS data, the value of χ2 of the world GA
data becomes the same as the one corresponding to the
analysis of Set 1 where the CLAS data have not been
included. Moreover, the value of the χ2 of the CLAS data
decreases from 22 to 7. These facts clearly indicate that by
normalizing the CLAS data, the tension between them and
other GA data can be resolved.
Figure 10 shows a comparison between the theoretical

predictions of GA obtained using GPDs of Sets 1, 4, and 5
and the fitted data taken from Refs. [73–78] (black dash
symbol), as well as the original (red cross symbol) and
normalized (green circle symbol) CLASdata [79]. As can be
seen, including the original CLAS data in the analysis leads
to a considerable change in the results at larger values of−t,
so that the theoretical prediction falls off faster than before
with −t growing. Another point that should be mentioned is
that the CLAS data also decrease the theoretical uncertain-
ties at larger values of−t. This was predictable, because they
are very precise compared with other GA data. The increase
in uncertainties at −t≲ 2 GeV2 can be attributed to the fact
that Set 4 has one more free parameter than Set 1. Another
result that can be concluded from Fig. 10 is that by
normalizing the CLAS data, the results obtained become
entirely compatible with each other, considering uncertain-
ties. Note that here we have not shown the results obtained

for other observables, since the inclusion of the CLAS data
(whether original or normalized) in the analysis has not
significantly affected them.
For the case of unpolarized GPDs Hq

v and Eq
v, the

significant changes are happening just for the down-quark
distributions; the CLAS data (whether original or normal-
ized) do not considerably affect the up-quark unpolarized
GPDs (here we mean the shape of the distributions; not
their uncertainties, since including the CLAS data also
leads to a decrease in the uncertainties of Hu

v and Eu
v). In

Figs. 11 and 12, we have compared, respectively, the
xHd

vðxÞ and xEd
vðxÞ GPDs of Sets 1, 4, and 5, as well as

the corresponding values from the analysis of DK13 [55].

TABLE IV. The results of the analysis without including CLAS data [79] (Set 1), the analysis including the
original CLAS data (Set 4), and the analysis including the normalized CLAS data (Set 5). See Sec. IV B for more
details.

χ2=Npts:

Observable −t (GeV2) Set 1 Set 4 Set 5

Gp
M [70] 0.0152–0.5524 463.4=77 463.5=77 462.7=77

Gp
M=μpGD [66] 0.007–32.2 113.8=56 115.3=56 116.6=56

Rp ¼ μpG
p
E=G

p
M [67] 0.162–8.49 107.8=69 114.5=69 112.7=69

Gn
E [67] 0.00973–3.41 27.9=38 33.0=38 31.5=38

Gn
M=μnGD [67] 0.071–10.0 45.2=33 44.5=33 44.8=33

GA [73–78] 0.025–1.84 130.0=34 161.5=34 131.1=34
GA [79] 2.12–4.16 � � � 22.2=5 7.4=5ffiffiffiffiffiffiffiffiffiffiffi

hr2pEi
q

[63] 0 0.0=1 0.0=1 0.0=1
ffiffiffiffiffiffiffiffiffiffiffiffi
hr2pMi

q
[63] 0 0.0=1 1.3=1 1.3=1

hr2nEi [63] 0 0.2=1 0.8=1 0.8=1ffiffiffiffiffiffiffiffiffiffiffi
hr2nMi

p
[63] 0 12.5=1 12.8=1 13.0=1

Total χ2=d:o:f: 900.8=295 969.4=299 921.9=301

FIG. 10. A comparison between our results for GA obtained
using Sets 1, 4, and 5 and fitted data from Refs. [73–78] (black
dash symbol) as well as the original (red cross symbol) and
normalized (green circle symbol) CLAS data [79].
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FIG. 11. A comparison between our results for GPDs xHd
vðxÞ obtained from the analysis excluding the CLAS data [79] (Set 1), the

analysis including the original CLAS data (Set 4), and the analysis including the normalized CLAS data (Set 5), as well as the DK13
results at four t values shown in panels (a) t ¼ 0, (b) t ¼ −1, (c) t ¼ −3, and (d) t ¼ −6 GeV2. See Sec. IV B for more details.

FIG. 12. Same as Fig. 11, but for GPDs xEd
vðxÞ.
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As can be seen, by including the original CLAS data in the
analysis (Set 4), xHd

vðxÞ is more suppressed with −t
growing than before. However, by considering a normali-
zation factor for the CLAS data, the results (Set 5) become
somewhat more compatible with Set 1 and DK13. Overall,
Set 1 is in more consistency with DK13 because both of
them have been obtained without considering the CLAS
data. Such a situation is observed also for xEd

vðxÞ. However,
in this case, Sets 4 and 5 are first suppressed at small and
medium −t compared to Set 1 and DK13, and they are
increased again at large −t and shifted to the larger values
of x. Note that the large uncertainties of Sets 4 and 5 in the
last panel of Fig. 12, where the distributions have been
compared at t ¼ −6 GeV2, are due to the fact that the
CLAS data contain data points with −t values only up to
about 4 GeV2.
The results obtained for polarized GPDs xH̃u

vðxÞ and
xH̃d

vðxÞ have been compared, respectively, in Figs. 13
and 14 at four t values: t ¼ 0, −1, −3, and −6 GeV2.
Note that in these cases, a comparison with the DK13
analysis is not possible, since the extraction of polarized
GPDs has not been performed in that analysis. This figures
clearly indicate the significant impact of the CLAS data on
polarized GPDs as expected. For the case of an up valence
quark, when the CLAS data are included in the analysis, the

magnitude of the distribution is considerably decreased
with −t growing. This reduction is much greater for the
analysis containing the original CLAS data (Set 4), and
introducing a normalization factor makes the results more
compatible with Set 1, as before. The extracted distribu-
tions are also inclined to larger values of x with −t growing
when compared with Set 1. According to Fig. 10, the
reduction of xH̃u

vðxÞ after including the CLAS data in the
analysis can be attributed to the significant suppression of
these data at larger values of −t. The CLAS data also have
crucial impact on the down valence quark GPDs, as is clear
from Fig. 14. In this case, both Sets 4 and 5 are shifted to
smaller values of xwith −t growing. In terms of magnitude,
Set 4 first decreases compared with Set 1, but then increases
at larger values of −t. Although Set 5 has the largest
magnitude, it is more compatible again with Set 1 than with
Set 4.
As mentioned before, since the theoretical calculation of

the AFFGA also includes the sea-quark contributions of the
polarized GPDs, xH̃q̄ðxÞ, it is possible to extract them
from the analyses performed in this subsection and the
previous one. However, since they have smaller contribu-
tions in GA than the valence sectors, and on the other hand
the data do not provide enough constraints for them, we
have decided to consider the assumption f̃q̄ðxÞ ¼ f̃qvðxÞ.

FIG. 13. A comparison between our results for polarized GPDs xH̃u
vðxÞ obtained from three analyses: excluding the CLAS data [79]

(Set 1), including the original CLAS data (Set 4), and including the normalized CLAS data (Set 5) at four t values shown in panels
(a) t ¼ 0, (b) t ¼ −1, (c) t ¼ −3, and (d) t ¼ −6 GeV2. See Sec. IV B for more details.
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FIG. 14. Same as Fig. 13, but for polarized GPDs xH̃d
vðxÞ.

FIG. 15. Same as Fig. 13, but for polarized GPDs xH̃ūðxÞ.
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Figures 15 and 16 show the same comparisons as Figs. 13
and 14, respectively, but for xH̃ūðxÞ and xH̃d̄ðxÞ. As is clear
from these figures, the sea-quark polarized GPDs behave
almost the same as the valence polarized GPDs by includ-
ing the CLAS data in the analysis. However, they have
larger uncertainties, as expected due to the large uncer-
tainties of the NNPDF sea-quark polarized PDFs [61].

C. Impact of WACS data

As pointed out before, the WACS cross section is related
to three kinds of GPDs: namely, Hq, Eq, and H̃q [60]. So,
including the WACS data in the analysis can provide new
and important information about GPDs, especially at large
values of −t. An advantage of these data is that they can
also provide some information about the sea-quark con-
tributions of GPDs. In this subsection, we are going to
investigate the impact of the JLab Hall A Collaboration
data [80] on GPDs obtained in the previous subsections.
Note that a simultaneous analysis of the world GA (exclud-
ing the CLAS data) and JLab WACS data was performed in
Ref. [58], but it did not include the nucleon Sachs FFs and
radii data. Moreover, the GPDs Eq

v were fixed from an older
analysis of the world electron scattering data [56].
For the theoretical calculation of the WACS cross section

at NLO, we use the formula presented in Ref. [60] (for a
compact review, see Ref. [58]). An important point that

should be noted is that there are three scenarios to relate the
Mandelstam variables at the partonic level and those of
the whole process [82]. Actually, if one neglects the mass of
the proton, they will be equal (Scenario 1). However,
considering the proton mass, we have two more scenarios:

Scenario 2∶ ŝ¼ s−m2; t̂¼ t; û¼u−m2:

Scenario 3∶ ŝ¼ s−m2; t̂¼−
ŝ
2
ð1−cosθcmÞ; û¼−ŝ− t̂:

ð6Þ

In Ref. [58], the authors showed that Scenario 3 leads to
a better description of the WACS data. However, because of
the differences between their analysis and the present study
mentioned above, we considered both Scenarios 2 and 3 to
investigate which of them leads to better results when a
wide range of the experimental data is included in the
analysis. As a result, we found that Scenario 3 works better
and makes χ2 smaller in all analyses which include different
datasets. Therefore, in the following, we present just the
results obtained using Scenario 3. On the other hand,
according to our initial investigations, there are some
tensions between the CLAS data not only with other GA
data (as has been shown in the previous subsection), but
also with WACS data. In this way, here we are going to
perform three analyses: (i) by excluding the CLAS data,

FIG. 16. Same as Fig. 13, but for polarized GPDs xH̃d̄ðxÞ.
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(ii) by including the original CLAS data, and (iii) by
including the normalized CLAS data. We call these three
analyses Set 9, Set 10, and Set 11, respectively. We also
repeat the third analysis by removing the Gp

M data, which
leads to Set 12. Its motivations and results will be
introduced later.
The best parametrization forms, as well as the optimum

values of unknown parameters, are obtained utilizing the
parametrization scan as before. To this aim, we consider
again f̃q̄ðxÞ ¼ f̃qvðxÞ and use the same assumption for the
sea-quark contributions of GPDs H, but by fixing the α0
parameters as α0fū ¼ α0

fd̄
¼ 2. The reason to choose such a

large value for these parameters is the problem of over-
estimating the WACS data at smaller values of −t. To be
more precise, if one considers α0fq̄ ¼ α0fqv just as for

polarized GPDs H̃, it leads to a significant increase in
the χ2 value of the WACS data due to the poor description
of data points in the small −t region. In fact, releasing these
parameters leads to an even larger value that is unphysical.
So, we decided to consider a value that is not far from unity
and, on the other hand, leads to an acceptable description of
data (note that considering, for example, α0fū ¼ α0

fd̄
¼ 10

just decreases the total χ2 up to 15 units compared to
α0fū ¼ α0

fd̄
¼ 2). Finally, we found GPDs with α0̃

fuv
¼ α0fuv ,

α0̃
fdv

¼ α0fdv , and γu ¼ γd ¼ 0. Other parameters of the

valence GPDs have been obtained from the fit. The
normalization factor N CL of the CLAS data obtained from
the analysis of Set 11 is equal to 1.67 (it is 2.16 for Set 12).
Table V presents a comparison between the results

obtained from the aforementioned analyses. Regardless
of Set 12, one can see that the best χ2 belongs to the
analysis in which the CLAS data have been excluded

(Set 9). However, utilizing a normalization factor for these
data makes the situation better (it decreases the total χ2

from 1417 to 1302). Overall, the results do not show a
desirable description of the WACS data even after exclud-
ing the CLAS data (the value of χ2 is 285 for 25 data
points), in comparison with Ref. [58], where just the AFF
and WACS data were analyzed. For investigating the pure
impact of the WACS data on GPDs, one can compare the
results of Set 9 with the corresponding results of Set 1 from
Table II. As a result, one can see that the inclusion of the
WACS data in the analysis makes the description of the
neutron data worse. Moreover, the χ2 value of the Mainz
data is increased up to about 23 units.
The values of the optimum parameters are listed in

Table VI and compared with the corresponding values of
Set 1 presented in Sec. IVA. Comparing Sets 1 and 9, one
finds that the WACS data have the greatest impact on GPDs
Ed
vðxÞ and also the polarized profile functions f̃qv. As

before, including the original CLAS data in the analysis
dramatically changes the polarized profile functions f̃qv
(Set 10), while their impacts become less drastic after
considering a normalization factor (Set 11). We discuss
Set 12 and the impact of removingGp

M data on the extracted
GPDs later.
Figure 17 shows the same comparison as Fig. 10, but for

Sets 1, 9, 10, and 11. Note that here, the normalization
factor N CL for the normalized CLAS data is equal to 1.67.
As can be seen, the inclusion of the WACS data in the
analysis does not considerably affect the description of the
GA data. This could also be inferred from Table V, where
Sets 1 and 9 have the same χ2 for the AFF data. Comparing
Figs. 10 and 17, one can conclude that the presence of the
WACS data makes the normalization of the CLAS data

TABLE V. The results of the analyses including the WACS data [80], considering Scenario 3 of Eq. (6). See
Sec. IV C for more details.

χ2=Npts:

Observable −t (GeV2) Set 9 Set 10 Set 11 Set 12

Gp
M [70] 0.0152–0.5524 486.6=77 485.3=77 488.6=77 � � �

Gp
M=μpGD [66] 0.007–32.2 110.7=56 107.8=56 109.0=56 � � �

Rp ¼ μpG
p
E=G

p
M [67] 0.162–8.49 107.5=69 106.8=69 104.9=69 101.6=69

Gn
E [67] 0.00973–3.41 52.1=38 51.8=38 45.1=38 32.8=38

Gn
M=μnGD [67] 0.071–10.0 54.5=33 53.3=33 54.0=33 58.3=33

GA [73–78] 0.025–1.84 129.8=34 162.6=34 138.2=34 131.8=34
GA [79] 2.12–4.16 � � � 49.0=5 3.0=5 13.7=5ffiffiffiffiffiffiffiffiffiffiffi

hr2pEi
q

[63] 0 0.0=1 0.0=1 0.0=1 0.0=1
ffiffiffiffiffiffiffiffiffiffiffiffi
hr2pMi

q
[63] 0 1.6=1 1.5=1 1.7=1 1.8=1

hr2nEi [63] 0 2.6=1 4.1=1 4.3=1 0.0=1ffiffiffiffiffiffiffiffiffiffiffi
hr2nMi

p
[63] 0 17.6=1 23.1=1 22.4=1 14.0=1

dσ=dt (WACS) [80] 1.65–6.46 284.7=25 371.5=25 330.4=25 119.9=25

Total χ2=d:o:f: 1247.7=316 1416.8=321 1301.6=321 473.9=188
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milder; i.e., the result of Set 11 is almost between Sets 9 and
10 at larger values of −t, while without the WACS data,
there is no significant difference between the results of Sets
1 and 5 in Fig. 10.

In Fig. 18, we have compared the theoretical predictions
of the WACS cross section calculated using Sets 9, 10, and
11 and the related experimental data from JLab [80] at four
different values of s—namely, s ¼ 4.82, 6.79, 8.90, and
10.92 GeV2—that have been multiplied by appropriate
factors to make the results more distinguishable. In order
to investigate the pure impact of the WACS data on GPDs,
we have also presented the result of Set 1 in this figure.
Comparing Sets 1 and 9, one can realize that the WACS
data need GPDs that are smaller in magnitude to be
described at smaller values of −t, since all sets overestimate
data in this region for all values of s except s ¼ 4.82 GeV2.
However, in the case of medium values of s, the results
obtained in this subsection underestimate data at larger
values of −t. Actually, in this case, the data clearly prefer
Set 1, which indicates that they are more compatible with
other data at this kinematic (medium s and large −t).
Among the three sets of GPDs obtained in this subsection,
Set 10, which includes the CLAS data without considering
a normalization factor, has the worst description of the
WACS data. This implies again that tension exists between
the original CLAS data not only with the worldGA data, but
also with the WACS data. Overall, the results of Sets 9 and
11 are acceptable, considering uncertainties.

TABLE VI. A comparison between the values of the optimum parameters obtained from the analyses performed in
this subsection—namely, Sets 9, 10, 11, and 12, as well as the corresponding values of Set 1 presented in Sec. IVA.
See Sec. IV C for more details.

Distribution Parameter Set 1 Set 9 Set 10 Set 11 Set 12

fuvðxÞ α0 0.687� 0.007 0.657� 0.008 0.655� 0.007 0.659� 0.007 0.627� 0.005
A 0.884� 0.023 0.797� 0.035 0.786� 0.031 0.807� 0.036 1.544� 0.045
B 0.968� 0.024 1.085� 0.030 1.092� 0.027 1.070� 0.029 1.129� 0.019

fdvðxÞ α0 0.453� 0.022 0.418� 0.030 0.382� 0.028 0.409� 0.024 0.454� 0.012
A 3.075� 0.430 3.796� 0.507 3.259� 0.442 3.525� 0.449 5.368� 0.299
B 1.167� 0.127 1.240� 0.167 1.441� 0.151 1.293� 0.139 0.973� 0.083

guvðxÞ α0 0.989� 0.097 0.944� 0.135 1.019� 0.158 1.025� 0.122 0.860� 0.048
A Afuv 0.925� 0.192 0.949� 0.150 0.967� 0.171 1.691� 0.218
B −0.497� 0.135 −0.237� 0.177 −0.590� 0.145 −0.621� 0.115 −0.381� 0.066

gdvðxÞ α0 0.814� 0.058 0.788� 0.049 0.743� 0.041 0.743� 0.035 0.760� 0.016
A 3.235� 0.328 4.048� 0.771 3.450� 0.748 3.780� 0.670 1.837� 0.288
B Bguv −1.353� 0.194 −1.198� 0.256 −1.325� 0.118 −0.402� 0.066

f̃uvðxÞ α0 α0fuv α0fuv α0fuv α0fuv α0fuv
A Afuv 1.325� 0.514 14.713� 0.756 5.442� 0.987 1.597� 0.315
B −0.500� 0.270 −0.390� 0.136 −1.967� 0.063 −0.208� 0.216 −0.528� 0.059

f̃dvðxÞ α0 α0
fdv

α0
fdv

α0
fdv

α0
fdv

α0
fdv

A Afdv −1.231� 2.509 3.323� 0.915 4.892� 0.369 3.578� 0.517
B 0.366� 0.558 0.855� 0.467 −0.547� 0.210 −1.167� 0.087 0.302� 0.119

euvðxÞ α 0.489� 0.070 0.509� 0.100 0.488� 0.113 0.482� 0.096 0.458� 0.050
β 6.868� 0.657 5.726� 0.772 6.950� 1.165 7.126� 0.559 10.651� 0.445
γ 0.000 0.000 0.000 0.000 0.000

edvðxÞ α 0.607� 0.028 0.613� 0.027 0.612� 0.026 0.620� 0.025 0.647� 0.011
β 4.609� 0.938 14.918� 2.699 15.573� 3.986 17.889� 2.995 4.663� 0.686
γ 0.000 0.000 0.000 0.000 0.000

FIG. 17. A comparison between our results for GA obtained
using Sets 1, 9, 10, and 11 and fitted data from Refs. [73–78]
(black dash symbol), as well as the original (red cross symbol)
and normalized (green cross symbol) CLAS data [79].
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Here, we do not present comparisons to other observ-
ables. Actually, in the case of Sachs FFs, there are no
considerable differences between the theoretical predic-
tions of Sets 9, 10, and 11. We just note that for the neutron
Sachs FFs, they are a little different from the corresponding
predictions of Set 1 at medium values of −t. This leads to a
worse description of these data than before, as it can be
inferred by comparing Tables V and II.
Before discussing the impact of WACS data on the

extracted GPDs, it is necessary to address the question of
why the fit of WACS data is not as satisfying. Actually, the
obtained χ2 for these datasets is 284.7 for 25 data points in
the best situation (except for Set 12), showing strong
deviation in the data. Generally, there are three possibilities
to explain this unfavorable description of the WACS data:
(i) there is a problem with the Jefferson Lab measurements,
(ii) there is a problem with the theoretical description of
the WACS process using the handbag mechanism, and
(iii) there is a problem with our phenomenological frame-
work. The first of these is almost impossible, and besides, it
cannot be checked until the new measurements of the
WACS data are performed. The second possibility should
be investigated by revisiting the related theoretical calcu-
lations, which is out of the scope of the present study. For
example, maybe the NNLO contributions should be con-
sidered, or it is necessary to use a new scenario to relate the
Mandelstam variables at the partonic level and those of the
whole process in Eq. (6). It is also possible that the handbag
approach is not a good case for describing the WACS
process, although we do not have a better approach at
present, since the perturbative QCD predictions are at least
10 times smaller than the experimental data as reported in

the JLab paper [80]. However, we can check the third
possibility from different points of view. Performing a
comprehensive investigation on the poor description of the
WACS data in the present global analysis may also shed
light on the first and second ones. In the following, we have
tried to deeply investigate this issue.
From a phenomenological point of view, we have

performed the following steps:
(1) We checked the flexibility of all parametrizations by

releasing more parameters as much as possible, in
particular for the sea-quark distributions. However,
there was no improvement in the value of χ2=d:o:f:
This indicates that the poor descriptions of the
WACS data in various kinematics (different values
of −t and s) are not due to neglecting or making a
bad estimation of the GPD contributions. Perhaps
one could say that the ansatz introduced in Eq. (1) or
the parametrization form of the profile function
introduced in Eq. (4) are not good choices. But
they have been used in different studies concerning
GPDs [55–59] and are compatible with the bulk of
the experimental data.

(2) We changed the input PDFs to check if the results
are PDF dependent. Just as in previous stud-
ies [57,58], we found that changing input PDFs
does not lead to a considerable change in the
predictions.

(3) We checked if changing the value of the scale μ in
which PDFs are chosen can lead to a better descrip-
tion of the WACS data. By fixing μ at different
values below and above the default μ ¼ 2 GeV, we
found no significant improvement in the χ2 of the
WACS data, or in the total χ2 of the analysis.

(4) Since the application of the handbag approach is
questionable at smaller values of −t [60], we put a
cut on the WACS data at smaller values of −t and
removed data points with −t < 2.6 GeV2 (six data
points). By repeating the analysis, we found that
although the χ2 of the WACS data reduces from 330
(Set 11, for example) to 266, the value of χ2 per data
point increases from 13.2 to 14. This indicates that
putting a cut on small values of −t cannot solve the
problem raised.

After making sure about the phenomenological frame-
work, we considered that maybe the high χ2 values of the
WACS data are due to some tensions between them and
other data presented in the analysis. So, we repeated the
analysis by removing different data sets one by one to find
those that are not compatible with the WACS data. After a
thorough investigation, we found that there is only a tension
with the Gp

M data. As the first step, we included three new
normalization factors for the WACS, AMT07, and Mainz
data (just as for the CLAS data) to resolve the observed
tension if the problem came from the normalization.
However, the situation did not change considerably, which

FIG. 18. A comparison between the experimental data of the
WACS cross section (dσ=dt) [80] with the related theoretical
predictions obtained using GPDs of Sets 1, 9, 10, and 11. The
data points belong to four different values of s—namely,
s ¼ 4.82, 6.79, 8.90, and 10.92 GeV2, which are shown by
the circle, square, filled circle, and triangle symbols, respectively.
The indicated multiplication factors are used to distinguish the
graphs.
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shows that the data are incompatible because of their
different treatments at various kinematics. As the next
step, by removing the AMT07 and Mainz data from the
analysis, we found a good description of the WACS data
(we called the extracted GPDs Set 12 in Tables V and VI).
In this situation, the χ2 value of the WACS data becomes
120 for 25 data points, which is in agreement with the
previous study [58], in which only the axial FFs and WACS
data have been included in the analysis. (Note that the small

errors of the WACS data in the denominator of χ2 make its
value mathematically large, and such a large χ2 cannot be
attributed to the poor description of data, because our new
comparisons in Fig. 28 show the good quality of the fit).
Our results show that the WACS data are in fair consistency
with the proton and neutron electromagnetic FF data of the
YAHL18 analysis, the nucleon radii data, and the axial FF
data. However, there is a hard tension with the AMT07 and
Mainz Gp

M data. Figure 19 shows a comparison between
our results for Gp

M=μpGD calculated using the GPDs of
Sets 11 and 12 and the related experimental data of AMT07
and Mainz. Note again that for Set 12, these data have been
removed from the analysis. As can be seen, although
removing Gp

M data from the analysis makes the discretion
of the WACS data acceptable, it spoils the Gp

M data
description at −t > 0.4 GeV2. According to the results
obtained, one may consider two possibilities: (i) the theo-
retical description of the WACS cross section should be
revised, or (ii) the measurements of the WACS or Gp

M,
especially at larger values of −t, should be revised. In any
case, we present also the results of Set 12 in all plots in the
following.
Now, we investigate the impact of the WACS data on the

extracted GPDs in different situations described before.
Figure 20 shows a comparison between the results of Sets
9, 10, 11, and 12 for GPDs xHu

vðxÞ and the corresponding

FIG. 19. A comparison between our results for Gp
M=μpGD

obtained using GPDs of Sets 11 and 12 and the related
experimental data of AMT07 [66] and Mainz [70].

FIG. 20. A comparison between the results of Sets 9, 10, 11, and 12 for GPDs xHu
vðxÞ and the corresponding results from Set 1, DK13

[55], and RSM [38] at four t values shown in panels (a) t ¼ 0, (b) t ¼ −1, (c) t ¼ −3, and (d) t ¼ −6 GeV2.
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results from Set 1, DK13 [55], and the Reggeized spectator
model (RSM) [38] at four t values, t ¼ 0, −1, −3, and
−6 GeV2. Since the RSM results are valid just for the
values of −t less than unity, the corresponding ones for
t ¼ −3 and −6 GeV2 have not been plotted in this figure.
Apart from RSM and Set 12, which behave differently with
−t growing, the results are very similar at all values of −t
and show small uncertainties. Since xHu

vðxÞ plays the most
important role in the theoretical calculations of the bulk of
data included in the analysis, this very good consistency
confirms the universality of GPDs and thus the possibility
of performing a global QCD analysis to extract them from
experimental data. However, comparing Set 12 with other
sets, one concludes that removing the Gp

M data from the
analysis and allowing the WACS data to constrain Hu

vðxÞ at
large −t values leads to a considerably smaller distribution.
Figure 21 shows the same results as Fig. 20, but for

GPDs xHd
vðxÞ. In this case, Set 9 has a smaller distribution

than Sets 10 and 11, implying that the inclusion of the
WACS data in the analysis leads to a significant suppres-
sion of GPDs xHd

vðxÞ. However, by including the CLAS
data, whether considering a normalization factor (Set 11) or
not (Set 10), the results become more compatible with Set 1
and DK13. Note also that there is more consistency
between RSM and other sets at t ¼ −1 GeV2 compared
with the case of GPD Hu

vðxÞ in Fig. 20. Just as for the up
valence distribution,Hd

vðxÞ is suppressed significantly, with

−t growing by removing the Gp
M data from the analysis

(Set 12). Generally, the results obtained show that the
WACS data prefer smaller valence GPDs at larger values of
−t, as one can see the sharp falloff of the Set 12 prediction
in Fig. 19.
The corresponding results for GPDs xEu

vðxÞ and xEd
vðxÞ

are shown in Figs. 22 and 23, respectively. In the case of
xEu

vðxÞ, our results (except for Set 12) are in good
consistency with each other at all values of −t, although
they are different from DK13 and RSM, and located at
smaller values of x. Note that Sets 1, 9, and 10 contain
different kinds of experimental data (Set 1 does not contain
WACS or CLAS data, Set 9 contains WACS data, and
Set 10 contains both WACS and CLAS data). Therefore,
one can conclude that the good consistency of our results
with each other and their differences from DK13 and RSM
are a direct impact of the proton radii data, especially those
of hr2pMi. However, when Gp

M data are excluded from the
analysis (Set 12), the GPD Eu

vðxÞ is more inclined to small x
at zero t and suppressed with −t growing even more than
valence GPDs Hq

vðxÞ.
The situation is somewhat different in the case of xEd

vðxÞ.
As can be seen from Fig. 23, Set 1 and DK13 are absolutely
compatible with each other, while they are considerably
different from other results at all values of −t, except for Set
12 at smaller values of −t and RSM at t ¼ −1 GeV2.
Although RSM is significantly different from other results,

FIG. 21. Same as Fig. 20, but for GPDs xHd
vðxÞ.
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FIG. 22. Same as Fig. 20, but for GPDs xEu
vðxÞ.

FIG. 23. Same as Fig. 20, but for GPDs xEd
vðxÞ.
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it becomes consistent with Set 1 and DK13 with −t
growing. As mentioned in Sec. IV B, the CLAS data do
not significantly affect xEd

vðxÞ, such that Sets 1, 4, and 5
have the same results. Considering this fact, it can be
inferred that the significant difference observed between
Set 1 and other sets in Fig. 23 is a direct impact of the
WACS data. Now, the question is why xEd

vðxÞ is impacted
significantly by the WACS data but xEu

vðxÞ is not changed
considerably, whereas both of them contribute to theWACS
calculation, especially at large −t. As can be seen from
Fig. 18, Set 1 cannot describe the WACS data well. So,
GPDs should be modified to fit these data as well. On the
other hand, both Hq

v and Eq
v are tightly constrained by the

FFs and radii data, especially for flavor u. Therefore, the fit
program automatically tries to change those GPDs that
have more freedom in order to achieve a better fit quality
for the WACS data. This is the reason that the WACS data
have had a greater impact on xEd

vðxÞ (and also xH̃d
v; see

Figs. 24 and 25, and compare Sets 1 and 9). Another point
that should be mentioned is that Sets 9, 10, and 11 lead to
the same results for xEd

vðxÞ, which clearly implies the lack
of influence of CLAS data on xEd

vðxÞ. Note that excluding
the Gp

M data from the analysis makes Ed
vðxÞ more com-

patible with Set 1, which does not contain the WACS or
CLAS data, although it increases at larger values of −t. The

results obtained clearly explain the tension observed
between the WACS and Gp

M data. The former prefers
smaller valence GPDs Hu

v, Hd
v, and Eu

v as −t increases,
while it enhances the contribution of Ed

v.
Now, we are in a position to investigate the impact of

WACS data on polarized GPDs. Note that there are no
corresponding results from DK13 analysis in this case. We
have compared the results obtained for the polarized GPD
xH̃u

vðxÞ in Fig. 24. By comparing Sets 1 and 9, one can
study the pure impact of the WACS data on the extracted
distributions. As can be seen, the WACS data lead to a
moderate suppression of xH̃u

vðxÞwith−t growing. This was
expected from Fig. 18, where Set 1 overestimates most of
the data points, especially at s ¼ 10.92 GeV2. Including
the original CLAS data in the analysis suppresses xH̃u

vðxÞ
even more, just as with Fig. 13. However, considering a
normalization factor for the CLAS data does not adjust the
results as before (compare Sets 1 and 11 of Fig. 24 with
Sets 1 and 5 of Fig. 13). It is also of interest that RSM is in
good agreement with Set 11 at t ¼ −1 GeV2, while it is
different from our results at t ¼ 0. Another interesting point
is that Set 12 is in good consistency with Set 1 especially at
smaller values of −t, while it contains the WACS and
CLAS data, and Set 1 does not. This, and also the
excellent consistency between Sets 9 and 12 indicates

FIG. 24. A comparison between the results of Sets 9, 10, 11, and 12 for polarized GPDs xH̃u
vðxÞ and the corresponding results from Set

1 and RSM [38] at four t values shown in panels (a) t ¼ 0, (b) t ¼ −1, (c) t ¼ −3, and (d) t ¼ −6 GeV2.
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FIG. 25. Same as Fig. 24, but for polarized GPDs xH̃d
vðxÞ.

FIG. 26. Same as Fig. 24, but for polarized GPDs xH̃ūðxÞ.
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three facts: (i) there is not any impact from Gp
M data on

polarized GPD xH̃u
vðxÞ as expected; (ii) the significant

suppression of Sets 10 and 11 in Fig. 24 comes mainly from
CLAS data, not WACS; and (iii) since the WACS cross
section contains three kinds of GPDs simultaneously, it
provides a suitable framework to change and determine
their contributions depending on the other datasets included
in the analysis. For example, the remarkable suppression of
Hu

v, Hd
v, and Eu

v at larger values of −t for Set 12 (e.g.,
comparing with Set 11) is compensated with the significant
enhancement of Ed

v and H̃u
v.

Figure 25 shows the same results as Fig. 24, but for
polarized GPDs xH̃d

vðxÞ. This figure clearly indicates that
the WACS data significantly affects the down-quark dis-
tribution. According to Fig. 18, in order to have a good
description of the WACS data, it is necessary to suppress
the theoretical predictions at most values of −t and s. This
leads to significant growth of xH̃d

vðxÞ in the negative,
considering the fact that the polarized GPDs xH̃u

vðxÞ are
well constrained fromGA data. Comparing Figs. 25 and 14,
it can be concluded that the inclusion of the WACS and
CLAS data simultaneously has a different impact on
xH̃d

vðxÞ than the case in which only the CLAS data are
considered. Actually, Fig. 25 shows that if one considers
the original CLAS data besides the WACS data (Set 10),
the results will be more compatible with Set 1, while
considering the normalized CLAS data leads to results that

differ more (Set 11). However, according to Table V,
considering a normalization factor for the CLAS data
makes the description of both WACS and CLAS data
better. Note also that in this case, RSM shows different
results at both t ¼ 0 and t ¼ −1 GeV2. Moreover, exclud-
ing the Gp

M data from the analysis, as explained above,
provides a flexibility to change the distributions to be more
consistent with the WACS data. This leads to a significant
suppression of H̃d

vðxÞ for Set 12 with −t growing.
Figures 26 and 27 show the same comparisons as

Figs. 24 and 25, respectively, but for the sea-quark
contributions xH̃ūðxÞ and xH̃d̄ðxÞ. Note that there are
not any results from RSM [38] in this case. As one can
see, the sea-quark polarized GPDs behave almost the same
as the valence polarized GPDs by including the WACS and
CLAS data in the analysis. The only considerable differ-
ence is that the down sea-quark distribution has less been
affected than the corresponding one for the valence quark
after the inclusion of just the WACS data (Set 9).
In order to investigate further the tension observed

between the WACS and Gp
M data, it will be informative

to compare the predictions of Sets 11 and 12 for the WACS
cross section besides the experimental data. Figure 28
shows such a comparison just as for Fig. 18, but here we
have added the results of Set 12 and only kept Set 11.
As can be seen, excluding the Gp

M data from the analysis
improves the description of the WACS significantly.

FIG. 27. Same as Fig. 24, but for polarized GPDs xH̃d̄ðxÞ.
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As pointed out before, this indicates that either the
theoretical calculations or the experimental measurements
of WACS and Gp

M at larger values of −t should be revised.
Another point that can be inferred from Fig. 28 is that the
exclusion ofGp

M data leads to increases and decreases in the
uncertainties of the WACS cross section at smaller and
larger values of −t, respectively. This was expected, since
the Gp

M data at small −t have considerable impact on
unpolarized GPDs. On the other hand, in the absence ofGp

M
at large −t (i.e., with the release of tension), the low
uncertainties of the WACS data cause GPDs to be more
constrained in this region.

D. Comparison with other quantities

In this subsection, just as in our previous study [59], we
are going to calculate the gravitational FFM2 as well as the
angular momentum Jq carried by quarks inside the nucleon
using GPDs of Sets 1, 9, 11, and 12 obtained in previous
subsections and compare their results with the correspond-
ing ones from the light-cone QCD sum rules (LCSRs) [83]
and lattice calculations [84].
At zero skewness, the gravitational FF M2 is related to

the GPDs Hqðx; tÞ through the following formula [85]:

M2ðtÞ ¼
Z

1

−1
dxx

X
q

Hqðx; ξ ¼ 0; tÞ: ð7Þ

In contrast, the angular momentum Jq carried by a specific
quark flavor q inside the nucleon contains both GPDs
Hqðx; tÞ and Eqðx; tÞ as follows:

JqðtÞ ¼ 1

2

Z
1

−1
dxx½Hqðx; tÞ þ Eqðx; tÞ�; ð8Þ

that turns into the famous Ji sum rule [4,86] at t ¼ 0. One
can obtain the total angular momentum of the proton Jp

carried by quarks by making it sum over all flavors.

In Eq. (8), both the valence and sea-quark sectors are
contributed. In our previous study [59], the sea-quark
contributions of GPDs had not been determined, since
the analysis just contained the FFs and radii data. Thus, in
order to calculate M2 and Jq, we had used the profile
functions of the valence quarks for the sea quarks too as a
reasonable assumption. However, in the present study, we
have also determined the sea-quark contributions of GPDs
from data (see Sec. IV C). Therefore, the results which are
presented here will be more precise compared with our
previous study. However, we present the results of Set 1
(for both M2 and JqðpÞ) without considering the sea-quark
contributions to show their impacts on the results as well.
In Fig. 29, we have compared our results obtained forM2

using the GPDs of Sets 1, 9, 11, and 12 and the
corresponding results calculated using LCSR [83] as a
function of −t. Note that here (and when we present the
results of Jp) we have evolved the LCSR result to μ ¼
2 GeV using the renormalization group equations, includ-
ing the mass renormalization in order to make it compa-
rable with our results. As can be seen, Set 1, which does not
include the contribution of the sea quarks, has a consid-
erable difference from Sets 9 and 11. This clearly indicates
the importance of the sea-quark contributions which are
accessible through the WACS and AFF data. One can also
conclude that the precise determination of GPDs at zero
skewness is not possible except by performing a simulta-
neous analysis of all related experimental data. (Note that
although there are some tensions between them, the results
of the analysis including all data are in relatively good
agreement with the pure theoretical calculations.) This can
be further confirmed when the results of Sets 9, 11, and 12
are compared with the results of LCSR. One can see that
Set 11, which has been obtained by the inclusion of all data,
has a good consistency with LCSR at all values of −t,
especially considering the uncertainties (in contrast to Sets
9 and 12, which do not contain the CLAS GA and the Gp

M

FIG. 28. Same as Fig. 18, but for Sets 11 and 12.

FIG. 29. A comparison between our results obtained forM2ðtÞ,
using Sets 1, 9, 11, and 12, and the corresponding results from
LCSR [83].
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data, respectively). It is also amazing that the result
extracted from the experimental data is in such significant
agreement with the pure theoretical calculations. Another
interesting point is that Set 12 (which has been obtained by
excluding the Gp

M data from the analysis) diverges signifi-
cantly from other sets and also LCSR as −t increases. This
indicates the importance of the Gp

M data at larger values of
−t. Actually, if one relies only on the WACS data, an
egregious difference in the theoretical predictions of
gravitational FF M2 results. This convinces one to revise
the theoretical description of the WACS process (or, more
unlikely, the WACS and Gp

M measurements at larger −t).
In order to make the comparison between different results

more clear at small −t, we have replotted the results of
Fig. 29 in Fig. 30, but in the interval 0 < −t < 1.3 GeV2,
and have included also the lattice results taken fromTable 15
of Ref. [84]. This figure shows good consistency between
our results (especially those obtained from the analyses
containing the WACS and AFF data) and the corresponding
ones from LCSR and lattice at small values of −t.
Now, we are in a position to calculate the proton total

angular momentum Jp as a function of −t, which is
obtained by making a sum over all flavor contributions
calculated using Eq. (8). As mentioned before, we consider
both the valence and sea-quark contributions. Figure 31
shows the results obtained using Sets 1, 9, 11, and 12 and
compares them with the corresponding results obtained
from LCSR. In this case, the differences between different
results are more significant compared with the case of M2.
This can be attributed to the presence of GPDs Eq in the
calculation of Jq, while M2 is calculated just using GPDs
Hq. Note also that GPDs Hq have been better constrained
than GPDs Eq. The large difference of Set 1 from Sets 9 and
11 indicates again the important role of the sea-quark
contributions. As can be seen, the consistency of Sets 9 and
11 with LCSR is not as good as in the case of M2,
especially at medium and large values of −t. However, the
consistency is very good at small values of−t. This can also
be seen from Fig. 32, where we have again compared our

results with the corresponding ones of LCSR and lattice in
the interval 0 < −t < 1.3 GeV2. Note also that Set 12 has a
considerably suppressed prediction, just as for M2, that
indicates again the importance of the Gp

M data in con-
straining the unpolarized valence GPDs.
It is also of interest to compare our results for the Ji sum

rule with the corresponding ones obtained from other
studies. In Fig. 33, we have compared our predictions
for Juv and Jdv at the limit t ¼ 0 and μ ¼ 2 GeV calculated
using Sets 1, 9, 11, and 12 with results taken from
PRC88 [36], LHPC [87], Thomas [88], TMD [89], and
DK13 [55]. Unlike our previous study [59], the results
obtained here (except for Set 1) are not in good agreement
with other groups—even with DK13, which has the most
similar theoretical and phenomenological framework to our
work. Let us explore this issue further. In the case of Set 1,
our result for Jd is the same as DK13 to a large extent, but
there is a little difference for Ju. This can be explained by
considering panels (a) of Figs. 6–9, where the GPDs Hq

and Eq have been plotted at t ¼ 0 (note again that both H
and E are contributed to Jq). As can be seen, there are some

FIG. 30. Sameas Fig. 29, but in the interval 0 < −t < 1.3 GeV2.
The lattice results [84] have also been presented.

FIG. 31. Same as Fig. 29, but for the proton total angular
momentum Jp.

FIG. 32. Same as Fig. 31, but in the interval
0 < −t < 1.3 GeV2. The lattice results [84] have also been
presented.
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differences between Set 1 and DK13 for Eu, while both of
them predict the same results for Ed. Considering also the
small differences between our results and DK13 forHu and
Hd (especially at medium and large x), one can conclude
that the difference observed between Set 1 and DK13 for Ju

in Fig. 33 is mainly due to the difference between them for
Eu in Fig. 8. However, one should also consider the lake of
sea-quark contributions in our calculations of Jq using
Set 1.
Another point can be inferred from Fig. 33 is that the

inclusion of the WACS data in the analysis leads to a
considerable increase in Jd. (Ju is also increased, but not as
severely as Jd.) Although the value of Ju is closer to DK13
than before (Set 1), Jd begins to differ after considering
new data and departs from zero range. Note that since Sets
1, 9, and 11 have almost the same predictions for xHu

v and
xEu

v at t ¼ 0 (see Figs. 20 and 22), the increase in the value
of Ju from Set 1 to Sets 9 and 11 can be attributed to
considering the sea-quark contributions in the last two
cases. In the case of Jd, the large difference of the
prediction of Set 1 from the corresponding ones of Sets
9 and 11 becomes understandable by considering Fig. 23,
where xEd

vðxÞ has been changed dramatically after the
inclusion of the WACS data in the analysis. Actually, in this
case, the integral of xHd

v overcomes the corresponding one
of xEd

v, which leads to a positive value for Jd. Note also that
although Set 12 has a very different prediction at large
values of −t according to Fig. 31, its result for Jdv at t ¼ 0 is
more compatible with DK13 than Sets 9 and 11. This again
shows the problem with the WACS data at large −t.

V. SUMMARY AND CONCLUSION

In this work, following the previous studies performed to
determine the polarized GPDs H̃q [57,58] and unpolarized
GPDs Hq and Eq [59], we determined these three kinds of

GPDs with their uncertainties at zero skewness (ξ ¼ 0) by
performing a simultaneous analysis of all available exper-
imental data of the nucleon FFs, nucleon charge and
magnetic radii, proton AFF, and WACS cross section for
the first time and investigated whether there is any tension
between these data. To this aim, we first performed a base
fit considering the world electron scattering data presented
in Ref. [67] (YAHL18), the world Gp

M measurements from
the AMT07 analysis [66] and Mainz data [70], as well as
the nucleon radii data taken from the Review of Particle
Physics [63]. We also investigated the impact of excluding
the AMT07 and Mainz data in turn on final GPDs. As a
result, we found that the Mainz data have the most impact
on GPD Eu

v, while the AMT07 data have an important role
in constraining the whole −t behavior of the up-quark
unpolarized GPDs, especially Hu

v. Overall, we concluded
that the inclusion of both AMT07 and Mainz data in the
analysis is preferred, though it leads to a remarkably large
χ2 for these data sets.
We investigated also the impact of CLAS Collaboration

measurements of GA [79] on GPDs as a separate study.
These data are more accurate and cover higher values of −t
compared with the older world data of GA. We showed that
the original CLAS data have a great deal of impact on
polarized GPDs H̃q, as expected. To be more precise, they
need a significant suppression of GPDs H̃q at larger values
of −t to be well fitted. Moreover, we found that there is a
crucial tension between the CLAS data and the other world
data of GA. We indicated that the CLAS data have some
problems with normalization, such that it is not possible to
obtain a simultaneously good description of all GA data
without normalization. By normalizing the CLAS data, we
showed that the results become more compatible with the
corresponding ones that have been obtained by excluding
the CLAS data. For the case of unpolarized GPDs Hq

v and
Eq
v, the significant changes are happening just for the down-

quark distributions; the CLAS data (whether original or
normalized) do not considerably affect the up-quark unpo-
larized GPDs.
As a further investigation, we studied the impact of the

JLab Hall A Collaboration data [80] of WACS on GPDs.
We indicated that including the WACS data in the analysis
can provide new and important information about the three
kinds of GPDs, especially at large values of −t. They can
also provide some information about the sea-quark con-
tributions of GPDs. Moreover, we found that there are some
tensions between the CLAS and WACS data. So, we
performed three independent analyses: (i) by excluding
the CLAS data, (ii) by including the original CLAS data,
and (iii) by including the normalized CLAS data. In this
way, we investigated both the pure impact of the WACS
data on GPDs and the possibility of the simultaneous
analysis of the WACS and CLAS data, as well as its impact
on GPDs. As a result, we found that the best χ2 belongs to
the analysis in which the CLAS data have been excluded,

FIG. 33. A comparison between our results for Juv and Jdv at the
limit t ¼ 0 and μ ¼ 2 GeV calculated using Sets 1, 9, 11, and 12
and the corresponding results from PRC88 [36], LHPC [87],
Thomas [88], TMD [89], and DK13 [55].

HADI HASHAMIPOUR et al. PHYS. REV. D 107, 096005 (2023)

096005-28



although the results do not show a very desirable descrip-
tion of the WACS data, even after excluding the CLAS
data. However, we showed that utilizing a normalization
factor for the CLAS data makes the situation better.
Overall, the inclusion of the WACS data in the analysis
makes the description of the neutron data worse. They have
the greatest impact on the d flavor of GPDs—namely Hd,
Ed, and H̃d—although they lead also to a moderate
suppression of H̃u with −t growing. On the other hand,
including the original CLAS data in the analysis dramati-
cally changes the polarized profile functions f̃q and thus
GPDs H̃q, while their impacts become less drastic in most
cases after considering a normalization factor. Overall, the
sea-quark GPDs behave almost as the valence polarized
GPDs by including the WACS and CLAS data in the
analysis.
By performing a through investigation on the poor

description of the WACS data, we found that there is a
hard tension between them and the AMT07 and Mainz Gp

M
data, while they are in a fair consistency with the proton and
neutron electromagnetic FF data of the YAHL18 analysis,
the nucleon radii data, and the axial FF data. By excluding
the Gp

M data from the analysis, we indicated that the
description of the WACS data becomes acceptable, though
it spoils the Gp

M data description at −t > 0.4 GeV2.
According to the results obtained, we concluded that there
are two possibilities: (i) the theoretical description of the
WACS cross section should be revised, or (ii) the mea-
surements of the WACS or Gp

M, especially at larger values
of −t, should be revised.
As the last step, we calculated the gravitational FF M2

and the proton total angular momentum Jp using the
extracted GPDs and compared their results with the
corresponding ones from the LCSR [83] and lattice
calculations [84]. We showed that our results are in
relatively good agreement with LCSR and lattice QCD
when all experimental data are included in the analyses and
the sea-quark contributions are considered too. (Although
there are some remarkable tensions between the CLAS and
WACS data as well as the WACS and Gp

M data, removing
any of these datasets from the analyses leads to more
deviation of the results from the pure theoretical predic-
tions.) However, the results obtained for the Ji sum
rule [4,86] that presents the angular momentum Jq carried
by individual quarks inside the nucleon are not in good

agreement with other studies for the case of the down
contribution Jd. This is due to the significant impact of the
WACS data on the down GPDs, as mentioned before. On
the other hand, by excluding theGp

M data from the analysis,
the results obtained for M2 and Jp diverge significantly
from the LCSR as −t increases. Actually, if one relies only
on the WACS data, an egregious difference in the theo-
retical predictions ofM2 and Jp results. This convinces one
to revise the theoretical description of the WACS process
(or, more unlikely, the WACS and Gp

M measurements at
larger −t values). These facts clearly show the importance
of considering the WACS and AFF data as well as the sea-
quark contributions. We emphasize also that the precise
determination of GPDs at zero skewness is not possible
except by performing a simultaneous analysis of all related
experimental data, despite the tension observed between
some of them. Such an analysis also makes the phenom-
enological results obtained from the experimental data
more consistent with the pure theoretical calculations,
although it is not possible to find at this stage a set of
universal GPDs that provides a desirable description of
these data simultaneously.
According to the results of the present study, the precise

determination of GPDs at zero skewness through the global
analysis of all available experimental data remains an open
and interesting subject that requires crucial development in
the theoretical calculations, phenomenological frame-
works, and experimental information. Future programs
like those planned at JLab [90,91] or the future
Electron-Ion Collider (EIC) [92] can shed new light on
this issue.
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