PHYSICAL REVIEW D 107, 094509 (2023)

Tensor renormalization group approach to (1+ 1)-dimensional SU(2)
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We apply the tensor renormalization group method to the (1 4 1)-dimensional SU(2) principal chiral
model at finite chemical potential with the use of the Gauss-Legendre quadrature to discretize the SU(2)
Lie group. The internal energy at vanishing chemical potential 4 = 0 shows good consistency with the
prediction of the strong and weak coupling expansions. This indicates an effectiveness of the Gauss-
Legendre quadrature for the partitioning of the SU(2) Lie group. In the finite density region with u # 0 at
the strong coupling we observe the Silver-Blaze phenomenon for the number density.
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I. INTRODUCTION

The tensor renormalization group (TRG) method’ is a
deterministic numerical algorithm with no sign problem,
whose basic idea was proposed in the field of condensed
matter physics in 2007 [1]. Since the original algorithm was
designed to study only two-dimensional (2d) classical spin
systems, it was necessary to develop new algorithms and
calculational techniques to apply the TRG method to
particle physics, where we have to treat various theories
consisting of the scalar, gauge, and fermion fields on the
(3 + 1)d space-time. Our first task was to develop efficient
methods to treat the scalar, gauge, and fermion fields
verifying the following expected advantages of the TRG
method using the lower-dimensional models: (i) no sign
problem [3,10-15], (ii) logarithmic computational cost on
the system size, (iii) direct manipulation of the Grassmann
variables [3,4,16], (iv) evaluation of the partition function
or the path-integral itself. Recently, we have gradually
moved on to the next stage to study various (3 + 1)d
models with the TRG method. So far we have analyzed the
phase transitions of the Ising model [17], the complex ¢*
theory at finite density [18], the real ¢* theory [19], the
Nambu-Jona-Lasinio (NJL) model at high density and very
low temperature [7], and Z, gauge-Higgs model at finite
density [20]. The next target would be the (3 +1)d

'In this paper, the “TRG method” or the “TRG approach”
refers to not only the original numerical algorithm proposed by
Levin and Nave [1] but also its extensions [2-9].
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non-Abelian gauge theories, especially, with the SU(2) and
SU(3) gauge groups.

A difficulty in treating the non-Abelian gauge theories
with the TRG method stems from the discretization for the
parameter space of the Lie group. In the previous studies of
the scalar field theories with the TRG method, the con-
tinuous degrees of freedom are successfully discretized
with the Gauss quadrature [13,14,18,19,21]. It also works
well for the 2d U(1) gauge theory with a 8 term [15]. Based
on these experiences it is worth to apply the Gauss
quadrature to the SU(2) case.” Before exploring the
(3+ 1)d SU(2) and SU(3) gauge theories, it would be
better to check the efficiency of the discretization method
for the non-Abelian group employing a lower-dimensional
model. In this paper we investigate the (14 1)d SU(2)
principal chiral model (PCM) at finite density. This model
share the property of asymptotic freedom with the (3 + 1)d
non-Abelian gauge theories so that it should be a good
starting point for approach to the finite density QCD, which
is one of our final goals. We examine the efficiency of the
Gauss quadrature by comparing the results of the internal
energy at zero density to those of the strong and weak
coupling expansions [26,27] over the wide range of the
coupling constant. Once the efficiency of the Gauss
quadrature is confirmed, we investigate the y dependence
of the number density at finite density changing the
chemical potential u systematically.

This paper is organized as follows. In Sec. II, we define
the (1 + 1)-dimensional SU(2) PCM at finite density on the
lattice and explain how to construct its tensor network
representation. We present the results for the internal

*Other possible approaches to non-Abelian gauge theories are
proposed in Refs. [22-25].
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energies at y = 0 and the number density at u # 0 in
Sec. III. Section IV is devoted to summary and outlook. In
the Appendix we show our results for the (1 + 1)d O(3)
nonlinear sigma model at finite density in comparison with
those obtained by the dual lattice simulation [28]. The
consistency between them provides validity of our method
against the sign problem in the finite density region.

II. FORMULATION AND NUMERICAL
ALGORITHM

A. (1+1)-dimensional SU(2) principal chiral model
at finite density

We consider the partition function of the SU(2) PCM at
finite density on an isotropic hypercubic lattice A | =
{(ny.ny)|n1, =1,...,L} whose volume is equal to
V = L x L. The lattice spacing a is set to a = 1 without
loss of generality. The SU(2) matrix U(n) reside on the
sites n and satisfies the periodic boundary conditions
Un+oL)=U(n) (v=1, 2). Following Ref. [29] we
take the lattice action S defined by

S==pN D AT U (m)e 2 U (n +0)]
nEA| 1.V

H1HHD

+ Tr[e 22037 U (n)e~220737U (n + 1))}, (1)

where p, are the chemical potentials coupled to two
Noether charges and N =2 for the SU(2) group in this
work. o3 is the third generator in the SU(2) group. Note that

|

this model suffers from the complex action problem in case
of p1, # 0. The partition function Z is given by

Z- / DU, 2)

where D[U] is the SU(2) Haar measure, whose expression
is given later.

B. Tensor network representation of the model
The SU(2) matrix in PCM can be expressed as

U = sgo0 +isjo;, j=1,2,3, (3)

where o; are the generators in the SU(2) group, and o is an
identity matrix. Moreover, this follows U U = 1, which
means the SU(2) PCM can be represented by expression of
O(4) o0 model

sT(Q) = (cosy, siny cosd, siny sin@cos ¢, siny sin @sin )

Q=(y.0.¢). w.0€(0.2]. ¢e(0.2a]. 4)

After expanding e’ to cosht+ o;sinhf, we obtain the
representation of the action (1) as follows:

S=-2N )

nEA| 1.V

si(n)Dy;(p1, o3 0)s;j(n+10),  (5)

where D;;(uy, o3 D) is a 4 x 4 matrix expressed as

cosh(8,,41) —isinh(, 1)
A cosh(8,,4p) isinh(8, ,u5)
Dij(p1, pas ) = . ©)
—isinh(8,,u5)  cosh(8,,u0)
i sinh(8, o;) cosh(6, ,u1)
with the use of the commutation relations of the SU(2) 1 <a= 1 —(2 )<1 9)
generators. Note that the action becomes complex in case of S@= T '
the finite density. The partition function and its measure are
itt
written as —1<p=- (29 m) <1, (10)
— [ po 2N2 s (Q,) Dy (1 11230) 8 (R 7 1
, z
We obtain

\4
1
H—2 (w,)sin(0,)dy,d0,dp,.  (8)

We discretize the integration (7) with the Gauss-Legendre
quadrature [15,18] after changing the integration variables:

HﬂwwmmmW%waw)

X HMQ;:sQn+D (12)
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with Q, = (l//(aa,,)’g(ﬂb,,)7 ¢(7’cn>) = (anv b,,c,), where
a5 Pp,» Ve, are a-, b-, cth roots of the Kth Legendre
polynomial P(s) on the site n, respectively. > rq )
denotes Y K _ 32K | 378 . M is a 6-legs tensor de-

fined by

an ~bn Cnslntp sbn+£sCu+£

= CXP{ZNZﬁSiWn’ by, Cn)Dij(ﬂlvﬂ2; )

X sj(an—&-x%bn-&-ﬁvcn-&-f/)}' (13)

The weight factor w of the Gauss-Legendre quadrature is
defined as

Co_20-a)) 208

n ’ bn —T2p2 (a )\’

¢ KzP%(—l(“a ) KzP%(—l(ﬂb,,)
o 2’(1 - yc,,z)

w, =t L (14)
! KzP%(—l(J/cn)

After performing the singular value decomposition (SVD)
on M:

M

an~bmcnvan+ﬁsbn+ﬁvcn+ﬁ
Dy i
= Uan!bwcn!in (U)Gin (U) Vin,a,,+,;,hn+,;,L',,+I; (U)’ (15)

i,=1

we can obtain the tensor network representation of the SU
(2) PCM on the site n € Ay

T
ikt =g \/ o, (D), (1o, (2)0;,(2)

X Z W, Wh W, Sin*(w, ) sin(6), )

a,.b,.c,
X Vj,,,a,,.b,,,c,l (1 ) Uun’hnacn’jn ( 1 ) V}[n,a".bn,cn (2)
X Uamb,l,cn,ln (2)’ (16)

where D, is the bond dimension of tensor 7, which
controls the numerical precision in the TRG method. The
tensor network representation of partition function is
given by

z= > I[ Tijs, =TeT---7].  (17)

iojokolo n€Ay 4

We employ the higher order tensor renormalization group
(HOTRG) algorithm [2] to evaluate Z.

In this work we calculate two physical quantities:
internal energy and number density. The operator of the
internal energy is defined by the average of all links
between the nearest sites:

E=1 _Wlnzw<si(n)Dij(ﬂl’ﬂ2’ﬁ)sj(n + 1))

= 1= 2SO 1, i )5 (0). (18)

Note that the matrix D is reduced to be the identity matrix
in case of zero density. The internal energy can be obtained
by the numerical differentiation of the free energy in terms
of f or the impure tensor method [21,30]. Since the
numerical accuracy of the former method depends on
the interval of f, we employ the latter one to calculate
the internal energy. With the use of two types of the impure
tensors

~ T

Tiyinioins = 51/, (D0, (2)07,(2)

X Z Wy WhyWe, SIN* (W, ) SIN(O), )

ag,bo.co
X Sﬂ(aO’ by, CO) V:'ro,ao,bo,co ( 1 ) Uﬂo,bosfosjo (1)

X V-lto,ao,bo,co (2) UaOvbo-CoJo (2)’ (19)

~ T
Tt =g\/0 (1003, (10, (2)0,(2)

X Z W, Wy, We, sin? (yr,, ) sin(6, )

ll,;,b,;,C,;
X D/ly(/'ll ’MZ’ﬁ)sy(afnbfﬂcﬁ)v;'l,aﬁ,bp,co(])
X Ua,;.bﬁ,cﬁ Jo ( 1 ) Vzi_gﬁ,bi,cﬁ (2) Ua,;.bg,c,;.lﬁ (2) ’ (20)

the internal energy (18) is obtained by the following tensor
product:

<S/1(O)D/ly(:u] s H2s ﬁ)s}/(ﬁ»
1

= zTr[TiO,jO,ko,lo,ﬂTig,jp.kz,lp,lT' - T]. (21)

The number density is calculated by the numerical
differentiation of the free energy in terms of u. In case
of yu; # p, the number density is defined as

=2NV*B(s:(0)D)s;(2))  (22)

with A = 1 and 2. The case of u; = u, = u is denoted by

10lnZ ) (u) A
=y g =W BEODYs3).  (23)

(n)

where DSI;A) = a”ADij(ﬂl,Mz, 2) with
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sinh(#;) 0 0 —icosh(y)
0 0 0 0
D) = . (24)
0 0 0 0
icosh(u;) 0 0  sinh(y)
0 0 0 0
D) — 0  sinh(u,)  icosh(u,) O Cs)
0 —icosh(u,) sinh(u,) O
0 0 0 0
sinh(u) 0 0 —icosh(p)
D) — 0 sinh(u)  icosh(u) 0
B 0 —icosh(u) sinh(u) 0
icosh(u) 0 0 sinh(u)

(26)

III. NUMERICAL RESULTS

The partition function of Eq. (17) is evaluated using the
HOTRG algorithm on lattices of the volume V =L x L
with the periodic boundary condition in all the directions.
In the following, all the results are calculated on the L =
1024 lattice, where the TRG computation converges with
respect to the system size and allows us to access the
thermodynamic limit. Note that the correlation length of
this model reaches O(10?) at # = 1.5 [31]. In order to avoid
contaminations from the finite size effects our results are
restricted to 0 < # < 1.5 in the following.

We first show the results for the internal energy at 4 = 0
in Fig. 1, which are obtained with the impure tensor method
choosing K =26 and D, = 50. In the strong coupling
region we observe that our result shows good consistency
with that of the strong coupling expansion up to f ~ 0.15,

08l — weak coupling expansion i
H — strong coupling expansion 1
o | ® TRG result i
ot A
5 0.6 —
= L A
(]

E I ]
Q04 —
g 7 1
02F i
L ! ! ]

"0 0.5 10 15

p
FIG. 1. p dependence of internal energy at u = O on a lattice

with L = 1024. Solid curves denote the result of the strong and
weak coupling expansions.

where the relative errors are less than 1%. On the other
hand, the result starts to follow the weak coupling expan-
sion line around f ~ 0.6, beyond which the relative errors
are kept at most 1%. Figures 2 and 3 show the K- and the
D.-dependence of the internal energy, respectively, choos-
ing f=0.125 and 1.0 as representative f values in the
strong and weak coupling regions. The result converges as
both K and D, increases and the combination of K = 26
and D, = 50, which are fixed in the following calculation,
are large enough to obtain converged results.

Let us turn to the finite density case, where an interesting
physical quantity is the number density. We evaluate it with
the numerical differentiation of the free energy in terms of
the chemical potential as explained in Sec. II B. Figure 4
shows the y; dependence of (n;) with u, =0 at f = 0.125
and 1.0. The former is a representative case in the
strong coupling region and the latter belongs to the weak
coupling region. Although both results seem to increase

038 T T T T T T

)
Q9

T

|

o
o
T
|

&
o0 0.5 -
o 1 i
S .l oo [=0.125 i
g L 44 (=10 ]
Q
024 _
0.1 -
0 O R O B
0 4 8 12 16 20 2 28
K

FIG. 2. K dependence of internal energy at p =0 with
D, = 62 on a lattice with L = 1024.

R T e e R TR
08 & —
> 0.6 i
%[) L 4
5 oo (=0.125 ]
§0A4ﬁ 4+4fB=1.0 i
Q . 4
02 -
e N
N P R B A D B B B
0 8 16 24 32 40 48 56 64

D

cut
FIG. 3. D, dependence of internal energy at u =0 with

K = 26 on a lattice with L = 1024.
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FIG. 4. u; dependence of (n;) with y, = 0 at f = 0.125 (red)
and 1.0 (blue) on a lattice with L = 1024. Inset graph magnifies
the results at L =8, 16, 64 and 1024 in small y region for
p =0.125.
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FIG. 6. u dependence of (n) at # = 0.125 (red) and 1.0 (blue)
on a lattice with L = 1024. Inset graph magnifies the results at
L =38, 16, 64 and 1024 in small y region for f = 0.125.
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FIG. 5. u, dependence of (n,) with u; = 0 at # = 0.125 (red)

and 1.0 (blue) on a lattice with L = 1024. Inset graph magnifies
the results at L =8, 16, 64 and 1024 in small yx region
for f = 0.125.

monotonically from zero as p; increases in the large scale,
we find a clear Silver-Blaze phenomena in the small yu;
region up to u;. ~ 0.95 at # = 0.125 in the inset, where the
larger volume makes the rise in the number density around
1. sharper. Note that the L = 64 results are almost
degenerated with the L = 1024 ones. The similar f
dependence of the number density is found in the 4d
case [29], where the Silver-Blaze region becomes narrower
as /3 increases. We also find similar u, dependence for (n,)
at 4y = 0 in Fig. 5.

It may be instructive to check some special cases. First,
we show the u dependence of (n) in Fig. 6, which is quite
similar to the y; dependence of (n;) at u, = 0 in Fig. 4.
Second, we plot (n;) as a function of y; at # = 0.125 for
the cases of finite 4, in Fig. 7, where our specific choices

3.0

FIG. 7. p, dependence of (n;) with p, = 0.5 (red) and 2.0
(blue) at = 0.125 on a lattice with L = 1024. Inset graph
magnifies the results with g, = 0.5 in small g region for
p =0.125.

are p, = 0.5 <y, and 2.0 > u;.. For the case of u, =
2.0(n;) shows the Silver-Blaze property up to wu; & u,,
beyond which the behavior of the number density is similar
to the u, = 0 case. On the other hand, the Silver-Blaze
region for the case of y, = 0.5 looks same as the case of
o = 0. In this case the magnitude of yu, is smaller than y,
so that the Silver-Blaze region may be controlled by ..

IV. SUMMARY AND OUTLOOK

In this work we have shown the efficiency of the Gauss
quadrature to discretize the SU(2) Lie group using the
(1 +1)d SU(2) PCM at finite density. The internal energy
at 4 = 0 shows good consistency with the predictions of
the strong and weak coupling expansions over 0 < f < 1.5.
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We have successfully evaluated the number density in the
finite density region, which shows the Silver-Blaze phe-
nomena in the strong coupling region. The next step would
be to study the higher-dimensional SU(2) gauge theory
with the Gauss quadrature method.
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APPENDIX: (1+1)d O(3) NONLINEAR SIGMA
MODEL AT FINITE DENSITY

In order to check the validity of the TRG method with the
Gauss-Legendre quadrature we apply it to the (1 + 1)d
O(3) nonlinear sigma model at finite density and compare
the results with those obtained by the dual lattice simu-
lation [28]. The action is defined by

S = _)B Z sﬁ(em ¢n)Dly(ﬂ’i))sy(9n+ﬁﬂ ¢n+f/)’ (Al)
neN .V
where spin s,(6, ¢) and matrix D,, (u, D) are
cosf,
$(0,,.¢p,) = | sinb, cosgy, (A2)
sinf, sing;,
1
D(Mv i/) = COSh(52.uﬂ) =i Sinh(52,v/’l) (A3)
i sinh(8, ) cosh(8, )

respectively. 0, , ¢, are a-, bth roots of the Kth Legendre
polynomial P(s) on the site n, respectively. The tensor
network representation of (1 4 1)d O(3) nonlinear sigma
model with Gauss-Legendre quadrature is similar to SU(2)
PCM

T
T jundy =g \/ a;,(1)a;,(1)or,(2)e;,(2)
X Z Wo, Wy, Sin(6, )

Ay ~b11 »Cn

XVl 0y (DUap,, (1)

n

X VZ”,%,;," (2)Uq, 5,4,(2) (Ad)

~ b4
Tio-.io.ko,lo,/l = g \/Jio ( 1 )Gjo (l)gko (2)010 (2)
X Z Wy W, Sin(6,,,)
ag.by,
X sl(a()’ bO) Vjo,ao,ho ( 1 ) Ulln~bn-jo (1)

x VI

koo bo2) U .ty (2) (AS)

~ T
T iotuns = 51/0 (103, (101, (2)o,(2)

X Z W, Wp, SIn(6,,)

ay.by.cp

x Dy, (u, )s,(ay, I%)V;aa,bﬁ(l)Uaﬁ,bﬁ,ja (1)
X Vi a5 (20Ua,0,0,(2), (A6)

4.0

T T
TR

— weak coupling expansion
— strong coupling expansion
® TRG result

w
1<)
T

internal energy
&)
(=]
T

T T

T T

FIG. 8. f dependence of internal energy at y =0 for the
(14 1)d O(3) nonlinear sigma model at finite density. The lattice
size is L = 1024. Solid curves denote the results of the strong and
weak coupling expansions.
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FIG. 9. u dependence of (n) for the (1 + 1)d O(3) nonlinear
sigma model at finite density. f = 1.0, 1.2 and 1.4 are chosen on a
lattice with L = 64 (open) and 1024 (closed).
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The number density can be obtained by replacing the
matrix D with

D = sinh(p)

i cosh(u)

—icosh(u) (A7)

sinh(u)

Figure 8 shows the results for the internal energy at
u = 0 obtained with the impure tensor method choosing

K =100 and D, = 48. As in the SU(2) PCM case, our
results show good consistency with the strong and weak
coupling expansions in the strong and weak coupling
regions, respectively. In Fig. 9 we present the results for
the number density at f = 1.0, 1.2 and 1.4. We observe that
the Silver Blaze behavior becomes sharper as the lattice
size increases from L = 64 to L = 1024. In comparison
with Fig. 2 in Ref. [28], the dual lattice simulation on a
90 x 90 lattice shows better consistency with our results
with L = 64 than those with L = 1024.
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