
Exciting ions: A systematic treatment of ultraperipheral heavy ion collisions
with nuclear breakup

L. A. Harland-Lang *

Department of Physics and Astronomy, University College London, London, WC1E 6BT, United Kingdom

(Received 22 March 2023; accepted 25 April 2023; published 15 May 2023)

We present an updated theoretical treatment of ultraperipheral collisions of heavy ions within the SuperChic

Monte Carlo generator. This in particular accounts for mutual ion excitation through additional photon
exchanges between the colliding ions. This effect occurs frequently in ultraperipheral collisions, and indeed
can be (and has been) measured in data through the use of zero degree calorimeter detectors installed in the far
forward region. The theoretical approach presented here accounts for the nontrivial and non-negligible impact
such ion dissociation has on the measured cross sections and distributions of the produced particles in the
central detectors. This builds on previous work, whereby the survival factor probability of no additional
inelastic ion-ion scattering due to the strong interaction, and its kinematic impact, are also accounted for
within the same overall framework. We compare to data from ATLAS and CMS at the LHC, and STAR at
RHIC, and find in general encouraging agreement for a range of observables and zero degree calorimeter
neutron tags, with some room for further improvement, suggesting the inclusion of higher order QED effects
and/or tuning of the γA → A� cross section may be desirable. Overall, this gives confidence in the approach
considered here and for applications to new phenomena within and beyond the Standard Model.
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I. INTRODUCTION

The high energy collision of heavy ions is well estab-
lished as a testing ground for the strong interaction in
extreme regimes, see, e.g., [1–3] for reviews. However the
ions themselves carry significant electric charges Z and
hence can act as intense sources of electromagnetic
radiation, or in the language of particle physics, photon-
photon collisions. This is in particular the case for so-called
ultraperipheral collisions (UPCs), where the impact param-
eter separation of the ions is significantly larger than the
range of QCD, with the ions remaining intact after the
collision. In such a case an object of interest can be
produced by a purely QED interaction, with no additional
particle activity present in the detector.
This production mechanism is a key ingredient in the

LHC precision and discovery program, providing a unique
probe of physics within and beyond the SM, see, e.g., [4]
for a review. One topical example is the case of light-by-
light scattering, γγ → γγ, for which the first ever direct
evidence was presented by ATLAS in the UPC channel [5]
and subsequently by CMS [6] (see [7] for the first

observation and [8] for further analyses). This is in general
sensitive to a range of new physics phenomena, with the
possible s-channel contribution from the decay of an
axionlike particle being particularly relevant to UPCs;
indeed, the tightest available bounds on such states in
the 10–100 GeV mass region have been placed by both the
ATLAS [8] and CMS [6] collaborations (see [9] for a recent
study in pp interactions). Even within the SM, possible
sensitivity to tetraquark states has been discussed in [10].
A further topical case is the potential to use the UPC
channel as a probe of the anomalous magnetic moment of
the τ lepton via γγ → ττ process [11,12]. Recent observa-
tions of this process by both ATLAS [13] and CMS [14]
have already placed competitive constraints on this, with
further data to come.
The theoretical framework required to model such UPC

processes has been the focus of much study (see, e.g., [15]
for an early and [16] for a recent review) and a range
of Monte Carlo event generators are available [17–20].
However, while the basic ingredients are universal to these,
the specific implementation (as well processes considered)
is not. A particularly important element is the “survival
factor” probability that the colliding ions do not interact
strongly, leading to a high multiplicity event more typical
of standard central ion-ion collisions, where the QED
production mechanism is not so straightforwardly isolated.
Now, provided the initiating photons are coherently emitted
from the ions, their typical Q2 is very low, which precisely
corresponds to the larger impact parameter separations
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where QCD interactions are suppressed. However, they are
not negligible, and a precise account of this is mandatory.
The survival factor in particular depends on the specific
process under consideration as well as the kinematics of
the produced object. The first and so far only complete
treatment of this for the case of UPCs was presented
in [18] (see also [21]) and is implemented in the SuperChic

Monte Carlo (MC) generator [22].
A complete treatment of the survival factor, as well as all

other elements of the theoretical calculation, is crucial to
taking advantage of thisUPCprocess,where a keymotivation
depends on a precise understanding of the underlying photon-
initiated production process. A useful testing ground for this
is the production of electron and muon pairs in UPCs, which
has been measured at the LHC [23–27] and RHIC [28].
The ATLAS data [24,25] are in particular compared to the
results of SuperChic, with generally good agreement seen, but
with some systematic differences observed. This is discussed
in detail in [21], where the potential importance of higher
order QED corrections is emphasized.
An important process of this type is due to additional

photon exchanges between the colliding ions, whereby one
or both ions can be excited into a higher energy state that
subsequently decays by emitting a single or multiple
neutrons. The dominant such excited state is known as
giant dipole resonance (GDR), although higher excitations
are also present, see, e.g., [16,29–33]. Thus, in the presence
of such exchanges the ions no longer remain intact, although
as there is no color exchange between the ions and the
impact parameter can remain large, the event signature in
the central detector remains the same. Moreover, these
exchanges can be assumed to factorize from the underlying
γγ → X process, and hence the cross section and distribu-
tions of the UPC process are insensitive to this, provided
these are inclusive with respect to such ion dissociation.
Nonetheless, this is not always true, and one can in particular
measure these ion dissociation processes via zero degree
calorimeter (ZDC) detectors, which have been used in
UPC measurements at ATLAS [24,25,27], CMS [26], and
STAR [28]. These are designed to detect neutral particles
produced at very forward rapidities and so can tag events
with or without additional neutron production. As ion
excitation typically results in the emission of relatively
low momenta neutrons in the ion rest frame, these are
heavily boosted in the lab frame, and hence such ion
dissociation can be measured by tagging these neutrons in
the ZDCs. In other words, this is an observable effect that
should be modeled appropriately.
An important element of modeling this process is,

as with the case of the survival factor, to fully account
for the appropriate process and kinematic dependence.
The treatment of the latter effect has in particular been
found to be incomplete in the Starlight MC generator [33]
implementation by the CMS data [26] on the impact of ion
dissociation on the acoplanarity of the dimuon system in

UPCs. Theoretical calculations that do account for this
effect [34] on the other hand describe the trend of the
CMS data (see, e.g., [35–39] for other studies), but without
providing a full MC treatment. In this paper, we therefore
extend the SuperChic MC generator to account for mutual ion
dissociation, including its full process and kinematic
dependence, as well as the interplay with the survival
factor probability. We compare to data from ATLAS, CMS,
and STAR, and find overall rather good agreement, as well
as general consistency with the theoretical results of,
e.g., [34]. Therefore, this extension will allow predictions
for UPC production to be compared more directly with
what is measured experimentally, given as we will see the
ion dissociation probability is certainly non-negligible and
does impact on the corresponding kinematic distributions
in the presence of ZDC tags.
The outline of this paper is as follows. In Sec. II A we

present the key ingredients in the model we apply for
UPCs. In Sec. II B we discuss the ion-ion survival factor
and how this is accounted for. In Sec. II C we describe how
this framework can account for the effect of mutual ion
dissociation. In Sec. III we compare to a range of data from
ATLAS, CMS, and STAR. Finally, in Sec. IV we conclude.

II. THEORY

A. Key ingredients

The basic formalism follows that described in for
example [18]. Omitting the survival factor for now, the
cross section can be written as

σ ¼ 1

2s

Z
dx1dx2d2q1⊥d2q2⊥dΓ

1

β̃
jTðq1⊥; q2⊥Þj2

× δ4ðq1 þ q2 − kÞ; ð1Þ

where xi and qi⊥ are the photon momentum fractions (see
[40] for precise definitions) with respect to the parent ion
beams and the photon transverse momenta, respectively.
The photons have momenta q1;2, with q21;2 ¼ −Q2

1;2, and
we consider the production of a system of 4-momentum
k ¼ q1 þ q2 ¼

P
N
j¼1 kj of N particles, where dΓ ¼Q

N
j¼1 d

3kj=2Ejð2πÞ3 is the standard phase space volume.

β̃ is as defined in [40] and s is the ion-ion squared c.m.
system energy.
In (1), T is the process amplitude and is given by

Tðq1⊥; q2⊥Þ ¼ N 1N 2q
μ
1⊥qν2⊥Vμν; ð2Þ

where Vμν is the γ�γ� → X vertex, i.e., the amplitude of that
in the on-shell case would couple to the photon polarization
vectors ϵ. The normalization factors are

N i ¼
2αðQ2

i Þ1=2
xi

FpðQ2
i ÞGEðQ2

i Þ
Q2

i
; ð3Þ
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where F2
pðQ2Þ is the squared form factor of the ion and

Q2
i ¼

q2i⊥ þ x2i m
2
Ai

1 − xi
: ð4Þ

The squared form factor is given in terms of the proton
density in the ion, ρpðrÞ, which is well described by the
Woods-Saxon distribution [41]

ρpðrÞ ¼
ρ0

1þ exp ½ðr − RÞ=d� ; ð5Þ

where the skin thickness d ∼ 0.5–0.6 fm, depending on the
ion, and the radius R ∼ A1=3. To be precise, for Pb ions we
take the experimentally determined values [42]

Rp ¼ 6.680 fm; dp ¼ 0.447 fm;

Rn ¼ ð6.67� 0.03Þ fm; dn ¼ ð0.55� 0.01Þ fm: ð6Þ

For Au ions we scale these values of Rn;p by A1=3,
while keeping the dp;n fixed. The density ρ0 is set by
requiring that

Z
d3rρpðrÞ ¼ Z: ð7Þ

The ion form factor is then simply given by the Fourier
transform

FpðjqjÞ ¼
Z

d3reiq·rρpðrÞ; ð8Þ

in the rest frame of the ion; in this case we have q2 ¼ Q2,
so that written covariantly this corresponds to the FpðQ2Þ
that appears in (3).
In (3) GE corresponds to the form factor of the protons

within the ion; numerically this has a negligible impact,
as the ion form factor falls much more steeply; however,
we include this for completeness. To be precise, GE is
proton EM “Sachs” form factor, given by

G2
EðQ2

i Þ ¼
1

ð1þQ2
i =0.71 GeV2Þ4 ; ð9Þ

in the dipole approximation. In this work we do not use the
dipole approximation but rather, as in [43], the fit from the
A1 collaboration [44].
We note that in (2) we can see that the amplitude depends

in general on a range of other kinematic variables (the
photon momentum fractions xi, the kinematics of the
produced final state and so on). These are always implied
but omitted in the arguments of T for brevity. We keep
the dependence on the photon transverse momentum qi⊥
explicit for clarity, in particular when discussing the
survival factor in the following section.
In the high energy limit, and neglecting the off shellness

of the initial-state photons in the γγ → X process, the above
expression reduces to a well-known result of the equivalent
photon approximation [45], which is formulated purely at
the cross section level. To be precise, we can rewrite (1) as

dσ ¼
Z

dx1
x1

dx2
x2

nðx1Þnðx2Þdσγγ→X; ð10Þ

in these limits. The flux nðxiÞ is given by

nðxiÞ ¼
Z

d2qi⊥ jNðxi; qi⊥Þj2; ð11Þ

where

Nðxi; qi⊥Þ ¼
αðQ2

i Þ1=2
π

qi⊥
q2i⊥ þ x2i m

2
A
FpðQ2

i ÞGEðQ2
i Þ: ð12Þ

Equivalently the above formulation follows simply from
the structure function expression in, e.g., [46], once we
drop the subleading magnetic form factor of the ion, which
is suppressed by a factor of ∼Z, and take the high energy
limit. However, formulating things as in (1) allows us to
fully keep track of the nonzero photon off shellness, while
working in terms of the amplitude T allows us to include
the survival factor, and ion dissociation effects, in an
appropriate way. We consider this in the next section.
Finally, we note that, in the EPA limit it was shown

in [47] that (2) can be recast via

qi1⊥q
j
2⊥Vij ¼

8>>>>><
>>>>>:

− 1
2
ðq1⊥ · q2⊥ÞðMþþ þM−−Þ ðJPz ¼ 0þÞ

− i
2
jðq1⊥ × q2⊥ÞjðMþþ −M−−Þ ðJPz ¼ 0−Þ

þ 1
2
ððqx1⊥qx2⊥ − qy1⊥q

y
2⊥Þ þ iðqx1⊥q

y
2⊥ þ qy1⊥q

x
2⊥ÞÞM−þ ðJPz ¼ þ2þÞ

þ 1
2
ððqx1⊥qx2⊥ − qy1⊥q

y
2⊥Þ − iðqx1⊥q

y
2⊥ þ qy1⊥q

x
2⊥ÞÞMþ− ðJPz ¼ −2þÞ

; ð13Þ

where M�� corresponds to the γð�Þγð�Þ → X helicity amplitudes and JPz the spin-parity of the corresponding γγ
configuration. While we do not explicitly make use of this formula in our calculation, it will be useful to consider the above
expression later on when discussing the comparison to the STAR data [28].
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B. The survival factor

The inclusion of the survival factor closely follows the description in [18], although here we present this in a somewhat
different way in order to facilitate the discussion when we consider mutual ion dissociation. In the high energy limit, and
neglecting the off shellness of the initial-state photons in the γγ → X process kinematics we can write

σ ¼ 1

2s

Z
dx1dx2d2q1⊥d2q2⊥dΓ

1

β̃
jTðq1⊥; q2⊥Þj2δ4ðq1 þ q2 − kÞ;

≈
1

2s

Z
dx1dx2dΓ

1

β̃
δ4ðq1 þ q2 − kÞ

Z
d2q1⊥d2q2⊥jTðq1⊥; q2⊥Þj2;

≡ 1

2s

Z
dx1dx2dΓ

1

β̃
δ4ðq1 þ q2 − kÞdσ; ð14Þ

although we emphasize that in all calculations we make use
of the full form as per (1). Our discussion of the survival
factor then concerns the object

dσ ¼
Z

d2q1⊥d2q2⊥jTðq1⊥; q2⊥Þj2: ð15Þ

The physical interpretation is clearest when we move to
impact parameter space, i.e., taking the Fourier transform of
the amplitude that appears above to give

T̃ðb1⊥; b2⊥Þ

¼ 1

ð2πÞ2
Z

d2q1⊥d2q2⊥e−iq1⊥·b1⊥eiq2⊥·b2⊥Tðq1⊥; q2⊥Þ;

ð16Þ

such that

dσ ¼
Z

d2b1⊥d2b2⊥jT̃ðb1⊥; b2⊥Þj2: ð17Þ

The survival factor is then accounted for by considering

dσS2 ¼
Z

d2b1⊥d2b2⊥jT̃ðb1⊥; b2⊥Þj2ΓA1A2
ðs; b⊥Þ; ð18Þ

where ΓA1A2
represents the probability that no inelastic

scattering occurs at impact parameter b⊥ ¼ jb1⊥ þ b2⊥j
and weights the cross section including the survival factor
in the appropriate way. It is typically written in terms of the
ion-ion opacity ΩA1A2

via

ΓA1A2
ðs; b⊥Þ≡ expð−ΩA1A2

ðs; b⊥ÞÞ: ð19Þ

This is given in terms of the opacity due to nucleon-nucleon
interactions, Ωnn, which is in turn given by a convolution
of the nucleon-nucleon scattering amplitude Ann and the
transverse nucleon densities Tn, see [18] for a more detailed
discussion. To first approximation, we have

e−ΩA1A2
ðs;b⊥Þ=2 ≈ θðb⊥ − 2RAÞ; ð20Þ

i.e., it corresponds to a requiring that the ions to do not
overlap in impact parameter, although in the full calculation
the opacity shows some departure from this, see [18].
At the amplitude level (18) simply corresponds to

replacing

T̃ðb1⊥; b2⊥Þ → T̃ðb1⊥; b2⊥ÞΓA1A2
ðs; b⊥Þ1=2; ð21Þ

where we will comment on the (lack of) any complex
phase at the end of this section. Moving back to transverse
momentum space, we are therefore interested in

TS2ðq1⊥; q2⊥Þ ¼
1

ð2πÞ2
Z

d2b1⊥d2b2⊥eiq1⊥·b1⊥e−iq2⊥·b2⊥

× T̃ðb1⊥; b2⊥ÞΓA1A2
ðs; b⊥Þ1=2; ð22Þ

where the “S2” subscript indicates that the survival factor
has now been appropriately accounted for; we then sub-
stitute this in (1) to get the cross section. A convenient form
for the above amplitude comes from defining

PA1A2
ðs;k⊥Þ≡ 1

ð2πÞ2
Z

d2b⊥eik⊥·b⊥ΓA1A2
ðs;b⊥Þ1=2; ð23Þ

in terms of which we have

TS2ðq1⊥; q2⊥Þ ¼
Z

d2k⊥Tðq01⊥; q02⊥ÞPA1A2
ðs; k⊥Þ; ð24Þ

where q01⊥ ¼ q1⊥ − k⊥ and q02⊥ ¼ q2⊥ þ k⊥. We can see
from (20) that as it stands (23) involves an integral that
extends from b⊥ ∼ 2RA to infinity, which while formally
convergent, is numerically unstable. With this in mind we
can also define

P0
A1A2

ðs; k⊥Þ≡ 1

ð2πÞ2
Z

d2b⊥eik⊥·b⊥ ½1 − ΓA1A2
ðs; b⊥Þ1=2�;

ð25Þ
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in terms of which we have

TS2ðq1⊥; q2⊥Þ ¼ Tðq1⊥; q2⊥Þ −
Z

d2k⊥Tðq01⊥; q02⊥Þ

× P0
A1A2

ðs; k⊥Þ: ð26Þ

While these two formulations are in principle completely
equivalent, we can see that (25) now involves an integral
from the finite range b⊥ ¼ 0 to b⊥ ∼ 2RA, which is
numerically stable.
We note that it is common to refer to the survival factor,

which corresponds to the ratio of the cross section
evaluated using TS2 to that evaluated using T. However,
it is clear from (22) that the ratio

jTS2ðq1⊥; q2⊥Þj2
jTðq1⊥; q2⊥Þj2

; ð27Þ

is dependent on the photon transverse momenta qi⊥ as
well as the particular form of Tðq1⊥ ; q2⊥Þ. The former
dependence implies that the survival factor will modify
the predicted kinematic distributions, both those directly
dependent on qi⊥ such as acoplanarity distributions but
also through (4) which couples the qi⊥ dependence to the
photon momentum fractions xi (and hence the γγ invariant
mass and rapidity). The latter dependence implies that the
survival factor is dependent on the particular process under
consideration. Further discussion of this can be found
in, e.g., [21,43] and references therein. We also note that
although only UPCs are considered here, one can in
principle readily extend the above approach to include
collisions at other centralities, that is by suitably modifying
ΓAA in (18) to have support for the appropriate b⊥ range
corresponding to the required centrality class.
Finally, one might worry in (21) about the uniqueness

of this replacement, given one could in principle multiply
by an arbitrary b⊥ dependent complex phase and still give
the same integrated cross section (18) evaluated in impact
parameter space. This will however in general modify (23)
and, one might worry, the corresponding predictions for the
differential cross section with respect to the photon trans-
verse momenta. The solution to this comes from noting that
the individual photon transverse momenta are not observ-
able but only their vector sum, i.e., the transverse momen-
tum of the measured centrally produced state. We can then
write (22) as

TS2ðq1⊥; q2⊥Þ ¼
1

2ð2πÞ2
Z

d2b⊥d2b0⊥eiq⊥·b
0⊥eil⊥·b⊥

× T̃ðb1⊥; b2⊥ÞΓA1A2
ðs; b⊥Þ1=2; ð28Þ

where we have defined b0⊥ ¼ b1⊥ − b2⊥, with b⊥ defined
as before, and

l⊥ ¼ 1

2
ðq1⊥ − q2⊥Þ; ð29Þ

q⊥ ¼ 1

2
ðq1⊥ þ q2⊥Þ: ð30Þ

It then follows straightforwardly from (28) that

Z
d2l⊥jTS2ðq1⊥; q2⊥Þj2

∼
Z

d2b⊥d2b̃⊥½ΓA1A2
ðs; b⊥Þ1=2Γ�

A1A2
ðs; b̃⊥Þ1=2 � � ��

× δð2Þðb⊥ − b̃⊥Þ; ð31Þ

and hence any b⊥ dependent phase in (21) will not
contribute. This can therefore without loss of generality
be simply dropped.

C. Including mutual ion dissociation

We include ion dissociation following the well-
established formalism described in, e.g., [17,33,48,49].
The basic idea is that the ion dissociation occurs via a
single (or multiple) photon exchanges between the ions,
such that coherent photon emission process on one ion side
leads to ion dissociation via γA → A� on the other ion side.
If the ion dissociates, then it will emit some number n
neutrons as part of its “deexcitation.” As these are typically
emitted with rather low momenta in the ion rest frame, in
the lab frame these are highly boosted to forward rapidities,
where they can be detected by ZDCs. The dominant nuclear
excitation is a so-called GDR [16,29–33], which is the
lowest energy nuclear excitation and typically leads to the
emission of a single neutron. However, higher excitations
are possible, for which a larger number X neutrons will be
emitted (in addition to other particles such as pions). We
therefore consider three possibilities in our calculation,
namely the emission of zero, one or any number X > 0
neutrons; while in principle one can provide predictions
for any exclusive number of neutron emissions, we will
for simplicity not consider these here, beyond the single
neutron case.
We also note that we will only consider mutual ion

dissociation here. In general, the initial state photons in the
γγ initiated process may be emitted inelastically from the
ions; however this is subleading, being suppressed by a
factor of ∼Z, so that it is relevant at higher photon
transverse momentum (i.e., pll⊥ in the dilepton case), where
the coherent production mechanism is suppressed by the
elastic ion form factor. At higher transverse momentum, the
dominant emission process is due to incoherent inelastic
emission from the nucleons in the ion. Therefore, to good
approximation, one can follow a technique as in [25] to
model this process, namely by using the SuperChic distri-
bution from dissociative lepton pair production in pp
collisions and setting the normalization in a data-driven
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way; this is found to work rather well in the ATLAS
analysis. A related excitation mechanism is for both ions to
be excited by a single photon exchange in addition to the γγ
initiated process, i.e., for the additional photon exchange
not to be due to coherent emission from either ion. This is
however suppressed for the same reason: being subleading
in Z, and indeed as it is relevant at larger exchange
virtualities, it contributes in the region of smaller ion-ion
impact parameters, which are strongly suppressed by the
ion-ion survival factor. Other higher order QED processes
that we will not consider in detail here are when additional
photons are exchanged between the production process
(i.e., the dilepton system in the case of lepton pair
production) and the ions, as well as the production of
additional low momenta electron pairs, i.e., so-called
unitarizing effects. These are discussed further in [21]
and the references therein; while these will dominantly not
lead to ion dissociation, they may effect the cross section
predictions at the precision level. A more detailed account
of these is left to future work.
Returning to the case of mutual ion dissociation we will

consider here, the nuclear excitation is assumed to occur
independently of the γγ → X production process, and so in
impact parameter space we can write

dσX1X2
¼

Z
d2b1⊥d2b2⊥dσS2PX1X2

ðs; b⊥Þ; ð32Þ

where PX1X2
is the breakup probability, such that Xi ¼

0; 1; X corresponds to the emission of 0 (i.e., no nuclear
excitation) 1, or X > 0 neutrons emitted for each ion
i ¼ 1, 2. The probability PX1X2

ðb⊥Þ depends on the total
ion-ion impact parameter b⊥ ¼ jb1⊥ þ b2⊥j and factorizes
into independent breakup probabilities for each ion, i.e.,

PX1X2
ðb⊥Þ ¼ PX1

ðb⊥ÞPX2
ðb⊥Þ: ð33Þ

In the same way as the γγ → X cross section (10) in the
EPA, formulated in impact parameter space, the lowest

order breakup probability for each ion i ¼ 1, 2 is then given
by a convolution of the photon emission flux from the ion
j ¼ 2, 1 and the γA → A� cross section:

P1
Xnðb⊥Þ ¼

Z
dω
ω

jÑðx; b⊥Þj2σγA→A� ðωÞ; ð34Þ

where ω is the photon energy in the A rest frame, i.e.,
ω ¼ xs=ð2mAÞ in the s ≫ m2

A limit, which holds to very
good approximation; the dissociation probability therefore
depends on s, as well as the ion beam type, but we omit
these arguments for brevity. The flux factor jÑj2 is built
from exactly the same ingredients that enter the γγ → X
cross section (1). To be precise it is given in terms of the
Fourier transform

Ñðx; b⊥Þ≡ 1

ð2πÞ
Z

d2q⊥Nðx; q⊥Þe−iq⊥·b⊥ ; ð35Þ

whereNðxiÞ is defined in (12). σγA→A�ðωÞ is the photon-ion
excitation cross section, which has been measured over a
wide range of photon energies from fixed target ion
scattering experiments. The corresponding data points,
which we use to perform the integral (34) are show in
Fig. 1; these are in many cases as implemented in the
Starlight MC generator [17] (see also [30,49]), with some
exceptions that we will describe below.
The cross section is shown in Fig. 1 (left), while the

result weighted by the flux factor as per (34) is shown in
Fig. 1 (right) for the, as we will see, representative value of
b⊥ ¼ 3RA. The largest peak in the ω ∼ 10–20 MeV region
corresponds to the dominant GDR resonance, data for
which is taken from [50] for both the single and multiple
neutron emission cases, fitted to a Lorentz shape. In
the single neutron emission case the upper limit of the
integral (34) is set to the upper limit of these data, at
ω ¼ 23.4 MeV, where indeed the cross section is negli-
gible. Above this energy, photon absorption will very
dominantly lead to multiple neutron emission. In the

FIG. 1. Left: photon absorption cross section, σðγA → A�Þ, for lead ions, as a function of the photon energy ω in the dissociating
ion rest frame. Right: photon absorption cross section weighted by corresponding flux factor as in (34) for b⊥ ¼ 3RA andffiffiffi
s

p
nn ¼ 5.02 TeV.
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23.4 < ω < 440 MeV region we use the data from [51,52]
on photonuclear scattering. In the 440 < ω < 2000 MeV
region we use the data from [53] on photonuclear scatter-
ing; this is in contrast to [17] (see also [30,49]) where older
data [54,55] on γp and γn scattering were used, scaled
to the nuclear case but with no shadowing applied. In the
2 < ω < 16.4 GeV region, we use data from [56,57] on
γPb and γAu scattering, suitably interleaved to cover the
full energy region and with appropriate A rescaling applied.
In our MC implementation, for the GDR region, data for
both Au and Pb beams are implemented, with A rescaling
applied in other cases. For energies above this an effective
per nucleon cross section is derived as described above
(i.e., using a selection of Au and Pb data), which can be
scaled to the appropriate ion A.
Finally, above 16.4 GeV there is some limited direct

photon-ion data in the analysis of [58], in particular in the
∼40–80 GeV region for Pb ions. To cover the entire energy
region, including energies beyond this, we use the fact that
the γ-nucleon cross section is observed to obey approxi-
mate Regge scaling as in [59]. The high-energy data for
this is limited to a handful of measurements at HERA, and
for concreteness we take the ZEUS extraction [60]. The
γ-nucleon cross section is then suitably scaled by A, but
with a nuclear shadowing factor of 0.65 applied, in order to
match the direct data from [58] in the Pb case.
The contribution from this region, while naively sup-

pressed by ∼1=ω, as evidenced in Fig. 1 (right), is in fact in
principle rather significant, due to the large photon energies
available. In particular, from the considerations in Sec. II A
the photon x is cutoff at roughly xmax ∼ 1=ðRAmAÞ, and
hence the photon ωmax ∼ s=ðm2

ARAÞ. At the LHC this is of
order 850 TeV, which corresponds to a γn c.m. system
energy that is roughly an order of magnitude larger than
that probed at HERA, and many orders of magnitude higher
than the highest energy direct data on photon-ion absorp-
tion. To give an estimate, we can assume for simplicity
that the flux term in (34) is constant up to the cutoff xmax,
and that the γA cross section is constant with energy, which
is roughly consistent with the Regge parametrization. We
then have
Z
ω>ω0

dω
ω

σγA→A� ðωÞ ∼ σω0

γA→A� ln

�
ωmax

ω0

�
∼ 140 mb ð36Þ

if we take the measured value from [58] at ω0 ¼ 80 GeV.
The (in theory dominant) contribution from the GDR region
can be estimated using the Thomas-Reiche-Kuhn sum rule
(see, e.g., [61])Z
GDR

dω
ω

σγA→A� ðωÞ ∼ 1

EGDR

60NZ
A

MeVmb ∼ 220 mb;

ð37Þ
for the Pb case. At the LHC, a more precise numerical
evaluation gives 260 mb for the integrated single neutron

emission cross section (equal to the total GDR contribution to
reasonable approximation) and 177 mb for (36) at a repre-
sentative value of b⊥ ¼ 3RA, consistent with these rough
expectations. Including the contribution below 80 GeV and
above theGDR region, we find that (36) accounts for roughly
25% of the total contribution to (34) at the LHC, again
for b⊥ ¼ 3RA. Given the lack of direct data in this region, we
can conservatively assign an uncertainty of this order in the
corresponding neutron tagged cross section. We note that a
useful way to bypass this uncertainty source is to consider
single neutron tag data (i.e., 0n1n and 1n1n), where the
contribution from this region is negligible.
Indeed, at these high energies, the photon-ion interaction

cannot be viewed as a purely electromagnetic one. In
particular, according to the rather well-established vector
meson dominance model [62–64] we can view the photon
as a superposition of light vector mesons, which then
undergoes a hadronic (dominantly inelastic) interaction
with a nucleon within the ion. Indeed, for sufficiently high
photon energies the γn system will become relatively more
central in rapidity, while the underlying γn interaction will
be a relatively high multiplicity inelastic hadronic event.
Hence it is arguably possible that the produced neutrons
may not be detected in the ZDCs or, more significantly,
whether some of the products of the inelastic γn interaction
will be seen centrally and hence fail the experimental veto
on additional particle production in the central detector.
Given it has been observed in, e.g., the ATLAS data
on muon pair production [24] in PbPb UPCs that the
Starlight [17] predictions (which include this high energy
contribution up to the kinematic limit) tend to overshoot the
observed 0nXn and XnXn fraction, we will to be precise
cut the cross section off at ω ¼ 500 GeV, which corre-
sponds to jyγnj∼5 for PbPb collisions at

ffiffiffi
s

p
nn¼5.02GeV.

As particle production will in general occur at rapidities
lower than this, we may expect this to fail the experimental
veto, although a precise evaluation would require that
we account for the particle multiplicity distribution and
the particular experimental cuts; for, e.g., the ATLAS
analyses [24,25] we will consider in the following section,
the relevant requirements are for no additional tracks
with p⊥ > 100–200 MeV out to jηj ¼ 2.5–3.75. Even
absent this we can view this as an effective cutoff, driven
by the comparison to data, and given the uncertainties in the
calculation discussed above. For b⊥ ¼ 3RA this removes
roughly 15% of the contribution. As we will see when
comparing to the ATLAS measurement of dilepton pro-
duction in UPCs, it may be that a more stringent cut is
required to match the data.
The resulting lowest order breakup probabilities, for single

and multiple neutron emission, are shown in Fig. 2 by the
dashed lines. The multiple neutron emission probability is
moderately larger than the single emission probability,
as expected from the discussion above. However, we can
also see that, at smaller impact parameters, the probability
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increases and in both cases rises above unity. This is driven by
the flux in (34), which one can readily show scales as

jÑðx; b⊥Þj2 ≈
Z2α

π2
1

b2⊥
; ð38Þ

for the dominant region of x (i.e., x ≪ 1) that contributes
to (34) and for b⊥ > RA such that the ion can be treated as a
pointlike charge. That is, the flux is peaked towards low
b⊥, until we reach b⊥ < RA where the extended nature of
the ion comes into play and the flux becomes suppressed
by the ion form factor (although the contribution from this
region is in any case negligible once one accounts for the
ion-ion survival factor).
This indicates an inadequacy in the lowest order (in Z2α)

perturbative approximation for the ion excitation process,
in particular given the Z2 enhanced flux for photon
emission from the spectator ion. To account for this, we
follow the approach described in [33], namely, assuming

that each ion excitation process happens independently,
we have that the number of excitations follows a Poissonian
probability, such that

P0nðb⊥Þ ¼ expð−P1
Xnðb⊥ÞÞ;

P1nðb⊥Þ ¼ P1
1n expð−P1

Xnðb⊥ÞÞ;
PXnðb⊥Þ ¼ 1 − expð−P1

Xnðb⊥ÞÞ: ð39Þ

The impact of this unitarizing is shown in Fig. 2, where we
can see this by construction gives dissociation probabilities
that never exceed unity. While the dominant effect of this is
in fact below the b⊥ ∼ 2RA region, which is in any case
removed once the ion-ion survival factor is included, it is
not negligible; it reduces the XnXn cross section by a factor
of ∼1.5–2, depending on the precise kinematics.
The corresponding dissociation probabilities (33) are

shown in Fig. 3. In the left plot the results prior to
multiplying by the probability expð−ΩA1A2

ðs; b⊥ÞÞ of no
ion-ion inelastic scattering are shown for reference, and in
the right plot this is accounted for. As expected from the
discussion above, the probability for ion dissociation is
peaked towards b⊥ ∼ 2RA by the scaling of the flux (38),
before being cut off by the no ion-ion inelastic scattering
probability, which rapidly approaches zero below b⊥≲2RA.
Conversely, if no ion dissociation is required, as in the 0n0n
case, then the probability becomes increasingly close to
unity as b⊥ increases. For the mixed 0nXn case the peaking
towards b⊥ ∼ 2RA is again present, although this is less
strong than for XnXn; the 0n1n result is not shown for
clarity, though it follows a similar trend.
So far, we have worked purely in impact parameter

space, however for a full treatment, and in particular to
account for the process and kinematic dependence of the
ion dissociation probability, we must translate these to
transverse momentum space. To do this, we simply replace

ΓA1A2
ðs; b⊥Þ1=2 → ½ΓA1A2

ðs; b⊥ÞPX1X2
ðb⊥Þ�1=2; ð40Þ

FIG. 2. Lowest order breakup probabilities for PbPb colli-
sions at

ffiffiffiffiffiffi
snn

p ¼ 5.02 TeV, for single and multiple neutron
emission, as defined in (34), given by the dashed curves. Also
shown in solid is the result applying the unitarizing corrections
discussed in the text.

FIG. 3. Left: breakup probabilities for single and multiple neutron emission, as defined in (33) and (39), for PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV. The probability that no inelastic ion-ion scattering occurs, as introduced in (19), is indicated by the dashed black
curve. Right: as in the left figure, but now multiplied by the no inelastic ion-ion scattering probability, i.e., including the survival factor.
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and then use this as in (22) to get the corresponding
amplitude in transverse momentum space and hence
cross section. More precisely, from (23) we are interested
in the integral

Z
d2b⊥eik⊥·b⊥ ½ΓA1A2

ðs; b⊥ÞPX1X2
ðb⊥Þ�1=2;

¼ 2π

Z
db⊥b⊥J0ðb⊥k⊥Þ½ΓA1A2

ðs; b⊥ÞPX1X2
ðb⊥Þ�1=2;

ð41Þ

where J0 is a Bessel function of the first kind. Making use
of (38) we have

P1
Xnðb⊥Þ ≈

AXn

b2⊥
; ð42Þ

where

AXn ¼
Z2α

π2

Z
dω
ω

σγA→A�ðωÞ: ð43Þ

The large b⊥ limit of (41), for which we have
ΓA1A2

ðb⊥Þ ∼ 1, is therefore driven by the integrand

IX1X2
ðb⊥Þ≡ b⊥J0ðb⊥k⊥ÞPX1X2

ðb⊥Þ1=2; ð44Þ

where in this limit we have

P0nðb⊥Þ ≈ 1 −
AXn

b2⊥
;

P1nðb⊥Þ ≈
A1n

b2⊥

�
1 −

AXn

b2⊥

�
;

PXnðb⊥Þ ≈
AXn

b2⊥
; ð45Þ

such that

I1n1n; I1nXn; IXnXn ∼
J0ðb⊥k⊥Þ

b⊥
; ð46Þ

which is numerically rapidly converging.1 For the same
reason, once we appropriately use (25) rather than (23)
then the 0n0n results in an integral that has the same
convergence. For the remaining cases however we have

I0n1n; I0nXn ∼ J0ðb⊥k⊥Þ; ð47Þ

and the numerical convergence of the integral (though it is
certainly finite) is more problematic. To resolve this, we can
consider the integrands

�
I0n1n −

A1=2
1n

b⊥

�
þ A1=2

1n

b⊥
: ð48Þ

The first (square bracketed) term now to good approxima-
tion scales as ∼J0ðb⊥k⊥Þ=b2⊥ and is hence numerically
convergent, while the latter can be evaluated as

2πA1=2
1n

Z
db⊥J0ðb⊥k⊥ÞΓA1A2

ðs;b⊥Þ1=2;

¼2πA1=2
1n

Z
db⊥J0ðb⊥k⊥Þ½ΓA1A2

ðs;b⊥Þ1=2−1�þ2πA1=2
1n

k⊥
;

ð49Þ

where we have used

Z
∞

0

dtJ0ðtÞ ¼ 1; ð50Þ

while we can see that the integrand of the first term in (49)
only has support for b⊥ ∼ 2RA and hence can readily be
evaluated. The 0nXn case can be evaluated in a similar way,
or alternatively by rearranging

dσinc ¼ dσ0n0n þ dσ0nXn þ dσXnXn; ð51Þ

where “inc.” denotes the inclusive case, with no ion
dissociation requirement applied, and for the 0nXn it is
always implied that either ion can dissociate (but not both).
Having established the framework to account for ion

dissociation in transverse momentum space, in the follow-
ing sections we will now consider results of this and
compare them to data. We note that, as discussed at the
end of Sec. II B for the case of the ion-ion survival factor,
the impact of the ion dissociation requirement (i.e., the
predicted cross section for ion dissociation) will depend
on the kinematics of the central system as well as the
corresponding process under consideration. This is clear
from Fig. 3, where we can see that the impact parameter
dependence of the dissociation probability is different
depending on the particular neutron tag. This will therefore
lead to a nontrivial dependence in the Fourier conjugate
transverse momentum space, as we will see.

III. RESULTS

A. Comparison to ATLAS data

In this section we will compare our predictions to
ATLAS measurements of muon [24] and electron [25]

1Strictly speaking this result relies on the xb⊥mA ≪ 1 limit
being true, and hence is not valid at very large values of b⊥.
However this occurs in a region where the integrand is already
numerically negligible, and moreover for large xb⊥mA ≫ 1
scaling is in fact more strongly (exponentially) suppressed
by b⊥, such that the corresponding integral (41) is certainly
convergent.
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pair production in ultraperipheral PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV. We will focus throughout on those
observables that are presented explicitly with a neutron
tag imposed in the ZDCs, although in [24,25] the inclusive
data are compared to SuperChic predictions, with the agree-
ment in general found to be good. We note that by “tag” it is
always implied that neutrons are either required or vetoed
on, while by inclusive we mean that both cases are
included, i.e., no ZDC requirement is made, although we
still require the collisions to be ultraperipheral, with no
color flow between the ions.
In the ATLAS case, three event categories are consid-

ered, namely the case where no neutrons are registered
in the ZDCs, where X > 0 neutrons are registered on one
side but none on the other, and where X > 0 neutrons are
registered on both sides, denoted by 0n0n, 0nXn, and
XnXn, respectively. The cross section fractions finjn are
then defined relative to the inclusive case, such that

f0n0n þ f0nXn þ fXnXn ¼ 1: ð52Þ

We begin by comparing to the data on muon pair produc-
tion [24]. In Fig. 4 we show the 0nXn and XnXn fractions
as a function of the dimuon invariant mass and for different
dimuon rapidity regions; the remaining 0n0n fraction is

then found using (52) and so is not independent of these.
In terms of the broad trend, we can see that both of these
fractions are predicted to increase with mμμ, which is as we
would expect. In particular, from (4) we can see that the
average initial-state photon transverse momentum will
increase with the photon momentum fraction xi ∝ mμμ.
In impact parameter space this corresponds to smaller b⊥
values, and we can see from Fig. 3 that it is precisely the
0nXn and XnXn cases that are enhanced in this region,
with the 0n0n, conversely, suppressed. This trend is clearly
observed in the data, even within the relatively large
uncertainties at larger mμμ. In more detail, however, we
can see that there is a distinct tendency to overshoot the data
in the lowest mass bin (and at central rapidities, in the
second mass bin). That is, too much ion dissociation is
predicted for all dimuon rapidities.
In Fig. 5 we show a comparison to the same dataset,

but now presented differentially in the dimuon rapidity, for
different dimuon invariant mass regions. We can see that
the 0nXn and XnXn fractions are predicted to increase with
rapidity, which is again driven by the changing photon q⊥
dependence in the production amplitude due to (4), and the
dependence of the photon momentum fractions on the
dimuon rapidity. In this case, forward rapidity corresponds
to an increased photon xi on one side, but a decrease on the

FIG. 4. Comparison of SuperChic 4.2 predictions to ATLAS data [24] on ultraperipheral muon pair production in PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV as a function of the dimuon invariant mass and for different dimuon rapidity regions. Results for the ratio of the Xn0n
and XnXn cross sections to the inclusive UPC case (with respect ion dissociation) are shown. The muons are required to have
p⊥;μ > 4 GeV, jημj < 2.4, mμμ > 10 GeV, and p⊥;μμ < 2 GeV. Data errors correspond to systematic and statistical added in quadrature.
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other, and so it is not immediately obvious that the overall
trend should be for larger average photon transverse
momenta and hence smaller impact parameters b⊥. This
is however the basic trend predicted by the full numerical
treatment, and indeed similar behavior is predicted in
earlier studies of photon-initiated production in heavy
ion and pp collisions, see, e.g., [18,43]. We can see from
the plots that this trend is indeed observed in the data,
again supporting the theoretical framework presented
here. On the other hand, the same overshoot in the lowest
mμμ bin is clear.
We next consider a comparison to the ATLAS data on

electron pair production [25]. In Fig. 6 we show the 0n0n,
0nXn, and XnXn fractions as a function of the dielectron
invariant mass, for different dielectron rapidity regions. As
data for the three cases are provided by ATLAS, we present
comparisons for all of these; however, as noted above,
only two of the three are independent (i.e., the sum in any
given bin is by construction unity). We note that the event
selection, given in the figure captions, is rather similar
between this and the muon measurement, with, in this case,
somewhat lower invariant masses being probed. The same
overall trend as predicted above is again seen with respect
to the pair invariant mass,mee, i.e., for the 0nXn and XnXn
fractions to increase, and the 0n0n to decrease, as mee
increases. This is again clearly observed in the data, and in
general the level of agreement between data and theory is
good. The most visible differences are in the forward

rapidity, 1.8 < jyeej < 2.4, bin, both at low and high
masses. In the high mass bin, however, the data errors
are rather large and certainly the rather extreme suppression
in the 0n0n case is not seen in the other rapidity bins.
Looking more closely, we can see that there is again a

general trend to overshoot the 0nXn, XnXn data and
undershoot the 0n0n data, as there was in the dimuon
data. Given, as discussed in Sec. II C, there is a reasonable
theoretical uncertainty in the predicted γA → A� cross
section, it is interesting to investigate how much lower
the input cross section would need to be in order to better
match the data. Before doing so, we note that the second
invariant mass bin, 10 < mee < 20 GeV, in the dielectron
measurement covers the same region as the lowest invariant
mass bin in the dimuon measurement, see Figs. 4 and 5, and
for the same dilepton rapidity region; the only difference
from the point of view of the kinematic cuts is the tighter
p⊥ cut in the dimuon case. We would therefore expect
rather similar fractions f in both cases, and indeed that is
true to very good approximation in the theoretical pre-
dictions. In terms of the data, on the other hand, the 0nXn
and XnXn fractions are rather higher in the dimuon case, at
the ∼2σ level. In Fig. 7 we therefore show comparisons to
both the dielectron and dimuon invariant mass distributions
on the same plot. We can see that indeed the predicted
0nXn, XnXn distributions overshoot both sets of data, in
particular at lower mass, but that this occurs rather more
significantly for the dimuon data. We also show in the

FIG. 5. As in Fig. 4 but now shown as a function of the dimuon rapidity, and for different dimuon invariant mass regions.
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FIG. 7. As in Fig. 4 but with the ATLAS data in the dielectron channel [25] for the same mass bins (and with a very similar event
selection) shown. Theoretical predictions correspond to the dimuon event selection, but results for the dielectron case (which is very
similar) are barely distinguishable, and hence are not shown for clarity. The solid histograms correspond to the default SuperChic 4.2
predictions, while the dashed curves correspond to the result with the γA → A� cross section (34) multiplied by 0.8 for comparison.

FIG. 6. Comparison of SuperChic 4.2 predictions to ATLAS data [25] on ultraperipheral electron pair production in PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV as a function of the dimuon invariant mass and for different dimuon rapidity regions. Results for the ratio of the 0n0n,
Xn0n, and XnXn cross sections to the inclusive UPC case (with respect ion dissociation) are shown. The electrons are required to have
p⊥;e > 2.5 GeV, jηej < 2.4,mee > 5 GeV, and p⊥;μμ < 2 GeV. Data errors correspond to systematic and statistical added in quadrature.
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dashed histogram the predicted fractions when the default
γA → A� cross section is multiplied by a factor of 0.8, and
we can see that in this case the agreement is rather better. It
may therefore be that some amount of tuning is required in
the future to better match the data. To enable this, in the
public SuperChic 4.2 release we provide a flag (fracsigX) by
which the normalization of the γA → A� cross section may
be modified. We note, however, that in practice a reduction
in the γA → A� cross section cannot simply be achieved by,
e.g., removing the higher energy and less well-constrained
region, where a Regge theory parametrization must be
used; even removing the entire cross section above
ω > 20 GeV (corresponding to jyγnj ∼ 6.5) only reduces
the cross section by a further ∼10%. This therefore
corresponds to a fairly significant reduction.
We note that in principle another variable that will

impact on the predicted dissociation fractions is the treat-
ment of the survival factor. For example, if the suppression
due to this is increased and/or pushed to lower impact
parameter values, this will modify the average impact
parameter sampled in the cross section. Given the disso-
ciation probabilities have distinct impact parameter
dependencies as in Fig. 3, this will then modify these.
However, on closer investigation we find that it is only with
the rather extreme variations in the survival factor (of the
type examined in [21]) that a noticeable reduction in the
0nXn, XnXn fractions occurs, and not necessarily with a
better description of both cases simultaneously. A further
way to shed light on this issue would be to present data in

the 0n1n and 1n1n channels. In these cases the ion
dissociation is guaranteed to be dominated by the GDR
region, where uncertainties due to the high energy regime
that enter the Xn0n and XnXn cross sections are absent. It
would therefore be useful to determine whether the differ-
ence between data and theory persists in these single
neutron channels, or is absent.
Next, in Fig. 8 we compare predictions for a range of

kinematic observables in the 0n0n case. Namely, the
cosine of the electron scattering angle θ� in the dielectron
rest frame, the dielectron invariant mass and rapidity,
and the average single electron/positron transverse
momentum, pe⊥. We can see that in general the agreement
between data and theory is very good, both at the level of
normalization and shape; the pe⊥ and mee distributions
match well across roughly four orders of magnitude in the
cross section. The largest discrepancy is in the cos θ� at
forward angles, which may indicate some sensitivity to
higher order QED effects in the γγ → eþe− process that
are absent in the current theoretical treatment. In addition,
we can see that in terms of the normalization there is a
trend for the theoretical prediction to lie at the lower end
of the data uncertainty region, though they are consistent
within errors.
Finally, in Fig. 9 we compare against ATLAS data in [27]

on muon pair production in PbPb collisions, which,
while focusing on the nonultraperipheral channel, also
presents results for ultraperipheral collisions. We in par-
ticular compare to the moments with respect to the dimuon

FIG. 8. Comparison of SuperChic 4.2 predictions to ATLAS data [25] on ultraperipheral electron pair production in PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV in the 0n0n channel, and for a range of kinematic variables. The electrons are required to have p⊥;e > 2.5 GeV,
jηej < 2.4, mee > 5 GeV, and p⊥;μμ < 2 GeV. Data errors correspond to systematic and statistical added in quadrature, and are shown
by the gray band in the data/theory ratios.
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acoplanarity, α ¼ 1 − Δϕμμ=π, and the associated trans-
verse momentum

k⊥ ¼ παp̄T; ð53Þ
where p̄T is the scalar average of the individual muon
transverse momenta; k⊥ is therefore also a proxy for the
dimuon transverse momenta, in a similar way to the
acoplanarity. In the ZDCs, it is required that on at least
one side there are zero neutrons registered, i.e., the event
selection corresponding to the case that the XnXn channel
is excluded. We can see in Fig. 9 that the broad trend in the
relevant moments is reproduced by the predictions, but that
there is a systematic overshoot in the data over the theory;
a similar level of overshoot is observed in the ATLAS
analysis with respect to the predictions of [36]. A probable
candidate for this lies in the contribution from higher order
QED effects due, e.g., to photon final-state radiation (FSR)
from the dimuon system. This is absent in the current
theoretical calculation, and will act to increase the average
acoplanarity and k⊥ observed in the data, i.e., in the

direction of the excess observed here. This effect may also
be relevant for the comparison to the CMS data [26]
considered below. Indeed, as we will discuss further below,
in the CMS case some effort is made to exclude this FSR
contribution by fitting the “core” region of lower acopla-
narity and the “tail” region of larger acoplanarity individu-
ally. Given this, it is noteworthy that the average acoplanarity
for the CMS 0n0n channel in Fig. 10 is ∼10% lower than
that observed in the ATLAS data. As these are taken for a
similar event selection, with the ATLAS case of XnXn
excluded in particular corresponding dominantly to 0n0n,
this provides some indication of the role that QED FSR
effects may be playing here.

B. Comparison to CMS data

In this section we compare to CMS measurement [26] of
muon pair production in ultraperipheral PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV. These are presented for a wide range of
neutron tags, namely the 0n0n, 0n1n, 0nXn, 1n1n, Xn1n,
and XnXn final states. The acoplanarity, α, distributions are

FIG. 9. Comparison of SuperChic 4.2 predictions to ATLAS data [27] on ultraperipheral muon pair production in PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV. The muons are required to have p⊥;μ > 3.7 GeV, jημj < 2.4, andmμμ < 45 GeV, as well as the additional cuts listed
in Fig. 21 and [27], where appropriate. The ZDC selection is for at least one side to have zero neutrons, i.e., XnXn is excluded. The
experimental uncertainties are highly asymmetric as the dominant uncertainty source is the background contribution, which is one
directional.

FIG. 10. Comparison of SuperChic 4.2 predictions to CMS data [26] on ultraperipheral muon pair production in PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV for the average dimuon acoplanarity, α, and invariant mass,mee, for different neutron tags. The muons are required to
have p⊥;μ > 3.5 GeV, jημj < 2.4, 8 < mμμ < 60 GeV. Data errors correspond to systematic and statistical added in quadrature.
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measured over a wide range of α and fitted with a “core”
and “tail” distribution, where the former is taken to be
dominated by the leading order γγ → μþμ− process, and the
latter is sensitive to higher order QED effects such as
photon radiation from the dimuon system. The core
distributions are then used to extract average acoplanarities
for each neutron tag, as well as the average invariant
dimuon invariant mass, comparisons to which as shown
in Fig. 10.
In Fig. 10 (left) the average acoplanarity is shown. We

can see that the broad trend that is predicted is for this to
increase as one requires more neutron emission, moving
from the 0n0n to the XnXn cases. This is exactly as
expected from the discussion in the previous section,
namely that, as in Fig. 3, the 0n0n (XnXn) dissociation
probability is peaked least (most) strongly at lower ion-ion
impact parameters b⊥. Given this we expect the Fourier
conjugate dimuon transverse momentum pμμ

⊥ to be peaked
most strongly towards lower (higher) values in the 0n0n
(XnXn) case, with the intermediate cases lying between
these extremes. This is precisely as observed in Fig. 10
(left), bearing in mind that the dimuon acoplanarity
increases directly with pμμ

⊥ . This trend is also clearly seen
in the data, validating this prediction. We note that this
result only comes after including a full treatment of ion
dissociation in transverse momentum space, as described in
Sec. II C. Indeed, in the CMS analysis [26] the results are
compared to the Starlight MC generator [17], where this is
absent, and a rather flat scaling is predicted in contradiction
to the data. A similar level of agreement to the current case
is on the other hand seen when comparing to the prediction
of [34], which applies a similar framework to us, albeit
without a full MC implementation.
While the overall trend in the data is consistent with

our predictions, we can see that there is a systematic
offset between data and theory, with the data having a
somewhat larger average acoplanarity across all neutron
tags. To understand this better, in Fig. 11 we show the

acoplanarity distributions for the two extreme, 0n0n and
XnXn, cases. The data and theory predictions are defined
such that the cross section is normalized in the α < 0.004
region, where we expect higher order QED effects due to,
e.g., photon FSR to be less significant, see, e.g., Fig. 12
of [25]. We can that at lower acoplanarity the data are
described rather well, but that beyond α ∼ 0.002–0.004
a clear excess in the data becomes apparent, which
increases with increasing α. It is therefore possible
that the average acoplanarity, as derived by the “core”
distribution fits in the CMS analysis (which from Fig. 1
of [26] describe the data well out to α ∼ 0.004), is being
driven to somewhat larger values by such higher order
QED effects. As these are absent in the current theoretical
treatment, this would then lead the observed excess in
Fig. 10 (left).
In Fig. 10 (right) the average dimuon invariant mass is

shown. The basic trend is for this to increase as one requires
more neutron emission, and is again as expected from the
discussion in the previous section, and indeed observed
in the ATLAS data, for which the 0nXn and XnXn event
fractions are enhanced at larger dilepton invariant masses.
This is therefore again an encouraging validation of the
overall approach. Some excess of data over theory is on the
other hand observed in the 0nXn and XnXn cases, albeit
within relatively large experimental errors.

C. Comparison to STAR data

Finally, in this section we compare to the STAR
measurement [28] of ultraperipheral electron pair produc-
tion in AuAu collisions at

ffiffiffiffiffiffi
snn

p ¼ 200 GeV. These data
are taken with a XnXn neutron tag imposed, or more
precisely a YnYn tag with Y ¼ 1, 2, 3 suitably corrected up
to the full X > 0 case. A particular observable of interest
is the azimuthal angle Δϕ, defined in [28] as the angle
between the dielectron transverse momentum, pee⊥ , and the
transverse momenta of one of the e�. It is in particular

FIG. 11. Comparison of SuperChic 4.2 predictions to CMS data [26] on ultraperipheral muon pair production in PbPb collisions atffiffiffiffiffiffi
snn

p ¼ 5.02 TeV as a function of the dimuon acoplanarity, α, for different neutron tags. The distributions are defined such that the cross
section is normalized in the α < 0.004 region, where higher order QED effects are less significant. The muons are required to have
p⊥;μ > 3.5 GeV, jημj < 2.4, 8 < mμμ < 60 GeV. Data errors correspond to systematic and statistical added in quadrature.
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predicted in [35] (see also [65–67]) that a modulation
of the type

dσ
dΔϕ

∝ 1þ A2Δϕ cos 2Δϕþ A4Δϕ cos 4Δϕ; ð54Þ

should be observed in the case of dilepton UPCs, with A2Δϕ
being zero up to lepton mass corrections ∼m2

l =m
2
ll, and the

precise value of A4Δϕ depending on the specific kinematics.
To be precise, the variableΔϕ is in fact defined in [35] to be
the angle between the dielectron transverse momentum and
the vector difference l⊥ ¼ peþ⊥ − pe−⊥ , which only coincides
with the STAR experimental definition in the pe⊥ ≫ pee⊥
limit. While this is true to reasonable approximation, it is as
we will see not exact, and so we will for completeness
consider both definitions, denoting that of [35] as Δϕ, and
the STAR definition as Δϕ0.
In Fig. 12 we compare our predicted normalized Δϕ

distribution to the STAR data, while in Table I we compare
the predicted values of Að2;4ÞΔϕ, as well as the root mean
squared dielectron transverse momentum, pee⊥ , and the
fiducial cross section to the measured values. We first

observe that the predicted total cross section is in excellent
agreement within uncertainties with the data. Next, in Fig. 12
(left) we also show for comparison the predicted distribution
in the inclusive (with respect to neutron tag) case, with and
without including the ion-ion survival factor. In general,
we observe an oscillatory behavior with respect to Δϕ,
which arises due to the photon polarization dependence in
the γγ → X production amplitude [see (13)]. This effect was
first discussed in [68] and is appropriately incorporated in
SuperChic, but is not always accounted for in public MC
generators, such as, e.g., Starlight [33].
We can see by comparing this to the inclusive case that

the XnXn tag requirement and the survival factor both have
a non-negligible (and in fact counteracting) impact on the
predicted distribution. This is due to the differing impact
parameter dependence of the ion dissociation probability
with respect to the inclusive case, which modifies the
corresponding amplitude (22) [after making the replace-
ment (40)] in a nontrivial way. We can then see from (13)
that this amplitude couples the initial-state photon trans-
verse momenta to the γγ → eþe− vertex such that the
weight of the contributing photon helicity amplitudes will
be modified by the ion dissociation probability (as well
as the ion-ion survival factor) and its particular impact
parameter dependence. Indeed, a discussion of this effect
from a different perspective is presented in [35]. As an
aside, we note that for the 1n1n case the predicted
distribution is very similar (although not identical) to the
XnXn case, hence any potential effect from the fact that
the ZDC tag does not extend beyond three neutrons should
be negligible.
For the appropriate XnXn case we can see in Fig. 12 that

the predicted distribution matches the data reasonably well.
The agreement is in particular excellent in the Δϕ≳ π=2
region, while below this there are some discrepancies. In
the right plot, however we also show the result of a direct fit

FIG. 12. Comparison of SuperChic 4.2 predictions to STAR data [28] on ultraperipheral electron pair production in AuAu collisions atffiffiffiffiffiffi
snn

p ¼ 200 GeV as function of the azimuthal angular separation, Δϕ, defined in the text. In the left plot the prediction for the inclusive
(with respect to the neutron tag) case, both with and without including the ion-ion survival factor, are shown for comparison. In the right
plot the predicted distribution with respect to the alternative variable,Δϕ0, defined in the text, as well as the fit of the functional form (54)
to the data are shown. The electrons are required to have p⊥;e > 0.2 GeV, jηej < 1.0, 0.4 < mee < 2.6 GeV, and p⊥;ee < 0.1 GeV.
Data errors correspond to systematic and statistical added in quadrature.

TABLE I. Predicted values of A2;4Δϕ, as well as the root mean
squared dielectron transverse momentum, pee⊥ , and the fiducial
cross section to the STAR data [28]. The corresponding coef-
ficients with respect to Δϕ0 are very similar and are therefore not
given. Uncertainties correspond to sum in quadrature of all
quoted sources from the experimental analysis.

SuperChic Data

σ ½μb� 240 261� 37

jA2Δϕjð%Þ 6.2 2.0� 2.4
jA4Δϕjð%Þ 20.1 16.8� 2.5ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hðpee⊥ Þ2i
p

½MeV� 36.1 38.1� 0.9

L. A. HARLAND-LANG PHYS. REV. D 107, 093004 (2023)

093004-16



using (54) to the data, and while this achieves a somewhat
better agreement at low Δϕ, overall the agreement is not
significantly improved. We also show a comparison to the
experimental definition, Δϕ0; we can show that the pre-
dicted distribution is indeed mildly different, with a some-
what better agreement at lower Δϕ, but again overall the
agreement is not significantly improved.
Therefore, there is possibly a limit to how well any

prediction can match the measurement, perhaps due to
fluctuations in the data or some other systematic effect.
Nonetheless, in Table I the predicted values of A2;4Δϕ are
compared to the values determined in [28] from a fit to the
data and there is fair agreement at the ∼1–2σ level. With
further more precise data the agreement may of course
improve, but a more precise analysis accounting for, e.g.,
higher order QED effects may improve this. Indeed, in,
e.g., [35,36] the impact of accounting for photon FSR from
the dilepton system is discussed and found to be non-
negligible in some cases. Similarly, in Table I the root mean
squared dielectron transverse momentum is also given and
again found to be in fair agreement with the data but to lie
below the measured value; photon FSR effects will act
precisely to increase this.
Indeed, in Fig. 13 we compare the predicted transverse

momentum distribution with the STAR data and the
agreement is seen to be very good for most of the p⊥;ee

region but with some excess of data over theory at the larger
values, which again is as we would expect from photon
FSR effects. We also show for comparison the predicted
distribution in the inclusive (with respect to neutron tag)
case, with and without including the ion-ion survival factor.
The impact of a full kinematic account of ion dissociation is
again clear, and it is only after doing this that the data are

matched well. The fact that the XnXn tag leads to a
broadening of the transverse momentum distribution
towards higher values is again exactly as expected from
the impact parameter dependence of the XnXn dissociation
probability, which is more strongly peaked to lower values,
i.e., larger p⊥;ee.
As mentioned above, in [35,66,67] it is argued that the

A2Δϕ coefficient in (54) should be zero up to ∼m2
e=m2

ee

electron mass corrections. However, we can see from
Table I that this is not the case for our prediction. The
reason for this comes from considering precisely what is
assumed in these analyses, namely that the photon trans-
verse momenta are much smaller than the electron trans-
verse momenta, i.e., pee⊥ ≪ pe⊥. However, the STAR data
extend down to a minimum pe⊥ > 200 MeV, which is
indeed larger than the root mean squared dielectron trans-
verse momentum,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðpee⊥ Þ2i

p
∼ 40 MeV, but not so large

that one can necessarily neglect the dielectron transverse
momentum in the calculation. More precisely, the predicted
distribution (54) in fact corresponds [66] to the differential
cross section with respect to pee⊥ and the vector difference
l⊥ defined above, whereas the observed cross section is
of course integrated over these. The lepton transverse
momenta cuts pe⊥ > pcut⊥ ¼ 200 MeV correspond in terms
of these to

l2⊥ þ ðpee⊥ Þ2 � 2jl⊥jjpee⊥ j cosΔϕ > 4ðpcut⊥ Þ2; ð55Þ

which can introduce a dependence on cosΔϕ, that is not
captured by (54) with A2Δϕ ¼ 0. The precise form of this
depends on the above cut and its nontrivial interplay with
the full kinematic dependence of the production cross
section, and hence is not straightforward to predict ana-
lytically. It is only by providing a full MC treatment, as
we do here, that this can be accounted for. We note that if
we remove the pe⊥ cuts, then the predicted value of A2Δϕ is
indeed consistent with zero, as it is if we increase the
threshold on mee to, e.g., ∼4 GeV; this effect is therefore
rather specific to the STAR kinematics. If we reduce the
electron mass arbitrarily, then this makes a negligible
difference, confirming that this is not the relevant factor.
In the STAR analysis [28] the data are compared to a

“QED” prediction from [69]. Although the language used is
sometimes different, the basic approach of this is the same
as that applied here; i.e., the impact parameter dependent
ion dissociation and ion-ion survival probabilities are
accounted for and appropriately translated to transverse
momentum space, with the standard leading-order QED
γγ → lþl− amplitude applied and the ion photon flux
accounted for via the usual ion EM form factors.
Qualitatively we see reasonable agreement with these
results, but they are not identical. The reason for this is
unclear and may lie in the precise implementation of the
above theoretical ingredients. However, we note that the
quoted value of A2Δϕ is indeed exactly zero, contrary to

FIG. 13. Comparison of SuperChic 4.2 predictions to STAR data
[28] on ultraperipheral electron pair production in AuAu colli-
sions at

ffiffiffiffiffiffi
snn

p ¼ 200 GeV as function of the dielectron transverse
momentum, p⊥;ee. The electrons are required to have p⊥;e >
0.2 GeV, jηej < 1.0, 0.4<mee <2.6GeV, and p⊥;ee <0.1GeV.
Data points are extracted from [28]; as precise p⊥ binning
not publicly available theoretical results are presented as curves
only.
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the discussion above, and therefore these predictions must
rely on the pee⊥ ≪ pe⊥ approximation, which as discussed
above is not necessarily valid for the STAR data. Hence,
this is a possible reason for the observed difference.
Finally, we end this section by noting that some care is

needed in interpreting the comparisons made in the STAR
analysis [28]. In particular, in the previous versions of
SuperChic, as is clearly described in [18] for the case of
version 3 where heavy ion UPCs are first considered, ion
dissociation had not yet been implemented. That is, only
inclusive (with respect to ion dissociation) production
could be generated. The STAR data are on the other hand
taken with a XnXn tag, that is they are not inclusive with
respect to ion dissociation. Given this, and as we have
discussed in detail above, we would expect the SuperChic 3

predictions not to match the shape of the data distribu-
tions; this is precisely what is observed in Figs. 12 (left)
and 13. However, in [28], comparisons are presented
to SuperChic 3, and this difference between what the
data correspond to and what is actually generated by
the Monte Carlo simulation is not highlighted in the
comparisons.2 Indeed, the observed discrepancy between
the SuperChic 3 predictions and the data is claimed in [28] to
invalidate the theoretical approach described in [18]. It
should be clear from the discussion here that this is not the
case. It is furthermore stated that the treatment of [18]
neglects the fact that energy spectrum of the colliding
photons depends on the nucleus-nucleus impact parameter
and, therefore, on the spatial distribution of the electro-
magnetic fields, with the implication being that this is the
reason for the discrepancy. This is not correct: as dis-
cussed in detail in Sec. II, this dependence (i.e., the
correlation between the ion-ion impact parameter and the
measured kinematic distributions) is fully accounted for.
It is simply that mutual ion-ion dissociation was not yet
accounted for in SuperChic 3, and hence it should not have
been used for comparison to the STAR data.
The above confusion appears to motivate the discussion

in [70], where the approach presented here and in previous
studies is incorrectly associated with the equivalent photon
approximation (as discussed in Sec. II A this approximation
is not applied in our calculation) and an apparently artificial
distinction made between the approach discussed here and
the result of a “QED” calculation [34,69]. This appears to
be based on the incorrect assumption that the method
outlined here cannot account for impact parameter con-
straints of the sort implied by mutual ion-dissociation
conditions (see in particular the discussion in Sec. 3.3
of [70]). It should be clear from the results presented in this
paper that this is not the case. The “QED” results of [34,69]
and those of this work are built from precisely the same

underlying ingredients and account for the correlation
between the ion-ion impact parameter and the measured
kinematic distributions in the same manner. Indeed, the
predictions of [69] with respect to both the STAR data and
the CMS measurement presented in Sec. III B agree rather
well with our results.

IV. SUMMARY AND OUTLOOK

Ultraperipheral heavy ion collisions provide a source of
photon-photon collisions with which we can probe new
phenomena within and potentially beyond the Standard
Model. However, to leverage this initial state to its maximum
potential requires that the underlying process be modeled
with as much precision as possible. In this paper we have
discussed a new development of an approach that aims to
provide this. We have in particular presented an update to the
SuperChic MC generator to account for mutual ion dissociation
in UPCs, due to additional photon exchanges between the
colliding ions, whereby one or both ions can be excited
into a higher energy state that subsequently decays by
emitting a single or multiple neutrons. This is released in
the SuperChic 4.2 MC, the code and a user manual for that can
be found at http://projects.hepforge.org/superchic. This sim-
ulates a range of exclusive processes in both heavy ion and
proton collisions, see [18,43] for more details.
The theoretical framework presented in this paper can

provide a full account of the relevant physics effects in
UPCs. In particular, while the survival factor probability of
no additional inelastic ion-ion scattering due to the strong
interaction and the mutual ion dissociation probability are
both most straightforwardly formulated in the impact
parameter space of the colliding ions, we have discussed
how these can consistently be accounted for and translated to
momentum space. In this way we can systematically account
for the modifications these entail for the measured kinematic
distributions of the centrally produced state. While the
importance of such a systematic treatment in the case of
the survival factor has been discussed elsewhere (see, e.g.,
[21]), here we have focused on the case of mutual ion
dissociation, which is included for the first time in SuperChic.
This is of particular relevance given it is possible to

measure such ion dissociation processes via ZDC detectors
at the LHC and RHIC. The previous version 3 of SuperChic is
inclusive with respect to ion dissociation, and hence can be
reliably used when the data are also presented inclusively.
However, it is possible with ZDCs to presented data for a
range of neutron tags, that is with and without ion disso-
ciation requirements in place. Such processes can now be
modeled consistently within the same overall framework.
We have compared to a range of data from ATLAS,

CMS, and STAR and demonstrated how these ion disso-
ciation requirements (or vetos) in the ZDCs have a non-
negligible impact on the predicted kinematic distributions,
and observed rather good agreement between the data and
theory for electron and muon pair production. On the other

2In more detail, it would appear from the results presented
in [28] that these correspond to the SuperChic predictions without
the ion-ion survival factor included, i.e., not to a UPC.
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hand, some apparent discrepancies exist in certain regions
of phase space. Some of these we can understand to be
due to higher order QED corrections, in particular due to
photon FSR from the leptons. A full account of this, and
indeed other higher QED effects due to lepton-ion inter-
actions and unitary corrections relating to additional
electron pair production, is therefore well motivated as
future work, and is left to that. Further mild differences may
indicate the need for further tuning in the input γA → A�
cross sections, and we provide an approximate method to
achieve this directly in the SuperChic 4.2 code. Further data
on, e.g., the 1n0n and 1n1n channels, as well as the Xn0n,
XnXn channels, will shed more light on this.
In summary, in this work we have presented a significant

update to the SuperChic MC generator to account for mutual
ion dissociation, allowing this to be used for the first time to
compare against the range of data that can be (and has been)
collected in high energy heavy ion collisions with ZDC tags
in place. The agreement between data and theory for

electron and muon pair production is observed to be in
general good, providing key support for the approach
presented here and motivation to use it to interpret data
on less well tested final states, such as τ leptons (and the
implications for the anomalous magnetic moment of the τ)
and light-by-light scattering.
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