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#### Abstract

Three-dimensional gravity is a topological field theory, which can be quantized as the Ponzano-Regge state-sum model built from the $\{3 n j\}$ symbols of the recoupling of the $\mathrm{SU}(2)$ representations, in which spins are interpreted as quantized edge lengths in Planck units. It describes the flat spacetime as the gluing of threedimensional cells with a fixed boundary metric encoding length scale. In this paper, we revisit the PonzanoRegge model formulated in terms of spinors and rewrite the quantum geometry of 3D cells with holomorphic recoupling symbols. These symbols, known as Schwinger's generating function for the $\{6 j\}$ symbols, are simply the squared inverse of the partition function of the 2D Ising model living on the boundary of the 3D cells. They can furthermore be interpreted, in their critical regime, as scale-invariant basic elements of geometry. We show how to glue them together into a discrete topological quantum field theory. This reformulation of the path integral for 3D quantum gravity, with a rich pole structure of the elementary building blocks, opens a new door toward the study of phase transitions and continuum limits in 3D quantum gravity and offers a new twist on the construction of a duality between 3D quantum gravity and a 2D conformal theory.


DOI: 10.1103/PhysRevD.107.066001

## I. INTRODUCTION

Spin foam models (see, e.g., [1-3] for reviews) provide a rigorous, background-independent and nonperturbative path integral quantization of gravitational theories based on discrete topological quantum field theories and state-sum models. They define probability amplitudes for histories of quantum states of geometry defined as entangled collections of discrete excitations. They can be considered as a quantum version of Regge calculus for discretized general relativity [4]. They provide transition amplitudes for spin network states in loop quantum gravity $[1,5,6]$. They also provide the triangulation weights in sum-over-randomgeometries approaches to quantum gravity, such as matrix models, tensor models, and group field theories [7,8]. Finally, they are a natural mathematical framework for defining topological invariants, e.g., [9], and have been shown to be related to noncommutative geometry, e.g., [10], to lattice field theories with quantum group gauge symmetries, e.g., [11,12], and to higher gauge theories [13-16].
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Retrospectively, the first spin foam model was constructed by Ponzano and Regge [17] and defines a discrete topologically invariant path integral for three spacetime dimensional gravity in Euclidean signature with a vanishing cosmological constant $[9,18,19]$. Let us underline that this is not a Wickrotated path integral, but it is truly the quantum theory of a positive signature metric with probability amplitudes in $\exp \left[i S_{\text {grav }}\right]$. A posteriori, the Ponzano-Regge model has been understood as the discretized path integral for 3D gravity written in terms of veirbein-connection variables as a topological BF theory with gauge group $\mathrm{SU}(2)$ [19]. There exists a Lorentzian version of this model based on the $\mathrm{SU}(1,1)$ gauge group [20-23]. One can also take into account a nonvanishing cosmological constant through a $q$ deformation of the gauge group [11,12,24]. This yields the Turaev-Viro topological invariant when the quantum deformation parameter $q$ is a root of unity [25]. Through this relation, the Ponzano-Regge state sum has been understood as a special case of the Reshetikhin-Turaev invariants [26] and thereby related to the quantization of 3D gravity as a Chern-Simons theory as advocated by Witten [27].

The Ponzano-Regge model is constructed as a path integral over discrete 3D geometries. Considering a 3D piecewise linear cellular complex $\Delta$, which can be thought of as a cellular decomposition of a Riemannian 3D manifold, one has a hierarchy of cells with dimensions between 0 and 3 , which one dresses with algebraic data following the logic from algebraic topology. Then one
builds a probability amplitude for the 3D geometry from the algebraic data, such that it is topologically invariant in the sense that it does not depend on the details of the 3D cellular complex but only on its topology (and on boundary data). So the hierarchy of the Ponzano-Regge state sum is:
(i) Zero-cells (points):

This level is actually put aside by spin foam models, which focus on geometrical structures with co-dimensions less than or equal to 2 . This allows for conical singularities, e.g., [28], which can be appropriately controlled in sums over random discrete geometries, e.g., [29].
(ii) One-cells (edges):

Edges have the topology of a basic segment, devoid of any winding information. One dresses edges with irreducible representations of the Lie group $S U(2)$. These are labeled by half-integers $j \in \frac{\mathbb{N}}{2}$, usually referred to as spins. The Hilbert space $\mathcal{V}_{j}$ carrying the representation of spin $j$ is of dimension $d_{j}=(2 j+1)$, and its standard basis is given the spin basis labeled by the spin $j$ and the magnetic moment $m$ running from $-j$ to $+j$ by integer steps.

The spin $j_{e}$ carried by an edge $e$ gives its quantized length in Planck unit, $\ell_{e}=j_{e} \ell_{\text {Planck }}$. A state in $\mathcal{V}_{j}$ is then interpreted as a quantum three-vector of length $j$. This is the key to the geometrical interpretation of the Ponzano-Regge model.
(iii) Two-cells (faces):

Faces are assumed to have the topology of a twodimensional disk with a $\mathcal{S}^{1}$ boundary. They are dressed with intertwiners, that is, $\mathrm{SU}(2)$-invariant states living in the tensor product of the spins living on the edges forming the face's boundary:

$$
\begin{equation*}
\mathcal{I}_{f}=\operatorname{Inv}_{\mathrm{SU}(2)}\left[\underset{e \in \partial f}{\otimes} \mathcal{V}_{j_{e}}\right] . \tag{1}
\end{equation*}
$$

In the case of a triangle, consisting of three edges carrying spins $j_{1}, j_{2}, j_{3}$, this intertwiner state is onedimensional if the spins satisfy the triangular inequalities and 0-dimensional in all other cases. When it is nontrivial, the unique intertwiner state is given by the Clebsh-Gordan coefficients, or equivalently, the Wigner $\{3 j\}$ symbols, encoding the recouplings of the three spins. In general, intertwiner states are interpreted as the quantum version of polygons.
(iv) Three-cells (elementary 3D regions or bubbles):

Elementary three-cells $\sigma$ have the topology of a three-ball. Their boundary has the topology of a two-sphere made of faces glued together along edges. We focus on the boundary of each three-cell and think of them as bubbles. For each bubble, we usually introduce the dual graph $\Gamma=(\partial \sigma)_{1}^{*}$, defined formally as the one-skeleton of the dual of the boundary two-complex: Each face is represented
as a (dual) node, and each edge is represented as a (dual) link linking two nodes. Each edge or link comes with its spin. Each face or node comes with its intertwiner state. Such graph with representations on its links and intertwiners at its nodes, $\Gamma_{\left\{j_{l}, l_{n}\right\}}$, is called a spin network, as illustrated in Fig. 1. We define the probability amplitude for the geometry of the threecell as the evaluation of its boundary spin network:

$$
\begin{align*}
\mathcal{A}_{\sigma}\left[\left\{j_{e}, l_{f}\right\}_{e, f \in \partial \sigma}\right] & =\operatorname{Tr}_{\left\{j_{e}\right\}_{e \in \partial \sigma}} \otimes_{f \in \partial \sigma} l_{f}=\operatorname{Tr}_{\left\{j_{n}\right\}_{n \in \Gamma}} \otimes_{n \in \Gamma} l_{n} \\
& =\mathcal{E}_{\Gamma}\left[\left\{j_{l}, l_{n}\right\}_{l, n \in \Gamma}\right] . \tag{2}
\end{align*}
$$

The trace Tr here is a slightly abusive notation. It means gluing the intertwiner states using the inner product on each edge, in the tensor product Hilbert space $\otimes \mathcal{V}_{e \in \partial \sigma} \mathcal{V}_{j_{e}}$. In the case of a three-simplex, or tetrahedron, the boundary graph consists of four nodes connected to each other through six links, as illustrated in Fig. 2. The links carry six spins $j_{1, \ldots, 6}$ while the three-valent nodes carry the corresponding unique intertwiner state numerically given by the Clebsh-Gordan coefficients. The resulting spin network evaluation is the celebrated Wigner's $\{6 j\}$ symbol.

In general, one could glue the intertwiner states by inserting $\mathrm{SU}(2)$ group elements $g_{l}$ (or even $\operatorname{SL}(2, \mathbb{C})$ group elements as in [30]) along each link. This yields the spin network wave function $\psi_{\left\{j_{l}, l_{n}\right\}}^{\Gamma} \in$ $\mathcal{C}^{\infty}\left(\mathrm{SU}(2)^{\times E_{\sigma}}\right)$, where $E_{\sigma}$ counts the number of edges on the bubble boundary (or equivalently, the number of links in the boundary graph $\Gamma$ ). The spin network evaluation $\mathcal{A}_{\sigma}\left[\Gamma,\left\{j_{l}, l_{n}\right\}\right]$ then truly is the evaluation of the spin network wave function $\psi_{\left\{j_{l} I_{n}\right\}}^{\Gamma}$ on trivial group elements $g_{l}=\mathbb{I}$ in $\operatorname{SU}(2)$, reflecting the fact that physical states in pure 3D (quantum) gravity with


FIG. 1. (A portion of) the cellular decomposition of a twosphere made of faces glued along edges (in black and thick) and its dual graph $\Gamma$ (in red and thin) made of links and nodes. Each link $l$ is dressed with a spin $j_{l}$ and each node $n$ is dressed with an intertwiner $l_{n}$, which together represent a spin network $\Gamma_{\left\{j_{l}, l_{n}\right\}}$.


$\partial T$ and $\Gamma$
(b)

FIG. 2. (a) From the tetrahedron $T$ (in black) to the 2 D dual boundary spin network graph $\Gamma \equiv(\partial T)_{1}^{*}$ (in red): each triangle $t \subset T$ is replaced by a node $n \subset \Gamma$ and each edge $e_{i} \subset T$ by a link $l_{i} \subset \Gamma$. The graph $\Gamma$ also has the combinatorics of a tetrahedron. In the left panel, the 3D dual $T^{*}$ of $T$ is also shown (in blue), where the dual vertex $v^{*}$ is dual to the tetrahedron $T$, the dual edge $e_{i j k}$ is dual to a face or triangle bounded by edges $e_{i}, e_{j}$, and $e_{k}$, and the dual face $f^{*}$ with $e_{156}^{*}$ and $e_{345}^{*}$ on the boundary (other dual edges on the boundary are omitted) is dual to the edge $e_{5}$. (b) Combination of $\partial T$ (in black), which is the top view projection of the left panel, and its dual graph $\Gamma$ (in red).
vanishing cosmological constant have a flat curvature. The Ponzano-Regge model can indeed be understood as defining the projector onto the moduli space of flat $\operatorname{SU}(2)$ connections, e.g., [22,31].
At the end of the day, the probability amplitude of a 3D cellular complex $\Delta$ dressed with the algebraic data of spins on its one-cells and intertwiners on its two-cells is obtained by putting all those elementary building blocks together and straightforwardly computing the product of the probability amplitudes of each three-cells together with appropriate weights for the edges and faces:

$$
\begin{align*}
\mathcal{A}\left[\Delta,\left\{j_{e}, l_{f}\right\}\right]= & \prod_{e}(-1)^{2 j_{e}} d_{j_{e}} \prod_{f}(-1)^{\sum_{c \epsilon \sigma f} j_{e}} \\
& \times \prod_{\sigma} \mathcal{A}_{\sigma}\left[\left\{j_{e}, l_{f}\right\}_{e, f \in \partial \sigma}\right] . \tag{3}
\end{align*}
$$

The edge weight only depends on the spin carried by the edge and is simply the dimension of the corresponding representation up to a sign. The face weight is a mere parity factor. The bubble weight carries the nontrivial dynamical information of the model. Such a structure with a cellular complex dressed with representations and intertwiner states and a probability amplitude defined as the product of local amplitude for each cell depending solely on the algebraic data it carries is called the local spin foam ansatz for a path integral over discrete quantum geometries. It has been shown in $[7,32]$ that they are Feynman diagram amplitudes of nonlocal noncommutative field theories, referred to as group field theories or
tensorial group field theories (see [33] on recent studies of those Feynman diagrams and the renormalization of such field theories).

A first important remark is that the Ponzano-Regge ansatz is topologically invariant. Indeed, let us consider the amplitude for a 3D cellular complex $\Delta$ obtained by summing over all possible algebraic data. More precisely, we allow $\Delta$ to have a 2D boundary, and we keep the algebraic data on $\partial \Delta$ fixed while we sum over bulk spins and bulk intertwiners:

$$
\begin{align*}
\mathcal{A}\left[\Delta,\left\{j_{e}, l_{f}\right\}_{e, f \in \partial \Delta}\right]= & \sum_{\left\{j_{e}, f_{f}\right\}_{e, f \in \Delta^{\circ}}} \mathcal{A}\left[\Delta,\left\{j_{e}, l_{f}\right\}_{e, f \in \partial \Delta},\right. \\
& \left.\left\{j_{e}, I=l_{f}\right\}_{e, f \in \Delta^{\circ}}\right], \tag{4}
\end{align*}
$$

where we have written $\Delta^{0}=\Delta \backslash \partial \Delta$ for the interior or bulk of $\Delta$. Under appropriate gauge fixing, ${ }^{1}$ this amplitude can be shown to depend only on the boundary data and on the

[^1]topology of $\Delta$ and to never depend on the details of the bulk cellular complex $\Delta^{\circ}$ [19,22,36,37]. More precisely, the amplitude for a 3D cellular complex with the topology of a three-ball remains the evaluation of its boundary spin network. For 3D cellular complexes with a nontrivial topology, one needs to evaluate the spin network wave function on the values of the nontrivial holonomies along the noncontractible cycles of the bulk cellular complex or integrate over possible values [22,36,37].

The second important remark is that the Ponzano-Regge ansatz is locally holographic, in the sense that the probability amplitudes associated to bounded regions of 3D space entirely depend on their boundary data (and their topology). The amplitude for each elementary three-cell $\sigma$ depends by definition solely on its boundary data: the spins $j_{e}$ and intertwiners $l_{f}$ carried by the edges and faces on its boundary $e, f \in \partial \sigma$. It is important to stress that there is no new algebraic data associated to the three-cells (no maps between intertwiner states as one could imagine). The probability amplitude of the three-cell is the evaluation of its spin network $\mathcal{A}_{\sigma}\left[\left\{j_{e}, l_{f}\right\}_{e, f \in \partial \sigma}\right]=\mathcal{E}_{\Gamma}\left[\left\{j_{l}, l_{n}\right\}_{l, n \in \Gamma}\right]$. Moreover, this property is true also for nonelementary three-cells, that is, for every bounded 3D region. Indeed, as long as one considers a bounded 3D region $\mathcal{R}$ with the topology of a three-ball, the topological invariance property of the Ponzano-Regge amplitude, detailed above, implies that the amplitude $\mathcal{A}\left[\mathcal{R},\left\{j_{e}, l_{f}\right\}_{e, f \in \partial \mathcal{R}}\right]$ is simply the evaluation of the boundary spin network on $\partial \mathcal{R}$. This means that any bounded 3D region with the topology of a three-ball behaves exactly as an elementary three-cell, and its probability amplitude always only depends on its boundary data and never on the details of its bulk cellular decomposition. In this setting, the local holography principle is deeply interlaced with the topological invariance of the theory. ${ }^{2}$

In the present work, we propose to revisit the PonzanoRegge model and write it in terms of coherent boundary states for each three-cell instead of pure spin networks sharply peaked on lengths. Those coherent states will be peaked on both intrinsic geometries-the edge lengthsand extrinsic geometry-the dihedral angles between faces, which define a discrete measure of extrinsic curvature. This reformulation has two important features:
(i) Using a coherent superposition of boundary spin networks, defined as an infinite series over the spins controlled by couplings dual to the spins, actually

[^2]amounts to considering a generating function for the spin network evaluations. This is the same logic as for a simple quantum harmonic oscillator, in which matrix elements of an operator in the coherent state basis. That is,
\[

$$
\begin{equation*}
\langle z| \hat{\mathcal{O}}|\tilde{z}\rangle=\sum_{n, m \in \mathbb{N}} \frac{\bar{z}^{n} \tilde{z}^{m}}{\sqrt{n!m!}}\langle n| \hat{\mathcal{O}}|m\rangle \tag{5}
\end{equation*}
$$

\]

can be understood as a generating function for the matrix elements $\langle n| \hat{\mathcal{O}}|m\rangle$ controlled by the complex couplings $z$ and $\tilde{z}$. Here, we focus on three-valent boundary graphs, for which we don't need intertwiner labels so that spin network evaluations $\mathcal{E}_{\Gamma}\left[\left\{j_{l}, l_{n}\right\}_{l, n \in \Gamma}\right]$ simply depend on the spins on the boundary graph links. We will simply write $\mathcal{E}_{\Gamma}\left[\left\{j_{l}\right\}_{l \in \Gamma}\right]$. Then we define coherent spin network evaluations similarly as for the harmonic oscillator as

$$
\begin{equation*}
E_{\Gamma}\left[\left\{Y_{l}\right\}_{l \in \Gamma}\right]=\sum_{\left\{j_{l} \in \frac{N}{2}\right\}} Y_{l}^{2 j_{l}} \mathcal{W}\left[\left\{j_{l}\right\}_{l \in \Gamma}\right] \mathcal{E}_{\Gamma}\left[\left\{j_{l}\right\}_{l \in \Gamma}\right], \tag{6}
\end{equation*}
$$

with the couplings $Y_{l} \in \mathbb{C}$ and weights $\mathcal{W}\left[\left\{j_{l}\right\}_{l \in \Gamma}\right]$ possibly involving factorials of the spins [30,38,39]. Generating functions is a powerful mathematical tool. For instance, they typically map the asymptotic behavior, here at large spins, i.e., the semiclassical regime for length scales very large compared to the Planck length, onto poles of the generating function.
(ii) The coherent spin superpositions, or equivalently the generating functions, that we consider here allow for exact analytical resummation of the Ponzano-Regge amplitudes as rational functions in the couplings. They are actually the generalization of Schwinger's generating function (SGF) for the $\{6 j\}$ symbols [40,41], and they were introduced as coherent spin network states in [42-44] and showed to lead to exact closed formula for spin foam models in [45,46]. At the end, the evaluations $E_{\Gamma}\left[\left\{Y_{l}\right\}_{l \in \Gamma}\right]$, for specific well-chosen weights $\mathcal{W}\left[\left\{j_{l}\right\}_{l \in \Gamma}\right]$, were shown to be given by the inverse squared partition function of the 2D Ising model with inhomogeneous couplings $\tan ^{-1} Y_{l}$ on the boundary graph [39]. For instance, the generating function for the $\{6 j\}$ symbols corresponds to the inverse of the square of the 2D Ising model on the tetrahedron with six variables $Y_{1, \ldots, 6}$ living on the edges and representing the strength of the coupling between the four triangles [47]. Then, in general for arbitrary three-cells and their boundary graphs, this provides formulas for the PonzanoRegge amplitude as holomorphic functions of couplings living on the boundary of the three-cells. These formulas are at the heart of the proposed holographic duality between 3D quantum gravity defined by the Ponzano-Regge path integral and the 2D Ising model [39].

Building on those previous works, we show how to glue the holomorphic amplitudes associated to the three-cellsor in short, holomorphic blocks-defined as the evaluation of the coherent spin network superpositions on their 2D boundary. This gluing is done in a topologically invariant way, that is so that overall amplitudes of a 3D region do not depend on the chosen bulk cellular decomposition, and ultimately reproduces the sum over spins of the original Ponzano-Regge formulation.

This reformulation offers a new twist to the story of the Ponzano-Regge path integral. We indeed formulate it as a topological net of 2D Ising partition functions glued together: Each three-cell defines a 2D Ising model on its boundary, and then those three-cells, and thus those 2D Ising models, are glued together in a topologically invariant fashion. We refer to this construction as a topological Ising net. It would be enlightening to investigate in the future how general such topological Ising nets can be, whether they can be defined in any dimension, using arbitrary powers of the Ising partition function, if they can be generalized to other condensed matter models, and whether we can depart from topological invariance in a controlled way with a nontrivial, yet integrable, renormalization flow encoding the fusion of the three-cell algebraic structure and amplitudes.

Moreover, one can look at this construction from the perspective of (finite distance) holographic dualities à la AdS/CFT correspondence. As the 2D Ising model becomes a conformal field theory (CFT) in its critical regime, the exact equivalence of the present formulation between the 3D quantum gravity and the 2D Ising partition function, which holds for every value of Ising couplings, can be understood as a noncritical version of the gauge-gravity holography. Interpreting the Ising partition function for noncritical couplings as a noncritical version of conformal blocks, the 3D Ponzano-Regge path integral is realized as gluing such 2D noncritical blocks. This version of holography holds for discrete quantized geometries and not only at the level of field theories in the continuum limit (see, e.g., $[48,49]$ for holographic duality at the field theory level). More recent work following this line of thought and investigating the holographic behavior of the Ponzano-Regge path integral can be found in [50-52]. A hope is that this reformulation will lead to new developments in the investigation of the phase diagram of 3D quantum gravity and the implementation of quasilocal holography in spin foams and loop-gravity-inspired path integrals for quantum gravity.

In Sec. II, we review the standard formulation of the Ponzano-Regge state sum as a path integral for discretized 3D gravity in its first-order formulation in terms of vierbein-connection variables. We show that the PonzanoRegge amplitude for a 3D region is the spin network evaluation on the 2D boundary of the region and that gluing neighboring 3D regions is implemented by a fusion of those spin network evaluations done in a topologically
invariant way, which leads to a locally holographic formulation of 3 D quantum gravity.

In Sec. III, we introduce the generating function for spin network evaluations and compute it as a rational holomorphic function. The $\{6 j\}$ symbol for the tetrahedron becomes a holomorphic $\left\{12 z^{\times 2}\right\}$ symbol, equal to the inverse squared partition function of the 2D Ising model on the tetrahedron. We write the Ponzano-Regge model in terms of those holomorphic blocks and show the topological invariance of this new formulation.

Section IV analyzes the pole structure of the $\left\{12 z^{\times 2}\right\}$ symbol and of the tetrahedron gluing factors and investigates their geometrical interpretations in terms of gluing tetrahedra up to scale factors.

## II. THE PONZANO-REGGE SPIN FOAM FOR 3D QUANTUM GRAVITY

## A. 3D gravity with boundary

Throughout this paper, we consider gravity on a threedimensional Euclidean manifold $\mathcal{M}$ with two-dimensional boundary $\partial \mathcal{M}$; thus, the Einstein-Hilbert action with the GHY boundary term reads

$$
\begin{equation*}
S\left[g_{\mu \nu}\right]=\frac{1}{16 \pi \mathrm{G}}\left[\int_{\mathcal{M}} \mathrm{d}^{3} x \sqrt{g} R-2 \int_{\partial \mathcal{M}} \mathrm{d}^{2} x \sqrt{h} K\right] \tag{7}
\end{equation*}
$$

where G is the 3D gravitational constant proportional to the Planck length $\ell_{\mathrm{p}}, h_{a b}$ is the induced metric on the boundary, and $K$ the extrinsic scalar curvature. In this paper, we put the length dimensions into the metric so that the coordinates carry no dimensions. We have used the natural unit $\hbar=c=1$.

We introduce a co-triad $\mathbf{e}$ field, which is an $\mathfrak{S u}(2)$-valued one-form on $\mathcal{M}$, and a connection $\mathbf{A}$ on a principle $\mathrm{SU}(2)$
 one-form on $\mathcal{M}$. e is an orthonormal local frame of $\mathcal{M}$, while $\mathbf{A}$ is uniquely defined as the solution to the torsionfree condition, $\mathrm{d}_{\mathrm{A}} \mathbf{e}=\mathrm{d} \mathbf{e}+[\mathbf{A}, \mathbf{e}]=0$, of the co-triad. In components, they read

$$
\begin{align*}
\mathbf{e}_{\mu}^{i} \mathbf{e}_{\nu}^{j} \delta_{i j} & =g_{\mu \nu}, \\
\mathbf{A}_{\mu}^{i} & =-\epsilon^{i j k} \mathbf{e}_{k}^{\nu} \nabla_{\mu} \mathbf{e}_{j \nu}=\epsilon^{i j k}\left(\Gamma_{\mu \nu}^{\rho} \mathbf{e}_{j \rho}-\partial_{\mu} \mathbf{e}_{j \nu}\right) \mathbf{e}_{k}^{\nu}, \tag{8}
\end{align*}
$$

where $\Gamma_{\mu \nu}^{\rho}$ is the Christoffel symbol. We have used Greek letters to denote the coordinates on the manifold and Latin letters to denote the Lie algebra indices. The action (7) thus can be written as

$$
\begin{equation*}
S[\mathbf{e}, \mathbf{A}]=\frac{1}{16 \pi \mathrm{G}}\left[\int_{\mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge F(\mathbf{A}))+\int_{\partial \mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge \mathbf{A})\right], \tag{9}
\end{equation*}
$$

where $F(\mathbf{A}):=\mathrm{d} \mathbf{A}+\frac{1}{2}[\mathbf{A}, \mathbf{A}]$ is the curvature two-form of $\mathbf{A}$, and the trace is over the Lie algebra indices.

It is well-known that the bulk term recovers the EinsteinHilbert action. We now show that the boundary term in (9) is also consistent with the GHY term imposing the torsionfree condition of the connection (8). We choose a gauge for the co-triad $\mathbf{e}_{\mu}^{0}=n_{\mu}$ on the boundary $\partial \mathcal{M}$, where $\vec{n}$ is the vector normal to $\partial \mathcal{M}$ that links the metric and the induced metric on the boundary by

$$
\begin{equation*}
g_{\mu \nu}=h_{\mu \nu}+n_{\mu} n_{\nu} . \tag{10}
\end{equation*}
$$

The torsion-free connection on the boundary can be written as $\mathbf{A}_{\mu}^{i}=-\epsilon^{i j 0} n^{\nu} \nabla_{\mu} \mathbf{e}_{j \nu}-\epsilon^{i 0 k} \mathbf{e}_{k}^{\nu} \nabla_{\mu} n_{\nu}=2 \epsilon^{i j} \mathbf{e}_{j}^{\nu} \nabla_{\mu} n_{\nu}$. Therefore, the boundary term reads

$$
\begin{align*}
\int_{\partial \mathcal{M}} \epsilon^{\mu \nu \rho} \mathbf{e}_{\mu}^{i} \mathbf{A}_{i \nu} \hat{n}_{\rho} & =2 \int_{\partial \mathcal{M}} \epsilon^{\mu \nu \rho} \epsilon^{i j} \mathbf{e}_{i \mu} \mathbf{e}_{j}^{\lambda} \hat{n}_{\rho} \nabla_{\nu} n_{\lambda} \\
& =2 \int_{\partial \mathcal{M}} \operatorname{det} \mathbf{e} \nabla_{\mu} n^{\mu}=-2 \int_{\partial \mathcal{M}} \mathrm{d}^{2} x \sqrt{h} K, \tag{11}
\end{align*}
$$

which recovers the GHY boundary term in (7). $\overrightarrow{\hat{n}}$ is a dimensionless normal direction vector to $\partial \mathcal{M}$ that is proportional to $\vec{n}$, say, $\vec{n}=N \overrightarrow{\hat{n}^{3}}{ }^{3}$ On the other hand, the variation is well-post upon the Dirichlet boundary condition $\left.\delta \mathbf{e}_{\mu}^{i}\right|_{\partial \mathcal{M}}=0$, which is consistent with the boundary condition $\left.\delta g\right|_{\partial \mathcal{M}}=0$ of the action (7).

In the first-order formalism, $\mathbf{e}$ and $\mathbf{A}$ are treated independently; thus, the action is of the BF type. The theory possesses two kinds of gauge symmetries, namely the Lorentz transformation, performed by an $\mathrm{SU}(2)$ group element $g$ [infinitesimally parametrized by an $\mathfrak{S u t}(2)$-valued function $\lambda$ ], and the translation, performed by a scalar field $\Phi$ [infinitesimally parametrized by an $\mathfrak{S t}(2)$-valued function $\phi]$. The finite and infinitesimal transformation laws are given by $^{4}$

$$
\left.\begin{align*}
& \left\lvert\, \begin{array}{lll}
\mathbf{e} \quad \mapsto & g \mathbf{e} g^{-1} \\
\mathbf{A} & \mapsto & g \mathbf{A} g^{-1}+g \mathrm{~d} g^{-1}
\end{array}\right.,
\end{align*} \right\rvert\, \begin{array}{lll}
\mathbf{e} & \mapsto & \mathbf{e}+\mathrm{d}_{\mathbf{A}} \Phi \\
\mathbf{A} & \mapsto & \mathbf{A} \tag{12}
\end{array} .
$$

The variation of the BF action with boundary term (9) is

[^3]$\delta S[\mathbf{e}, \mathbf{A}]=\int_{\mathcal{M}} \operatorname{Tr}\left(\delta \mathbf{e} \wedge F+\delta \mathbf{A} \wedge \mathrm{d}_{\mathbf{A}} \mathbf{e}\right)+\int_{\partial \mathcal{M}} \operatorname{Tr}(\delta \mathbf{e} \wedge \mathbf{A})$.

The equations of motion recover the torsion-free condition and, in addition, enforce the flatness of the manifold,

$$
\begin{equation*}
\mathrm{d}_{\mathrm{A}} \mathbf{e}=0, \quad F(\mathbf{A})=0 \tag{14}
\end{equation*}
$$

subject to the boundary condition $\delta \mathbf{e}=0 .{ }^{5}$
It has been well-known that (9) can be rewritten as a Chern-Simons action with the Poincaré gauge group ISU(2),

$$
\begin{align*}
& S_{\mathrm{CS}}[\mathcal{A}]= \frac{k}{4 \pi} \int_{\mathcal{M}} \operatorname{Tr}\left[\mathcal{A} \wedge \mathrm{d} \mathcal{A}+\frac{2}{3} \mathcal{A} \wedge \mathcal{A} \wedge \mathcal{A}\right] \\
& \mathcal{A}_{\mu}=\ell_{\mathrm{p}}^{-1} \mathbf{e}_{\mu}^{i} P_{i}+\mathbf{A}_{\mu}^{i} J_{i} \tag{15}
\end{align*}
$$

where $J_{i}$ and $P_{i}$ are the generators of Lorentz transformation and translation, respectively, [27,54]. ${ }^{6}$ Explicitly,
$S_{\mathrm{CS}}[\mathbf{e}, \mathbf{A}]=\frac{k}{4 \pi \ell_{\mathrm{p}}}\left[\int_{\mathcal{M}} \operatorname{Tr}[\mathbf{e} \wedge F(\mathbf{A})]+\int_{\partial \mathcal{M}} \operatorname{Tr}[\mathbf{e} \wedge \mathbf{A}]\right]$.

We have used the Killing form $\left\langle J_{i}, P_{j}\right\rangle=\delta_{i j}$, and others vanish. It is remarkable that both the bulk term and the boundary term of (9) are recovered with $k=\frac{\ell_{\mathrm{p}}}{4 \mathrm{G}}$.

Upon quantization, the manifold $\mathcal{M}$ is discretized into local blocks packed compactly. The structure of these local blocks depends on that of the discrete phase space and the quantization process. We shall see in Sec. IV that, by considering the conformal class of the boundary action, natural discretization and the quantization process results in local blocks with scale-invariant nature, i.e., it represents the conformal geometry of the discretized manifold, and are glued locally in a scale-invariant way.

## B. 3D quantum gravity as a discretized gauge field path integral

In this subsection, we review the spin foam model for 3D quantum gravity, which is the discretized path integral of the BF action. We set $\frac{1}{16 \pi \mathrm{G}}=1$ and will continue to apply this simplification in the rest of the article since we no longer need to deal with $\ell_{\mathrm{p}}$. Consider the gravity on a threemanifold $\mathcal{M}$ with boundary $\partial \mathcal{M}$. The path integral is an

[^4]integration over the gauge equivalent class of the bulk configuration subject to an admissible boundary condition $\partial$,
\[

$$
\begin{align*}
Z[\mathcal{M}, \partial] & =\int \mathcal{D} \mathbf{A}_{\mathrm{B}} \int \mathcal{D} \mathbf{e}_{\mathrm{B}} \exp (i S[\mathbf{e}, \mathbf{A}]) \\
& =Z[\partial \mathcal{M}, \partial] \int \mathcal{D} \mathbf{A}_{\mathrm{B}} \delta\left(F\left(\mathbf{A}_{\mathrm{B}}\right)\right) \tag{17}
\end{align*}
$$
\]

where $Z[\partial \mathcal{M}, \partial]$ depends on the boundary condition, and the subscript " B " denotes the configuration in the bulk. The idea of spin foam is to write the path integral (17), which reduces to the flatness condition in the bulk, in a discrete fashion that encodes the local geometrical information.

The quantization program proceeds firstly with the cellular decomposition of the spacetime, then with the discretization of variables so that they are concentrated on the cells of a particular dimension, in particular, when the cellular decomposition is the triangulation, denoted as $\mathbf{T}$, a three-simplex is a tetrahedron, denoted as $T$, and a 2-simplex is a triangle, denoted as $t$.

Apart from working on the cellular decomposition $\triangle$ of the 3 D spacetime manifold $\mathcal{M}$ and the graph $\Gamma=(\partial \triangle)_{1}^{*}$ on the boundary of $\triangle$, we will also work on the dual cellular decomposition $\triangle^{*}$. In the graph $\Gamma$, a node $n$ is dual to a plaquette $p$, and a link $l$ is dual to an edge $e$; while in the dual cellular decomposition, a dual face $f^{*}$ is dual to one edge $e$, an oriented dual edge $e^{*}$ is dual to one face $f$, and a dual vertex $v^{*}$ is dual to one three-cell $\sigma$. When $e^{*}$ is on the boundary of $f^{*}$, we denote $e^{*} \in \partial f^{*}$. An example is illustrated in Fig. 2, in which $l_{i}$ is dual to $e_{i}$, and the orientation of $\Gamma$ is chosen to be the Kasteleyn orientation, for the reason related to the duality between spin network and 2D Ising model [39]. A Kasteleyn orientation is such that each plaquette has an odd number of links oriented opposite the orientation induced by the plaquette. ${ }^{7}$

As (17) integrates out the triads and reduces to a function of the connection in the bulk, it is natural to define the discrete variables related to the connection. With the cellular decomposition of $\mathcal{M}$ and its dual skeleton at hand, we assign an $\mathrm{SU}(2)$ group element $g_{e^{*}}$ called holonomy to each dual edge $e^{*}$, which encodes the discrete information of the connection. The reverse of the dual edge orientation maps $g_{e^{*}}$ to its inverse $g_{e^{*}}^{-1}$. Then the curvature is naturally defined by the path-ordered product of holonomies for a dual face with a randomly selected starting dual vertex.

[^5]The $\mathbf{e}_{\partial}$ field on the boundary, by applying the same technique as in LQG, is discretized to be the flux variable $X_{e}$, which is an $\mathfrak{S u t}(2)$ Lie algebra object, each assigned to an edge $e \in \partial \triangle$ on the discretized boundary. This leads to the discrete version of (17),

$$
\begin{equation*}
Z[\triangle, \partial \triangle]=C[\partial \triangle, \partial] \int_{\mathrm{SU}(2)} \prod_{e^{*} \notin(\partial \Delta)^{*}} \mathrm{~d} g_{e^{*}} \prod_{f^{*}} \delta\left(\prod_{e^{*} \in \partial f^{*}} g_{e^{*}}\right) \tag{18}
\end{equation*}
$$

where the measure $\mathrm{d} g$ is the Haar measure of $\mathrm{SU}(2)$, and the delta distribution on the $\mathrm{SU}(2)$ group imposes the group element in the argument to be identity. The discrete flatness is thus understood as the trivial holonomy associated to each dual face. $C[\partial \triangle, \partial]$ is a term that depends on the boundary cellular decomposition and the discrete boundary condition. Upon quantization, these boundary condition becomes boundary states; thus, the quantization of (17) will depend on the boundary states $\psi_{\Gamma}$ on the graph $\Gamma$, which is the dual of the boundary discretization.

The machinery of the spin foam to achieve localization is to express the delta distribution in (18) as a plane wave of $\mathrm{SU}(2)$ in a certain representation, which is then able to be decomposed into the product of plane waves localized in different cells. In other words, it is to construct the spin foam path integral, also understood as the total amplitude, with a product of local amplitudes associated to dual vertices (or tetrahedra), dual edges (or faces), and dual faces (or edges), which capture the (admissible) local representations and local intertwiners, and then sum over all possible local configurations. It is called the local spin foam ansatz, which postulates that one can formally decompose the total amplitude into ${ }^{8}$

$$
\begin{equation*}
Z\left[\triangle, \psi_{\Gamma}^{\rho}\right]=\sum_{\rho_{\mathrm{B}}, l_{\mathrm{B}}} \prod_{f^{*}} \mathcal{A}_{f^{*}} \prod_{e^{*}} \mathcal{A}_{e^{*}} \prod_{v^{*}} \mathcal{A}_{v^{*}} \tag{19}
\end{equation*}
$$

where $\rho$ and $l$ denote the representation and the intertwiner, respectively, and the sum of representations is only over those associated to the bulk (denoted with the subscript "B"). The boundary state $\psi_{\Gamma}^{\rho}$ encodes the representation $\rho$ associated to the boundary graph $\Gamma$, which is left in the expression of the total amplitude. The summation symbol was used as we assumed the representations $\rho$ are discrete, which will no longer be the case when we consider the spin foam model with spinor representation in Sec. III. In the

[^6]latter case, the summation symbol is changed to the integration symbol.

The edge amplitude $\mathcal{A}_{e^{*}}$ and the face amplitude $\mathcal{A}_{f^{*}}$ are both kinematical. The former describes the gluing of adjacent three-cells, while the latter is there in order to compensate the factors to recover the delta distribution in (18), whose contribution dominates only in the quantum regime. In contrast, the vertex amplitude $\mathcal{A}_{v^{*}}$ contains the dynamical information of the spin foam and thus deserves a deeper investigation.

## C. Fourier transform and spin network evaluations

The Ponzano-Regge model [17] is a realization of (19) based on the triangulation of the manifold, where $\rho$ is given by the $\mathrm{SU}(2)$ irreducible representation labeled by spin $j \in \mathbb{N} / 2 . j$ is interpreted into the edge length suggested by the LQG framework. The vertex amplitude of the PonzanoRegge state sum geometrically describes the 3D geometry of the tetrahedron it is associated to, and an edge amplitude describes how two neighboring tetrahedra are glued together.

We start from the discrete path integral (18) for a general cell decomposition and work on the dual picture. $\delta\left(g_{f^{*}}\right)$ can be decomposed over the $\mathrm{SU}(2)$ spin representation using the Peter-Weyl theorem,
$\delta\left(g_{f^{*}}\right)=\sum_{j_{f^{*}}} d_{j_{f^{*}}} j^{j_{f^{*}}}\left(g_{f^{*}}\right), \quad$ with $\quad g_{f^{*}}=\prod_{e^{*} \in \partial f^{*}}^{\longrightarrow} g_{e^{*}}$,
where $d_{j} \equiv 2 j+1$ is the dimension of the spin $j$ representation space $\mathcal{V}^{j}$, and $\chi^{j}(g)=\operatorname{Tr} D^{j}(g)$ the character of $g$ in the spin $j$ representation, formulated as the trace of the Wigner matrix $D^{j}(g)$ of $g$ in the $j$ representation. Thus, equivalently in the cellular decomposition picture, each edge $e$ is dressed with a spin $j_{e}$. When decomposing $\delta\left(g_{f^{*}}\right)$ into spin representation, one has an $\mathrm{SU}(2)$ group integration for each dual edge $e^{*}$, which is dual to an $N$-gon, of $N$ copies of the Wigner matrix $D^{j_{i}}(g)(i=1 \ldots N)$. This is the projector, also called intertwiner $\mathbb{I}_{\mathcal{H}}=\sum_{a}\left|\mathcal{I}_{a}\right\rangle\left\langle\mathcal{I}_{a}\right|$, of the kinematical Hilbert space onto the $\mathrm{SU}(2)$-invariant Hilbert space $\operatorname{Inv}_{\mathrm{SU}(2)}\left(\mathcal{V}^{j_{1}} \otimes \cdots \otimes \mathcal{V}^{j_{N}}\right) \otimes \operatorname{Inv}_{\mathrm{SU}(2)}\left(\mathcal{V}^{* j_{1}} \otimes \cdots \otimes \mathcal{V}^{* j_{N}}\right)$. In components, the integration takes the form

$$
\begin{align*}
& \int_{\mathrm{SU}(2)} \mathrm{d} g_{e^{*}} D_{m_{1} m_{1}^{\prime}}^{j_{1}}\left(g_{e^{*}}\right) \cdots D_{m_{n} m_{n}^{\prime}}^{j_{n}}\left(g_{e^{*}}\right) \\
& \quad=\sum_{a}\left\langle\left\{j_{i}, m_{i}\right\} \mid \mathcal{I}_{a}\right\rangle \overline{\left\langle\left\{j_{i}, m_{i}^{\prime}\right\} \mid \mathcal{I}_{a}\right\rangle}, \tag{21}
\end{align*}
$$

where $a$ runs from 1 to the dimension of this $\mathrm{SU}(2)$ invariant space. Decomposing the intertwiner into a particular $a$ basis $\sum_{a}\left|\mathcal{I}_{a}\right\rangle\left\langle\mathcal{I}_{a}\right|$ corresponds to separating an $N$-valent node $(N \geq 3)$ into $N-2$ three-valent nodes in a tree way. In the cellular decomposition picture, equally, it


FIG. 3. Splitting a six-valent node into four three-valent nodes (in red) and its corresponding change on the boundary two-cell (in black), which, in this case, is to split a hexagon into four triangles by adding three internal edges (dashed lines). The splitting is not unique, and each way of splitting corresponds to choosing one set of basis $\{a\}$ as in (21). Here, the basis is labeled by the three internal spins $k_{1}, k_{2}, k_{3}$ whose coupling with the $j_{1}, \ldots, j_{6}$ is as shown in the right.
corresponds to adding edges in the N -gon on the boundary of a three-cell so that the boundary is made of gluing triangles. One example of separating a six-valent node into four three-valent nodes and its correspondence of separating a hexagon into four triangles is given in Fig. 3. Performing the group integration to all the dual edges, one ends up with a $\{3 n j\}$ symbol (up to a sign) for each three-cell given a basis of the intertwiner $\left|\mathcal{I}_{a}^{e^{*}}\right\rangle\left\langle\mathcal{I}_{a}^{e^{*}}\right|$ for each boundary face. This $\{3 n j\}$ symbol defines a spin network evaluation (we will see why it is called so in the next subsection), which is the contraction of the intertwiner basis $\mathcal{I}_{a}^{e^{*}}$ on all the dual edges incident to $v^{*}$ :

Therefore, the discrete partition function can be written as the gluing of $\{3 n j\}$ symbols with edge amplitudes simply given by a sign. Symbolically,

$$
\begin{align*}
Z\left[\triangle, \psi_{\Gamma}^{j}\right]= & \sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \sum_{\{a\}} \prod_{e^{*}}(-1)^{\sum_{f^{*} \mid e^{*} \in f^{*}} j_{f^{*}}+2 J_{a}} \\
& \times \prod_{v^{*}}\{3 n j\}_{v^{*}, a} \tag{23}
\end{align*}
$$

where the power of the edge amplitude is the sum of spins over all the dual faces whose boundary contains a given dual edge $e^{*}$ and twice the spins corresponding to the $a$ basis of the intertwiner on the dual edge (for the example in Fig. 3, $J_{a}=k_{1}+k_{2}+k_{3}$ ). The double counting for $J_{a}$ is due to the fact that when separating the boundary polygon into triangles by adding internal edges, each internal edge is on the boundary of two triangles.

In the case of triangulation, one encounters intertwiners for three-valent nodes, which are one-dimensional. The integration (21) simply becomes

$$
\begin{gather*}
\int_{\mathrm{SU}(2)} \mathrm{d} g_{e^{*}} D_{m_{1} n_{1}}^{j_{1}}\left(g_{e^{*}}\right) D_{m_{2} n_{2}}^{j_{2}}\left(g_{e^{*}}\right) D_{m_{3} n_{3}}^{j_{3}}\left(g_{e^{*}}\right) \\
=\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
n_{1} & n_{2} & n_{3}
\end{array}\right) \tag{24}
\end{gather*}
$$

which is the product of two normalized Clebsh-Gordan coefficients, or equivalently, the $\{3 j\}$ symbols. The recoupling of the $\{3 j\}$ symbols ends up with $\{6 j\}$ symbols, each associated to a tetrahedron $T$, or equivalently, a dual vertex $v^{*}$. For a tetrahedron with the notation in Fig. 2 and each edge $e_{i}$ dressed with a spin $j_{i}$, the $\{6 j\}$ symbol is given by

$$
\begin{align*}
\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}= & \sum_{m_{i}}(-1)^{\sum_{i=1}^{6}\left(j_{i}-m_{i}\right)}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & -m_{3}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
j_{1} & j_{5} & j_{6} \\
-m_{1} & m_{5} & m_{6}
\end{array}\right)\left(\begin{array}{ccc}
j_{4} & j_{2} & j_{6} \\
-m_{4} & -m_{2} & -m_{6}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
j_{4} & j_{5} & j_{3} \\
m_{4} & -m_{5} & m_{3}
\end{array}\right) \tag{25}
\end{align*}
$$

It ends up with a state sum formulation of the discrete partition function (18), i.e., the Ponzano-Regge model,

$$
\begin{align*}
Z\left[\mathbf{T}, \psi_{\Gamma}^{j}\right]= & \sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \prod_{e^{*}}(-1)^{\sum_{i=1}^{3} j_{i}} \\
& \times \prod_{v^{*}}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{v^{*}} . \tag{26}
\end{align*}
$$

It easily reads that the vertex amplitude $\mathcal{A}_{v^{*}}$ is the $\{6 j\}$ symbol associated to the tetrahedron dual to $v^{*}$, and the edge amplitude $\mathcal{A}_{e^{*}}$ is a sign given by the spins on the sides of the triangle dual to $e^{*}$, and the face amplitude $\mathcal{A}_{f^{*}}$ is the dimension $d_{j_{f^{*}}}$ of the spin representation space associated to the face $f^{*}$. See, e.g., [9] for detailed explanation of the sign factors. When there's no boundary, the edge amplitude term can be absorbed in the vertex amplitude [9], and then the state sum can be written as

$$
Z[\mathbf{T}]=\sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \prod_{v^{*}}(-1)^{\sum_{i=1}^{6} 2 j_{i}}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{27}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{v^{*}}
$$

Geometrically, the vertex amplitude describes a tetrahedron with edge lengths specified by the spins in the $\{6 j\}$ symbol. The edge amplitude determines that the gluing of two adjacent tetrahedra is performed by matching the side lengths of the triangles, thus, the full 2D geometrical information of the triangles. This trivial way of gluing can be viewed as resulting from the flatness of the manifold, imposed by $\delta\left(g_{e}\right)$ for all the edges of the triangulation. The face amplitude is simply a weight factor, which is important only in the quantum regime.

## D. Topological invariance and local holography

The Ponzano-Regge state sum formula,

$$
\begin{align*}
Z\left[\mathbf{T}, \psi_{\Gamma}^{j}\right]= & C[\partial \mathbf{T}] \int_{\mathrm{SU}(2)} \prod_{e^{*} \notin(\partial \mathcal{M})^{*}} \mathrm{~d} g_{e^{*}} \prod_{f^{*}} \delta\left(\vec{\prod}_{e^{*} \in \partial f^{*}} g_{e^{*}}\right)  \tag{28}\\
= & \sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f_{f^{*}}}} d_{j_{f^{*}}} \prod_{e^{*}}(-1)^{\sum_{i=1}^{3} j_{i}} \\
& \times \prod_{v^{*}}\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{v^{*}}, \tag{29}
\end{align*}
$$

is invariant under the Pachner moves in the bulk, which is the discrete version of the bulk diffeomorphism, but only depends on the topology of the manifold $\mathcal{M}$ [18] and the boundary states. This reflects the holographic nature of the spin foam model for 3D quantum gravity. Consider the smallest 3D spacetime block with trivial topology, a tetrahedron, one can define the boundary state to be the spin network state (defined in II D 2) coming from the loop quantum gravity. In this way, instead of splitting a delta distribution into local amplitudes as above, one can start from the local amplitude ansatz (19) and construct first the vertex amplitudes then recover total amplitude (18) by the chosen edge and face amplitudes.

In this subsection, we first review the Pachner moves for the Ponzano-Regge state sum formula (28) or (29) to show the topological invariance of the total amplitude and then reconstruct the Ponzano-Regge amplitude from the local amplitude ansatz.

## 1. Topological invariance from Pachner moves

In 3D, there are two types of Pachner moves, namely the $2-3$ moves and the 1-4 moves as shown in Fig. 4. To prove the topological invariance, one can either start from the group formulation (28) and apply the change of variable method or start from the spin formulation (29) and apply the recursion relation of $\{6 j\}$ symbols.

To apply the change of variable method, one simply uses the invariance property of the $\mathrm{SU}(2)$ group measure under (left and right) $\mathrm{SU}(2)$ transformation. In the case of $2-3$ moves, the dual triangulation $\mathbf{T}_{2}^{*}$ for two tetrahedra $\mathbf{T}_{2}$ and the dual triangulation $\mathbf{T}_{3}^{*}$ for three tetrahedra $\mathbf{T}_{3}$ are given in the left panel of Figs. 5(a) and 5(b), respectively (projected onto a plane). For both $\mathbf{T}_{2}^{*}$ and $\mathbf{T}_{3}^{*}$, one can choose a base dual vertex and redefine the holonomies starting from the base dual vertex. Using the notation in Fig. 5(a), one can write the partition function (28) for $\mathbf{T}_{2}$ by transforming $h_{i} \rightarrow H_{i}=h_{i} k^{-1}$ as


FIG. 4. (a) 2-3 Pachner move: adding an internal edge. (b) 1-4 Pachner move: adding an internal vertex.


FIG. 5. (a) Dual triangulation $\mathbf{T}_{2}^{*}$ and the effective graph after acting gauge transformation on $h_{i}$ and redefine them from the base dual vertex (in red) as $h_{i} \rightarrow H_{i}=h_{i} k^{-1}, i=1, \ldots, 3$. (b) Dual triangulation $\mathbf{T}_{3}^{*}$ and the effective graph after acting gauge transformation on $g_{1,2}, h_{1,2}, k_{3}$ and redefine them starting from the base dual vertex as $\left(g_{1}, h_{1}, g_{2}, h_{2}, k_{3}\right) \rightarrow\left(G_{1}=g_{1} k_{1}^{-1}, H_{1}=h_{1} k_{1}^{-1}, G_{2}=\right.$ $g_{2} k_{2}, H_{2}=h_{2} k_{2}, k_{3} \rightarrow K_{3}=k_{1} k_{3} k_{2}$ ). The extra loop (dashed) for $\delta\left(K_{3}\right)$ can be eliminated by the integration over the delta function in the spin foam amplitude: $\int_{\mathrm{SU}(2)} \mathrm{d} K_{3} \delta\left(K_{3}\right)=1$.

$$
\begin{align*}
Z\left[\mathbf{T}_{2}, \psi_{\Gamma}^{j}\right]= & C\left[\partial \mathbf{T}_{2}\right] \int_{\mathrm{SU}(2)}\left(\prod_{e^{\prime *}} \mathrm{~d} g_{e^{\prime *}}\right) \prod_{f^{\prime *}} \delta\left(\vec{\prod} g_{e^{\prime *}}\right) \int_{\mathrm{SU}(2)}\left(\prod_{i=1}^{3} \mathrm{~d} g_{i} \mathrm{~d} h_{i}\right) \mathrm{d} k \delta\left(g_{1} k h_{1}^{-1} \cdots\right) \delta\left(g_{2} k h_{2}^{-1} \cdots\right) \\
& \delta\left(g_{3} k h_{3}^{-1} \cdots\right) \delta\left(g_{1} g_{2}^{-1} \cdots\right) \delta\left(g_{2} g_{3}^{-1} \cdots\right) \delta\left(g_{3} g_{1}^{-1} \cdots\right) \delta\left(h_{1} h_{2}^{-1} \cdots\right) \delta\left(h_{2} h_{3}^{-1} \cdots\right) \delta\left(h_{3} h_{1}^{-1} \cdots\right) \\
= & C\left[\partial \mathbf{T}_{2}\right] \int_{\mathrm{SU}(2)}\left(\prod_{e^{\prime *}} \mathrm{~d} g_{e^{\prime * *}}\right) \prod_{f^{\prime *}} \delta\left(\vec{\prod} g_{e^{\prime *}}\right) \int_{\mathrm{SU}(2)}\left(\prod_{i=1}^{3} \mathrm{~d} g_{i} \mathrm{~d} H_{i}\right) \delta\left(g_{1} H_{1}^{-1} \cdots\right) \delta\left(g_{2} H_{2}^{-1} \cdots\right) \\
& \delta\left(g_{3} H_{3}^{-1} \cdots\right) \delta\left(g_{1} g_{2}^{-1} \cdots\right) \delta\left(g_{2} g_{3}^{-1} \cdots\right) \delta\left(g_{3} g_{1}^{-1} \cdots\right) \delta\left(H_{1} H_{2}^{-1} \cdots\right) \delta\left(H_{2} H_{3}^{-1} \cdots\right) \delta\left(H_{3} H_{1}^{-1} \cdots\right) \tag{30}
\end{align*}
$$

where we have denoted the irrelevant part of the integration with primes and holonomies not in $\mathbf{T}_{2}$ with $\cdots$.
For $\mathbf{T}_{3}$, one can transform

$$
\left\lvert\, \begin{array}{ll}
g_{1} \rightarrow G_{1}=g_{1} k_{1}^{-1}, & h_{1} \rightarrow H_{1}=h_{1} k_{1}^{-1} \\
g_{2} \rightarrow G_{2}=g_{2} k_{2}, & h_{2} \rightarrow H_{2}=h_{2} k_{2} \\
k_{3} \rightarrow K_{3}=k_{1} k_{3} k_{2} . &
\end{array}\right.
$$

Thus, the partition function for $\mathbf{T}_{3}$ can be rewritten as (we again denote the irrelevant part of the integration with primes)

$$
\begin{align*}
Z\left[\mathbf{T}_{3}, \psi_{\Gamma}^{j}\right]= & C\left[\partial \mathbf{T}_{3}\right] \int_{\mathrm{SU}(2)}\left(\prod_{e^{\prime *}} \mathrm{~d} g_{e^{\prime *}}\right) \prod_{f^{\prime *}} \delta\left(\vec{\prod} g_{e^{\prime * *}}\right) \int_{\mathrm{SU}(2)}\left(\prod_{i=1}^{3} \mathrm{~d} g_{i} \mathrm{~d} h_{i} \mathrm{~d} k_{i}\right) \delta\left(g_{1} k_{3} g_{2}^{-1} \cdots\right) \delta\left(h_{1} k_{3} h_{2}^{-1} \cdots\right) \\
& \delta\left(g_{2} k_{2} g_{3}^{-1} \cdots\right) \delta\left(h_{2} k_{2} h_{3}^{-1} \cdots\right) \delta\left(g_{3} k_{1} g_{1}^{-1} \cdots\right) \delta\left(h_{3} k_{1} h_{1}^{-1} \cdots\right) \delta\left(g_{1} h_{1}^{-1} \cdots\right) \delta\left(g_{2} h_{2}^{-1} \cdots\right) \delta\left(g_{3} h_{3}^{-1} \cdots\right) \delta\left(k_{1} k_{3} k_{2}\right) \\
= & C\left[\partial \mathbf{T}_{3}\right] \int_{\operatorname{SU}(2)}\left(\prod_{e^{\prime *}} \mathrm{~d} g_{e^{\prime *}}\right) \prod_{f^{\prime *}} \delta\left(\vec{\prod} g_{e^{\prime *}}\right) \int_{\mathrm{SU}(2)}\left(\prod_{i=1}^{2} \mathrm{~d} G_{i} \mathrm{~d} H_{i}\right) \mathrm{d} g_{3} \mathrm{~d} h_{3} \mathrm{~d} K_{3} \delta\left(G_{1} K_{3} G_{2}^{-1} \cdots\right) \delta\left(H_{1} K_{3} H_{2}^{-1} \cdots\right) \\
& \delta\left(G_{2} g_{3}^{-1} \cdots\right) \delta\left(H_{2} h_{3}^{-1} \cdots\right) \delta\left(g_{3} G_{1}^{-1} \cdots\right) \delta\left(h_{3} H_{1}^{-1} \cdots\right) \delta\left(G_{1} H_{1}^{-1} \cdots\right) \delta\left(G_{2} H_{2}^{-1} \cdots\right) \delta\left(g_{3} h_{3}^{-1} \cdots\right) \delta\left(K_{3}\right) \\
= & C\left[\partial \mathbf{T}_{3}\right] \int_{\operatorname{SU}(2)}\left(\prod_{e^{\prime *}} \mathrm{~d} g_{e^{\prime *}}\right) \prod_{f^{\prime * *}} \delta\left(\bar{\prod} g_{e^{\prime *}}\right) \int_{\operatorname{SU}(2)}\left(\prod_{i=1}^{2} \mathrm{~d} G_{i} \mathrm{~d} H_{i}\right) \mathrm{d} g_{3} \mathrm{~d} h_{3} \delta\left(G_{1} G_{2}^{-1} \cdots\right) \delta\left(H_{1} H_{2}^{-1} \cdots\right) \\
& \delta\left(G_{2} g_{3}^{-1} \cdots\right) \delta\left(H_{2} h_{3}^{-1} \cdots\right) \delta\left(g_{3} G_{1}^{-1} \cdots\right) \delta\left(h_{3} H_{1}^{-1} \cdots\right) \delta\left(G_{1} H_{1}^{-1} \cdots\right) \delta\left(G_{2} H_{2}^{-1} \cdots\right) \delta\left(g_{3} h_{3}^{-1} \cdots\right) \tag{31}
\end{align*}
$$

To arrive at the last equation, we have used $\delta\left(K_{3}\right)$ to eliminate $K_{3}$ in the expression. The boundary term $C\left[\partial \mathbf{T}_{2}\right]$ and $C\left[\partial \mathbf{T}_{3}\right]$ are the same since $\mathbf{T}_{2}$ and $\mathbf{T}_{3}$ possess the same boundary, so as the irrelevant parts. Therefore, (30) and (31) are exactly the same (although they are written with different notations).

In the case of 1-4 moves, one can apply the same method on $\mathbf{T}_{4}$, resulting in a divergent term $\delta_{\mathrm{SU}(2)}(\mathbb{I})$. Indeed, the holonomies surrounding the four edges incident to the internal vertex are on four loops patched together to form a two-sphere. Thus, only three of the four delta functions of these holonomies are independent, which gives one extra delta function evaluated on identity. This divergence corresponds to the translational symmetry of the internal vertex of $\mathbf{T}_{4}$, which is the infinite gauge volume of the Lie algebra $\mathfrak{S u}(2)$ [26,56]. To remove the divergence, one can go through the partial gauge fixing method [57] (or equivalently, the Fadeev-Popov gauge fixing procedure illustrated in $[19,56]$ ).

On the other hand, starting from the spin formulation (29), one can apply the Biedenharn-Elliott identity,

$$
\begin{align*}
& \left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}\left\{\begin{array}{lll}
j_{7} & j_{8} & j_{3} \\
j_{4} & j_{5} & j_{9}
\end{array}\right\} \\
& =\sum_{j}(-1)^{J+\sum_{i=1}^{9} j_{i}} d_{J}\left\{\begin{array}{lll}
j_{1} & j_{6} & j_{6} \\
j_{9} & j_{7} & J
\end{array}\right\}\left\{\begin{array}{lll}
j_{2} & j_{6} & j_{4} \\
j_{9} & j_{8} & J
\end{array}\right\} \\
& \quad \times\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{8} & j_{7} & J
\end{array}\right\} \tag{32}
\end{align*}
$$

and directly show that the partition function after 2-3 moves is unchanged. For the $1-4$ move case, the corresponding identity for $\{6 j\}$ symbols is [58]

$$
\begin{align*}
d_{J}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}= & \sum_{l_{i}}(-1)^{\sum_{i=1}^{6} j_{i}+\sum_{i=1}^{3} l_{i}+J} d_{l_{1}} d_{l_{2}} d_{l_{3}} \\
& \times\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
l_{1} & l_{2} & l_{3}
\end{array}\right\}\left\{\begin{array}{lll}
j_{6} & j_{5} & j_{1} \\
l_{2} & l_{3} & J
\end{array}\right\} \\
& \times\left\{\begin{array}{lll}
j_{4} & j_{2} & j_{6} \\
l_{3} & J & l_{1}
\end{array}\right\}\left\{\begin{array}{lll}
j_{3} & j_{4} & j_{5} \\
J & l_{1} & l_{2}
\end{array}\right\}, \tag{33}
\end{align*}
$$

which is true for any admissible $J$ corresponding to the length of one of the internal edges as shown in Fig. 4(b). Equation (33) is the partial gauge fixing version of the apparent but divergent result [58]

$$
\begin{align*}
\sum_{J} d_{J}^{2}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}= & \sum_{l_{i}, J}(-1)^{\sum_{i=1}^{6} j_{i}+\sum_{i=1}^{3} l_{i}+J} d_{l_{1}} d_{l_{2}} d_{l_{3}} d_{J} \\
& \times\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
l_{1} & l_{2} & l_{3}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{6} & j_{5} & j_{1} \\
l_{2} & l_{3} & J
\end{array}\right\} \\
& \times\left\{\begin{array}{ccc}
j_{4} & j_{2} & j_{6} \\
l_{3} & J & l_{1}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{3} & j_{4} & j_{5} \\
J & l_{1} & l_{2}
\end{array}\right\} \tag{34}
\end{align*}
$$

which is obtained by writing the amplitude for the four tetrahedra and then applying the Biedenharn-Elliott identity and the orthogonal relations of $\{6 j\}$ symbols. The divergence comes from $\sum_{J} d_{J}^{2}=\delta_{\mathrm{SU}(2)}(\mathbb{I})$ whose degree is related to the topology of $\mathcal{M}$ (see [9,34,35] for discussion). Regularization was originally performed by introducing a cutoff on spin $J$ [17]. It was then realized that the divergence is correspondent to the $\mathfrak{S u t}(2)$ gauge that generates the translational symmetry of the internal vertex; thus, the regularization can be performed by a partial gauge fixing procedure $[19,56]$.

These two methods can be straightforwardly extended to arbitrary cellular decomposition with $\{3 n j\}$ symbols, from which one can show that the Ponzano-Regge state sum model is topological invariant and only depends on the boundary states.

## 2. Locally holographic amplitude

Due to the topological invariance of the Ponzano-Regge model, the total amplitude is determined by the boundary state for a manifold $\mathcal{M}$ of fixed topology. Such a boundary state can be provided by the spin network state, which is defined in the loop quantum gravity framework. We first work on an arbitrary cellular decomposition of the
manifold in order to give a general construction of the boundary spin network state. The results from the triangulation naturally follow, which will be the building blocks of the original Ponzano-Regge model.

Consider a cellular decomposition of $\mathcal{M}$ whose boundary is a union of two-cells. We construct the oriented graph $\Gamma$ dual to this boundary cellular decomposition made up with $|L|$ links $l$ 's, $|N|$ nodes $n$ 's, and $|P|$ plaquettes $p$ 's. On $\Gamma$, we associate a spin $j_{l}$ to each oriented link $l$ and an intertwiner $l^{n}$ to each node $n$. This specifies a covariant phase space on $\Gamma .{ }^{9}$ An intertwiner is an $S U(2)$-invariant map from the tensor product of the spin representation spaces (or the dual spin representation space), associated to the links incident to the same node, to the trivial space:

$$
\begin{equation*}
l_{\left(j_{l}\right)}^{n}:\left(\underset{l \mid s(l)=n}{\otimes} \mathcal{V}^{j_{l}}\right) \otimes\left(\underset{l \mid t(l)=n}{\otimes} \mathcal{V}^{j_{l}^{*}}\right) \rightarrow 0 \tag{35}
\end{equation*}
$$

where $s(l)$ and $t(l)$ denote, respectively, the source and target node of the link $l$. Or equivalently, the basis of the intertwiner can be written as the tensor product of the magnetic basis followed by a group averaging

$$
\begin{align*}
l_{\left(j_{l}\right)}^{n}\left(m_{l}\right)|0\rangle= & \int_{\mathrm{SU}(2)} \mathrm{d} h_{n}\left(\underset{l \mid t(l)=n}{\otimes}\left\langle j_{l}, n_{l}\right| h_{n}^{-1}\right) \\
& \otimes\left(\underset{l \mid s(l)=n}{\otimes} h_{n}\left|j_{l}, m_{l}\right\rangle\right) \tag{36}
\end{align*}
$$

which is indeed $\mathrm{SU}(2)$ invariant. Finally, the spin network state $s_{\Gamma}^{\left(j_{l}, l_{n}\right)}$ on $\Gamma$ is simply defined as the tensor product of the intertwiners. Conventionally, the spin network state is evaluated on the group elements $\left\{g_{l}\right\} \in \mathrm{SU}(2)^{|L|}$ associated to the links; thus.

$$
\begin{align*}
s_{\Gamma}^{\left\{j_{l} l_{n}\right\}}\left(g_{l}\right)= & \sum_{m_{l}, n_{l}} \prod_{l}\left\langle j_{l}, m_{l}\right| g_{l}\left|j_{l}, n_{l}\right\rangle \\
& \times \prod_{n}\left\langle\otimes_{l \mid t(l)=n} j_{l}, n_{l}\right| l_{\left(j_{l}\right)}^{n}\left|\otimes_{l \mid s(l)=n} j_{l}, m_{l}\right\rangle . \tag{37}
\end{align*}
$$

Its evaluation on identity $s_{\Gamma}^{\left(j_{l}, l_{n}\right)}(\mathbb{I})$ plays the role of the vertex amplitude $\mathcal{A}_{v^{*}}\left(j_{l}, l_{n}\right)$ of the spin foam partition function (19), and it describes the 2D boundary quantum geometry of an elementary three-cell, which can be taken to be a polyhedron with no lose of generality.

In short, the spin foam can be viewed as a gluing, under certain gluing conditions, of "bubbles," which are

[^7]homogeneously two-spheres dressed with spin network evaluation. When working on the spin network states, the gluing condition is to identify the shape of the glued boundaries; i.e., they have the same number of sides as polygons, and the spins are assigned on the glued links. The spin foam can thus be written as
\[

$$
\begin{align*}
Z\left[\triangle, \psi_{\left.\Gamma=(\partial \Delta)_{1}^{*}\right]}^{j}\right]= & \sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \prod_{e^{*}} \operatorname{Sign}\left(l_{e^{*}}\right) \\
& \times \prod_{v^{*}} s_{v^{*}}^{\left\{j_{l}, l_{n}\right\}}(\mathbb{I}) \tag{38}
\end{align*}
$$
\]

where $s_{v^{*}}^{\left\{j_{l}, l_{n}\right\}}(\mathbb{I})$ is the spin network evaluation on each bubble, and the edge amplitude $\operatorname{Sign}\left(l_{e^{*}}\right)$ is a sign depending on the spins of the intertwiner on (the node dual to) the shared face dual to the dual edge $e^{*}$. The exact value of this sign depends on the choice of basis of the intertwiner.

When the cellular decomposition is specified to be a triangulation, each boundary is made up of a triangle, and thus, $\Gamma$ is identically three-valent, in which case the intertwiner is one-dimensional and thus, uniquely defined under a chosen basis. In this case, the spin network evaluation is simply a $\{3 n j\}$ symbol. For a cellular decomposition whose boundary is not a twocomplex but a general two-cell, $\Gamma$ can be higher valent. In this case, one can add $s-3$ virtual links to separate an $s$-valent node into three-valent nodes (in a tree way) and obtain a "fattened node" in the same spirit as in Fig. 3. One then assigns all admissible spins to each virtual link. For each admissible assignment, say $\left\{k_{\alpha}\right\}, \alpha=1, \ldots, s-3$, the intertwiner for this fattened node corresponds to one basis $\left|\mathcal{I}_{a}\right\rangle\left\langle\mathcal{I}_{a}\right|$ of the intertwiner for the original $s$-valent node. This intertwiner basis combinatorial gives a $\{3 n j\}$ symbol associated to the boundary "fattened graph" given by the original links plus the added virtual links. Thus, we reproduce the result of the Ponzano-Regge amplitude by separating the delta distribution on the $\mathrm{SU}(2)$ group described in the last subsection; i.e.,

$$
\begin{aligned}
Z\left[\triangle, \psi_{\Gamma}^{j}\right]= & \sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \sum_{\{a\}} \prod_{e^{*}}(-1)^{\sum_{i=1}^{s} j_{i}+2 \sum_{\alpha}^{s-3} k_{\alpha}} \\
& \times \prod_{v^{*}}\{3 n j\}_{v^{*}, a},
\end{aligned}
$$

where the power in the edge amplitude is the sum of spins on the links dual to edges surrounding the $s$-gon plus twice of the spin on the links on the virtual links. These spins need to be added twice since each added link is dual to a virtual edge that is on the boundary of two triangles (see black dashed line in Fig. 3).

The smallest three-valent graph embedded on a twosphere is indeed a tetrahedron graph $\Gamma=(\partial T)_{1}^{*}$, as
illustrated in Fig. 2. The spin network state trivially evaluated on a tetrahedron graph gives a $\{6 j\}$ symbol, ${ }^{10}$

$$
s_{\text {tet }}^{\left\{j_{l}\right\}}(\mathbb{I})=\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{39}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\},
$$

which is exactly the vertex amplitude we obtained through decomposing the delta distribution on $\mathrm{SU}(2)$. This is the Ponzano-Regge state sum for the simplest triangulation of a three-ball (with no summation at all), describing the boundary quantum geometry of a tetrahedron. In the semiclassical limit, seen from scaling $j$ to $\lambda j$ and taking $\lambda \rightarrow \infty$, the $\{6 j\}$ symbol is given by the Hartle-Sorkin action [62] in Regge calculus for a tetrahedron in terms of the edge lengths and dihedral angles:

$$
\begin{align*}
\left\{\begin{array}{lll}
\lambda j_{1} & \lambda j_{2} & \lambda j_{3} \\
\lambda j_{4} & \lambda j_{5} & \lambda j_{6}
\end{array}\right\} \xrightarrow{\lambda \rightarrow \infty} & \frac{1}{\sqrt{12 \pi V}} \cos \left(S_{\mathrm{HS}}\left(\left\{\lambda j_{l}+\frac{1}{2}\right\}\right)+\frac{\pi}{4}\right), \\
& \text { with } S_{\mathrm{HS}}\left(\left\{\ell_{l}\right\}\right)=\sum_{l=1}^{6} \ell_{l} \Theta_{l}, \tag{40}
\end{align*}
$$

where $\Theta_{l}$ is the dihedral angle around the edge $e$ (dual to link $l$ ), and $V$ is the volume of the tetrahedron with edge length $\ell_{l}=\lambda j_{l}+\frac{1}{2}, l=1, \ldots, 6$ (see also Sec. IV A for a more detailed analysis). This asymptotic was postulated by Ponzano and Regge [17] and proven in different methods [63-66]. The Hartle-Sorkin action (40) is the discrete version the GHY boundary term [62]:

$$
\begin{equation*}
\int_{\partial \mathcal{M}} \mathrm{d}^{2} \sqrt{h} K \xrightarrow{\text { discretize }} \sum_{l \in(\partial \Delta)_{1}^{*}} \ell_{l} \Theta_{l} . \tag{41}
\end{equation*}
$$

For a general $\{3 n j\}$ symbol, the semiclassical limit also encodes the geometry of the boundary two-cell it describes [36]. The reproduction of the vertex amplitude with the boundary states exposes the fact that the vertex amplitude is a local-holographic amplitude, encoding only the boundary data of the three-cell it is associated to. The gluing process for two adjacent three-cells can be understood as smearing the data on the shared boundaries. In this way, the degrees of freedom on the shared boundaries become gauge through gluing, and the only physical degrees of freedom are on the union of the unglued boundaries, i.e., the cellular decomposition of $\partial \mathcal{M}$. This is exactly why the bulk part of the amplitude is independent of the cellular decomposition, and we can refine it up to the quantum limit.

In the Ponzano-Regge state sum (29), the boundary data are the lengths of the one-skeleton encoded in the $\{6 j\}$

[^8]symbols. Therefore, the path integral constructed as such depends on the boundary metric and thus the length scale. Apparently, the scale invariance of the bulk is merely obtained by the summation of the spin labels in the bulk, i.e., the smearing of the length scale.

In the next section, we will study a scale-invariant path integral even if with boundary configuration. To this end, it is natural to choose a scale-invariant boundary state, and then one can define a scale-invariant vertex amplitude as the evaluation of this new quantum state on the boundary of an elementary three-cell. These states should encode the conformal geometry, i.e., angles, on the boundary surface. Technically, to define such a conformal boundary quantum state means to find an "alternative" representation of $\operatorname{SU}(2)$ that can be geometrically interpreted as angles. Given a different formulation of the partition function from (29), the recursion relation of $\{6 j\}$ symbols would be replaced by other identities in order to reproduce the topological invariance, which will be the case illustrated in Sec. III D.

## III. A NEW COHERENT HOLOMORPHIC STATE INTEGRAL

The "alternative" representation we are going to apply is the spinor representation of $S U(2)$ [67], developed from the $\mathrm{U}(N)$ formulation of LQG $[42,43,68]$. The quantum states under this representation are called the coherent spin network states (see below) [47]. After a concise review of its general construction, we will specialize in the coherent spin network state of a tetrahedron graph, whose evaluation on identity after changing the weight gives the SGF $[40,41]$. We will construct a new Ponzano-Regge model with spinor variables, where the SGF serves as the vertex amplitude. Similar to the original one, it can also be seen as built with local amplitudes associated to the elementary bubbles.

## A. Generating function for spin networks

Let us introduce the $\mathrm{SU}(2)$ spin coherent state [or the $\mathrm{SU}(2)$ coherent state for short] à la Perelomov, denoted as $|j, z\rangle$ with a fixed spin $j \in \mathbb{N} / 2$ and a spinor $|z\rangle:=\binom{z^{0}}{z^{1}} \in \mathbb{C}^{2}$. It is a superposition state of a pair of harmonic oscillators $\left|n^{0}, n^{1}\right\rangle_{\text {HO }}$, identified with a magnetic number basis $|j, m\rangle \in \mathcal{V}^{j}$ by the relation $j=$ $\frac{1}{2}\left(n^{0}+n^{1}\right), m=\frac{1}{2}\left(n^{0}-n^{1}\right)$, and reads

$$
\begin{align*}
|j, z\rangle & :=\frac{\left(z^{A} a^{A \dagger}\right)^{2 j}}{\sqrt{(2 j)!}}|0\rangle \\
& \equiv \sum_{m=-j}^{j} \sqrt{\frac{(2 j)!}{(j+m)!(j-m)!}}\left(z^{0}\right)^{j+m}\left(z^{1}\right)^{j-m}|j, m\rangle \tag{42}
\end{align*}
$$

where $a^{A \dagger}$ is the creation operator acting on the oscillator $n^{A}, A=0,1$. This is the state that admits the generalized
minimal uncertainty given by the dispersion of the $\mathrm{SU}(2)$ Casimir [69]. The norm is easily computed $\langle j, z \mid j, z\rangle=\langle z \mid z\rangle^{2 j}$. For a fixed spin $j,|j, z\rangle$ serves as an alternative orthonormal basis spanning the representation space $\mathcal{V}^{j}$. We refer to [67] for more details.

It is easy to check that the creation and annihilation operators act on the $\mathrm{SU}(2)$ coherent state as

$$
\begin{align*}
a^{A}|j, z\rangle & =\sqrt{2 j} z^{A}\left|j-\frac{1}{2}, z\right\rangle \\
a^{A \dagger}|j, z\rangle & =\frac{1}{\sqrt{2 j+1}} \frac{\partial}{\partial z^{A}}\left|j+\frac{1}{2}, z\right\rangle \tag{43}
\end{align*}
$$

thus, $a^{A}$ decreases the spin by $1 / 2$ as well as multiplying the state by $z^{A}$, while $a^{A \dagger}$ increases the spin by $1 / 2$ and derives the state by $z^{A}$.

We also introduce a dual $\mathrm{SU}(2)$ coherent state $[j, z \mid \equiv$ $\langle j, \varsigma z|$ in terms of a dual spinor $\left[z \mid=\langle\varsigma z|:=\left(-z^{1}, z^{0}\right)\right.$, which is also holomorphic on $z^{A}$, living in the dual representation space $\mathcal{V}^{j *}$ [see (A2)]. ${ }^{11} a^{A}$ acts on $[j, z \mid$ as the creation operator, while $a^{A \dagger}$ acts as the annihilation operator,

$$
\begin{align*}
{\left[j, z \mid a^{A}\right.} & =-\epsilon^{A B} \frac{1}{\sqrt{2 j+1}} \frac{\partial}{\partial z^{B}}\left[j+\frac{1}{2}, z \mid,\right. \\
{\left[j, z \mid a^{A \dagger}\right.} & =-\epsilon^{A B} \sqrt{2 j} z^{B}\left[j-\frac{1}{2}, z \mid\right. \tag{44}
\end{align*}
$$

Spinors have been used to construct the spinorial phase space of loop gravity, which is equivalent to the holonomyflux phase space [67]. A brief summary is given in Appendix A.

Consider an oriented graph $\Gamma$ with $|L|$ oriented links $l$ 's, $|N|$ nodes $n$ 's, and $|P|$ plaquettes $p$ 's. We dress each link $l$ with a spin $j_{l}$, and associate a spinor $\left|z_{l}\right\rangle$ to the source $s(l)$ of $l$, and another spinor $\left|\tilde{z}_{l}\right\rangle$ to the target $t(l)$. For an $N$-valent node $n$, we can construct an intertwiner living in the tensor space $\left(\otimes_{l \mid s(l)=n} \mathcal{V}^{j_{l}}\right) \otimes\left(\otimes_{l \mid t(l)=n} \mathcal{V}^{j_{l}^{*}}\right)$ by $\mathrm{SU}(2)$ group averaging the tensor product of the $\mathrm{SU}(2)$ holomorphic coherent states; i.e.,

$$
\begin{align*}
l_{\left(j_{l}\right)}^{n}\left(z_{l}\right)|0\rangle:= & \int_{\mathrm{SU}(2)} \mathrm{d} g_{n}\left(\underset{l \mid t(l)=n}{\otimes}\left[j_{l}, \tilde{z}_{l} \mid g_{n}^{-1}\right)\right. \\
& \otimes\left(\underset{l \mid s(l)=n}{\otimes} g_{n}\left|j_{l}, z_{l}\right\rangle\right) . \tag{45}
\end{align*}
$$

[^9]This is called the $L S$ coherent intertwiner, first introduced in [69] (see also [42]) and used to define the EPRL-FK spin foam models [6,70]. It is also closely related to the $\mathrm{U}(N)$ coherent states, which are, by definition, covariant under the $\mathrm{U}(N)$ action [42].

Equations (36) and (45) are simply projections of a general $\mathrm{SU}(2)$ intertwiner on different bases, the former on the magnetic number basis, while the latter on the coherent state basis. Equipped with the intertwiners (45), one can define a spin network state evaluated on $\mathrm{SU}(2)$ group elements $\left\{g_{l}\right\}$ as a holomorphic function of the spinors:
$s_{\Gamma}^{\left\{j_{l}, z_{l}, \tilde{z}_{l}\right\}}\left(g_{l}\right)=\int_{\mathrm{SU}(2)^{|N|}} \prod_{n} \mathrm{~d} h_{n} \prod_{l}\left[j_{l}, \tilde{z}_{l}\left|h_{t(l)}^{-1} g_{l} h_{s(l)}\right| j_{l}, z_{l}\right\rangle$.

It is also possible to eliminate the spins and define an intertwiner associated to a node $n$ with only spinor labels, which can be viewed as a generating function of the LS coherent intertwiners (45) with a chosen series of weight [38]. The simplest weight is $\frac{1}{\prod_{l \in n} \sqrt{\left(2 j_{l}\right)!}}$, which defines the coherent intertwiner, ${ }^{12}$

$$
\begin{equation*}
\iota^{n}\left(z_{l}\right)=\sum_{\left\{j_{l}\right\}} \frac{1}{\prod_{l \in n} \sqrt{\left(2 j_{l}\right)!}} l_{\left(j_{l}\right)}^{n}\left(z_{l}\right) \tag{47}
\end{equation*}
$$

It is indeed an $\mathrm{SU}(2)$ invariant state in $\bigoplus_{\left\{j_{l}\right\}}\left(\otimes_{l \mid s(l)=n} \mathcal{V}^{j_{l}}\right)$ $\otimes\left(\otimes_{l \mid t(l)=n} \mathcal{V}^{j_{l}^{*}}\right)$. We associate a coherent intertwiner to each node and glue them along links associated with $S U(2)$ holonomies. The gluing is performed in the standard way, by taking different irreducible representations orthogonal. The result defines the coherent spin network state [38]

$$
\begin{align*}
\mathcal{S}_{\Gamma}^{\text {cohe }\left\{z_{l}, \tilde{z}_{l}\right\}}\left(g_{l}\right)= & \sum_{\left\{j_{l}\right\}} \int_{\mathrm{SU}(2)^{|N|}} \prod_{n} \mathrm{~d} h_{n} \prod_{l} \frac{1}{\left(2 j_{l}\right)!} \\
& \times\left[j_{l}, \tilde{z}_{l}\left|h_{t(l)}^{-1} g_{l} h_{s(l)}\right| j_{l}, z_{l}\right\rangle \\
= & \int_{\mathrm{SU}(2)^{|N|} \mid} \prod_{n} \mathrm{~d} h_{n} \prod_{l} e^{\left[\tilde{z_{l}}\left|h_{t(l)}^{-1} g_{l} h_{s(l)}\right| z_{l}\right\rangle} . \tag{48}
\end{align*}
$$

A slightly different choice of weight, which is what we will focus on in this paper, is $\frac{\left(J_{n}+1\right)!}{\prod_{l \in n} \sqrt{\left(2 j_{l}\right)!}}$, ${ }^{13}$ where $J_{n} \equiv \sum_{l \in n} j_{l}$ is the sum of spins on the links incident to $n$.

[^10]It defines the scaleless intertwiner (as we will see in the next section that it encodes the scale-invariant geometry of a three-cell boundary):

$$
\begin{equation*}
l_{n}^{\mathrm{sl}}\left(z_{l}\right)=\sum_{\left\{j_{l}\right\}} \frac{\left(J_{n}+1\right)!}{\prod_{l \in n} \sqrt{\left(2 j_{l}\right)!}} l_{\left(j_{l}\right)}^{n}\left(z_{l}\right) \tag{49}
\end{equation*}
$$

Again, we associate a scaleless intertwiner to each node and glue them in the same way as the coherent intertwiners. We define it as the scaleless spin network state:

$$
\begin{align*}
\mathcal{S}_{\Gamma}^{\mathrm{sl}\left\{z_{l}, \tilde{z}_{l}\right\}}\left(g_{l}\right)= & \sum_{\left\{j_{l}\right\}} \prod_{n} \frac{\left(J_{n}+1\right)!}{\prod_{l \in n}\left(2 j_{l}\right)!} \\
& \times \int_{\operatorname{SU}(2)^{|N|}} \prod_{n} \mathrm{~d} h_{n} \prod_{l}\left[j_{l}, \tilde{z}_{l}\left|h_{t(l)}^{-1} g_{l} h_{s(l)}\right| j_{l}, z_{l}\right\rangle . \tag{50}
\end{align*}
$$

It can be viewed as a generating function of the spin network state (37). The use of spinors shifts the view of building blocks of quantum geometries from the links to the nodes, which is also the spirit behind the construction of the $\mathrm{U}(N)$ coherent states [42,43,68].

Above we have defined the coherent intertwiners, coherent spin network states, scaleless intertwiners, and the scaleless spin network states for a general graph. The goal is to use these notions to define a new vertex amplitude in terms of spinors in the Ponzano-Regge model. To this end, we will work on a three-valent graph in the next subsection. More specifically, we will study the tetrahedron graph as shown in Fig. 2 and study the evaluation of the scaleless spin network state on this simple graph.

## B. The holomorphic $\left\{12 z^{\times 2}\right\}$ symbol and 2D Ising on a tetrahedron

In this subsection and the next, we will fix the cellular decomposition of $\mathcal{M}$ to be a triangulation unless specified and intensively work on the tetrahedron graph $\Gamma=(\partial T)_{1}^{*}$ that is a 2D dual graph of the boundary two-skeleton of a tetrahedron $T$. The simplicity it brings helps to quantify the scaleless intertwiners (49) and the scaleless spin network functions (50). On the other hand, it turns out that the scaleless spin network state for a tetrahedron graph, when evaluated on the identity, possesses a closed form known as the SGF.

For a three-valent graph, the intertwiner (45) for each node is one-dimensional; thus, it must be proportional to the $\{3 j\}$ symbol. The exact relation is well-known [45], with the proportionality coefficient given by a holomorphic polynomial of degree $J_{n}$. Consider three outgoing links $\left(l_{1}, l_{2}, l_{3}\right)$ meeting at the node $n$, and then the total spin as $J_{n}=j_{1}+j_{2}+j_{3}$. One gets

$$
\begin{equation*}
l_{j_{1} j_{2} j_{3}}^{n}\left(z_{1}, z_{2}, z_{3}\right)=P_{j_{1} j_{2} j_{3}}\left(z_{1}, z_{2}, z_{3}\right) l_{j_{1} j_{2} j_{3}}^{n}, \tag{51}
\end{equation*}
$$

with

$$
\begin{align*}
P_{j_{1} j_{2} j_{3}}\left(z_{1}, z_{2}, z_{3}\right)= & \frac{\triangle\left(j_{1} j_{2} j_{3}\right)}{\left(J_{n}+1\right)!}\left(\prod_{l=1}^{3} \sqrt{\left(2 j_{l}\right)!}\right) \\
& \times\left[z _ { 1 } | z _ { 2 } \rangle ^ { J _ { n } - 2 j _ { 3 } } \left[z _ { 2 } | z _ { 3 } \rangle ^ { J _ { n } - 2 j _ { 1 } } \left[z_{3}\left|z_{1}\right\rangle^{J_{n}-2 j_{2}}\right.\right.\right. \tag{52}
\end{align*}
$$

where $\triangle\left(j_{1} j_{2} j_{3}\right)$ is the quantum triangle coefficient defined as

$$
\begin{equation*}
\triangle\left(j_{1} j_{2} j_{3}\right)=\sqrt{\frac{\left(J_{n}+1\right)!}{\left(j_{1}+j_{2}-j_{3}\right)!\left(j_{1}+j_{3}-j_{2}\right)!\left(j_{2}+j_{3}-j_{1}\right)!}} \tag{53}
\end{equation*}
$$

The scaleless intertwiner (49) for the node with incident links $\left(l_{1}, l_{2}, l_{3}\right)$ outgoing reads
$l_{n}^{\mathrm{sl}}\left(z_{1}, z_{2}, z_{3}\right)=\sum_{j_{1}, j_{2}, j_{3}} \frac{\left(J_{n}+1\right)!}{\prod_{l=1}^{3} \sqrt{\left(2 j_{l}\right)!}} l_{1_{1} j_{2} j_{3}}^{n}\left(z_{1}, z_{2}, z_{3}\right)$,
which is an invariant vector on $\otimes_{l=1}^{3}\left(\oplus_{j_{l}} \mathcal{V}^{j_{l}}\right)$, and is also a generating function of the $\{3 j\}$ symbol.

The proportionality coefficient (52) remains unchanged when some links are incoming (except that, in this case, we denote the spinor on an incoming link with a tilde). For instance, for a node with links $e_{1}, e_{2}$ incoming and link $e_{3}$ outgoing, the relation reads

$$
\begin{equation*}
l_{j_{1}^{*} j_{2}^{*} j_{3}}^{n}\left(\tilde{z}_{1}, \tilde{z}_{2}, z_{3}\right)=P_{j_{1} j_{2} j_{3}}\left(\tilde{z}_{1}, \tilde{z}_{2}, z_{3}\right) l_{j_{1}^{*} j_{2}^{*} j_{3}}^{n}, \tag{55}
\end{equation*}
$$

where $j_{1}^{*}$ and $j_{2}^{*}$ refer to the dual representations in the first and second vector space, respectively.

The scaleless spin network state for the tetrahedron graph naturally follows except that there is a sign ambiguity as the graph is odd valent. The reason is that the sign of the intertwiner (51) would be changed under exchanging any pair of spinors in the argument; thus, it is necessary to fix the ordering of links incident to a node in order to specify (the sign of) the definition of the scaleless spin network function. In practice, it is enough to fix a cyclic order $\prec$ for each node. To do this, we first embed the graph $\Gamma$ on a 2 D oriented surface $\Sigma$. Consider three links $\left(l, l^{\prime}, l^{\prime \prime}\right)$ incident to one node $n$. We call $l^{\prime}$ as of higher order than $l$, denoted as $l<l^{\prime}$ (or $l^{\prime} \succ l$ ), when the sweeping from $l$ to $l^{\prime}$ (in the direction without touching $l^{\prime \prime}$ ) induces a surface with the same orientation as $\Sigma$. Otherwise, $l^{\prime}$ is of lower order than $l$, denoted as $l \succ l^{\prime}$ (or $l^{\prime}<l$ ). For an ordering $\left(l<l^{\prime}, l^{\prime}<, l^{\prime \prime}, l^{\prime \prime}<l\right)$ as in Fig. 6, we fix an ordered holomorphic polynomial $P_{j_{l} j_{l^{\prime}} j_{l^{\prime \prime}}}^{<}\left(z_{l}, z_{l^{\prime}}, z_{l^{\prime \prime}}\right)$ to be


FIG. 6. The cyclic order $\left(l<l^{\prime}, l^{\prime}<l^{\prime \prime}, l^{\prime \prime}<l\right)$ of three links $l, l^{\prime}, l^{\prime \prime}$ incident to the same node.

$$
\begin{align*}
P_{j_{e} j_{l^{\prime} j_{l^{\prime}}}}\left(z_{l}, z_{l^{\prime}}, z_{l^{\prime \prime}}\right)= & \frac{\triangle\left(j_{l} j_{l^{\prime}} j_{l^{\prime \prime}}\right)}{\left(J_{n}+1\right)!}\left(\prod_{l \in n} \sqrt{\left(2 j_{l}\right)!}\right) \\
& \times\left[z _ { l } | z _ { l ^ { \prime } } \rangle ^ { J _ { n } - 2 j _ { l ^ { \prime \prime } } } \left[z _ { l ^ { \prime } } | z _ { l ^ { \prime \prime } } \rangle ^ { J _ { n } - 2 j _ { l } [ } \left[z_{l^{\prime \prime}}\left|z_{l}\right\rangle^{J_{n}-2 j_{l^{\prime}}}\right.\right.\right. \tag{56}
\end{align*}
$$

We have ignored the tilde of spinors for incoming links for simplicity and unification.

Consider again a tetrahedron graph as in Fig. 2; it can be naturally embedded in a two-sphere, which generates the cyclic order for all the nodes at once. The scaleless spin network function is then uniquely defined as

$$
\begin{equation*}
\mathcal{S}_{\mathrm{tet}}^{\mathrm{sl}\left\{z_{l}, \tilde{z}_{l}\right\}}\left(g_{l}\right)=\sum_{j_{1}, \ldots, j_{6}} \frac{\prod_{n=1}^{4}\left(J_{n}+1\right)!}{\prod_{l=1}^{6}\left(2 j_{l}\right)!} s_{\mathrm{tet}}^{\left\{j_{l}, z_{l}, \tilde{z}_{l}\right\}}\left(g_{l}\right) \tag{57}
\end{equation*}
$$

with

$$
\begin{align*}
s_{\text {tet }}^{\left\{j_{l}, z_{l}, \tilde{z}_{l}\right\}}\left(g_{l}\right)= & \int_{\mathrm{SU}(2)^{4}} \prod_{n=1}^{4} \mathrm{~d} h_{n} \prod_{l=1}^{6}\left[j_{l}, \tilde{z}_{l}\left|h_{t(l)}^{-1} g_{l} h_{s(l)}\right| j_{l}, z_{l}\right\rangle \\
= & P_{j_{1} j_{2} j_{3}}^{<}\left(z_{1}, z_{2}, z_{3}\right) P_{j_{1} j_{5} j_{6}}^{<}\left(\tilde{z}_{1}, \tilde{z}_{5}, z_{6}\right) \\
& \times P_{j_{3} j_{4} j_{5}}^{<}\left(\tilde{z}_{3}, \tilde{z}_{4}, z_{5}\right) P_{j_{2} j_{4} j_{6}}^{<}\left(\tilde{z}_{2}, \tilde{z}_{6}, z_{4}\right) s_{\mathrm{tet}}^{\left\{j_{l}, l_{n}\right\}}\left(g_{l}\right) \tag{58}
\end{align*}
$$

being the special case of (46) for a tetrahedron graph, which can be factorized, as shown in the second line of (58), into the standard spin network function independent of the
spinors, and a holomorphic polynomial independent of the arguments $\left\{g_{l}\right\}$. In particular, its evaluation on identity gives a holomorphic " $\left\{12 z^{\times 2}\right\}$ symbol," known as the SGF of the $\{6 j\}$ symbols, which is a function of 12 spinors and thus 24 complex variables,

$$
\begin{align*}
& \mathcal{S}_{\text {tet }}^{\mathrm{sl}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)= \mathcal{S}_{\text {tet }}^{\mathrm{sl}\left\{z_{l}, \tilde{z}_{l}\right\}}(\mathbb{I})=\sum_{j_{1} \cdots j_{6}}\left[\prod_{n=1}^{4} \sqrt{\frac{\left(J_{n}+1\right)!}{\prod_{l \in n}\left(J_{n}-2 j_{l}\right)!}}\right] \\
& \times\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \prod_{n=1}^{4} \prod_{l, l^{\prime}, l^{\prime \prime} \in n,}\left[z_{l}\left|z_{l^{\prime}}\right\rangle^{J_{n}-2 j_{l^{\prime \prime}}}\right. \\
& l<l^{\prime} \tag{59}
\end{align*}
$$

It was first found to be of the closed form by Schwinger [40,41,47]. (See also [39] for the deduction from the duality between the 2D Ising model and the Ponzano-Regge model.) It is in a form of a scaleless function:

$$
\begin{align*}
\mathcal{S}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right) & \equiv \mathcal{S}_{\text {tet }}^{\mathrm{sl}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)=G\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)^{-2}, \\
G\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right) & =1+\sum_{\mathcal{L}} \prod_{n \subset \mathcal{L}, l<l^{\prime}}\left[z_{l}\left|z_{l^{\prime}}\right\rangle\right. \\
& =1+\sum_{(3 c)}^{4} \prod_{n \subset(3 c)}\left[z_{l}\left|z_{l^{\prime}}\right\rangle+\sum_{(4 c)}^{3} \prod_{n \subset(4 c)}\left[z_{l}\left|z_{l^{\prime}}\right\rangle,\right.\right. \\
l<l^{\prime} & l<l^{\prime} \tag{60}
\end{align*}
$$

where $\mathcal{L}$ 's denote the loops in the tetrahedron graph, including three-cycles (3c)'s and four-cycles (4c)'s. $n \subset \mathcal{L}$ denotes that node $n$ lives on the loop $\mathcal{L}$ (and implicitly $l, l^{\prime} \in n$ for the inner product $\left[z_{l}\left|z_{l^{\prime}}\right\rangle\right)$. Using the notation in Fig. 2(b), the cycle sums are explicitly

$$
\begin{align*}
& \sum_{(3 c)}^{4} \prod_{n} \prod_{n(3 c)}\left[z_{l}\left|z_{l^{\prime}}\right\rangle=\left[z _ { 1 } | z _ { 2 } \rangle \left[\tilde { z } _ { 2 } | \tilde { z } _ { 6 } \rangle \left[z_{6}\left|\tilde{z}_{1}\right\rangle+\left[\tilde { z } _ { 3 } | z _ { 1 } \rangle \left[\tilde { z } _ { 1 } | z _ { 5 } \rangle \left[\tilde{z}_{5}\left|z_{3}\right\rangle+\left[z _ { 2 } | \tilde { z } _ { 3 } \rangle \left[z _ { 3 } | z _ { 4 } \rangle \left[\tilde{z}_{4}\left|\tilde{z}_{2}\right\rangle+\left[\tilde { z } _ { 6 } | \tilde { z } _ { 4 } \rangle \left[z _ { 4 } | \tilde { z } _ { 5 } \rangle \left[z_{5}\left|z_{6}\right\rangle,\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.  \tag{61}\\
& \quad l<l^{\prime} \\
& \sum_{(4 c)}^{3} n \prod_{n} \subset(4 c)  \tag{62}\\
& \quad l<l_{l}\left|z_{l^{\prime}}\right\rangle=\left[\tilde { z } _ { 3 } | z _ { 1 } \rangle \left[\tilde { z } _ { 1 } | z _ { 6 } \rangle \left[\tilde { z } _ { 6 } | \tilde { z } _ { 4 } \rangle \left[z_{4}\left|z_{3}\right\rangle+\left[\tilde { z } _ { 5 } | z _ { 3 } \rangle \left[\tilde { z } _ { 3 } | z _ { 2 } \rangle \left[\tilde { z } _ { 2 } | \tilde { z } _ { 6 } \rangle \left[z_{6}\left|z_{5}\right\rangle+\left[\tilde { z } _ { 1 } | z _ { 5 } \rangle \left[\tilde { z } _ { 5 } | z _ { 4 } \rangle \left[\tilde { z } _ { 4 } | \tilde { z } _ { 2 } \rangle \left[z_{2}\left|z_{1}\right\rangle\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.
\end{align*}
$$



3-cycle (3c) (126)


4-cycle (4c) (1643)

FIG. 7. (in red) Cycle (126) as an example of three-cycles and cycle (1643) as an example of four-cycles. The numbers in the bracket denote the links on the cycle.

Examples of the three-cycles and four-cycles for the tetrahedron graph are given in Fig. 7. Note that the SGF (60) does not depend on the orientation of edges but only the order of the half edges incident to each vertex, which is already fixed to be consistent with the orientation of the surface they are embedded on. Each inner product of a pair of spinors $\left[z_{l}\left|z_{l^{\prime}}\right\rangle\right.$ contained in a cycle is associated to an angle; thus, we can understand the cycles as the result of gluing those angles in cyclic order.

## 1. Duality between SGF and the 2D Ising on a tetrahedron

It was shown in [39] that the SGF is related to the hightemperature expansion of the Ising model defined on the same tetrahedron graph. In fact, such a relation can be generalized to an arbitrary three-valent planar graph (with the Kasteleyn orientation). Explicitly, the scaleless spin network evaluation, as a function of the spinors, is inversely proportional to the square of the amplitude $Z_{\Gamma}^{\text {Ising }}$, as a function of the edge couplings $\left\{Y_{l}\right\}$ in terms of the spinors $\left\{z_{l}, \tilde{z}_{l}\right\}$, of the Ising model, which is a polynomial of the couplings. Precisely,
$\mathcal{S}_{\Gamma}^{\mathrm{sl}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)=\left(2^{2|N|} \prod_{e \in \Gamma} \cosh ^{2} y_{l}\right) \frac{1}{\left[Z_{\Gamma}^{\text {Ising }}\left(\left\{y_{l}\right\}\right)\right]^{2}}$,
with
$Z_{\Gamma}^{\text {Ising }}\left(\left\{y_{l}\right\}\right)=\sum_{\mathcal{L} \in \Gamma} \prod_{l \in \mathcal{L}} \tanh y_{l}$,
where the sum is over all the disjoint loops $\mathcal{L}$ 's in $\Gamma$. The pole of the SGF thus corresponds to the zeros of the 2D Ising amplitude for the same graph. The dependence of the scaleless spin network states on the spinors can also be rewritten as the dependence on the link couplings (defined below in Sec. IV A) as one-to-one correspondence to the edge couplings in the Ising mode. Thus, this duality directly gives an exact and closed expression of the scaleless spin network for a general three-valent graph $\Gamma$ (see [39]). The exact expression is also proven directly in $[46,71]$. A similar result was also found for a square 2D lattice [72]

Let us comment that the SGF can be understood in two ways, leading to the application of different interests:
(1) As indicated by the name, the SGF is a generating function of the $\{6 j\}$ symbols; thus, it contains all the information of the spin network evaluation of a tetrahedron graph in its expansion. That the spins are restricted to be half-integers and admissible in the $\{6 j\}$ symbols brings difficulties in numerical analysis, which was often circumvented by looking at the large $j$ limit of the $\{6 j\}$ symbol. The computation issues are translated to complex analysis when we consider the SGF, which is expected to be easier to deal with as it is a continuous function of 12 independent spinors. The large $j$ limit of the $\{6 j\}$ symbols then contributes dominantly at the poles of the SGF [73].

Other than the possible computational benefits, the SGF is attractive because of its remarkable closed form. A similar closed form for the generating function of the $9 j$ symbols was also constructed in the original work by Schwinger [40]. Later on, Bargmann [41] reproduced Schwinger's results, and his method was used to construct the generating function of the $12 j$ and $15 j$ symbols [74] and more generally the $\{3 n j\}$ symbols [75], which can also be expressed as loops.
(2) The SGF is also understood as (the evaluation of) a quantum state-the scaleless spin network statethat describes the physical state of a tetrahedron graph in the spinor representation. The physical state of a graph is most simply represented by the flatness projection written in terms of the holonomies, which is the product of the Dirac deltas on holonomies corresponding to independent cycles in the graph. For a graph embedded on the manifold of trivial topology, the physical state is unique, which is the case for the tetrahedron graph embedded in the twosphere. Using the notation in Fig. 2, the physical state for a tetrahedron graph can be written as
$\psi_{\text {phys }}\left(g_{l}\right)=\delta\left(g_{6} g_{1} g_{2}^{-1}\right) \delta\left(g_{1}^{-1} g_{5}^{-1} g_{3}^{-1}\right) \delta\left(g_{3} g_{4}^{-1} g_{2}\right)$.

When projected onto the scaleless spin network basis, $\psi_{\text {phys }}\left(g_{l}\right)$ gives exactly the SGF ,

$$
\begin{align*}
\psi_{\text {phys }}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right) & =\int_{\mathrm{SU}(2)^{6}} \prod_{l=1}^{6} \mathrm{~d} g_{l} \mathcal{S}_{\text {tet }}^{\left\{z_{1}, \tilde{z}_{l}\right\}}\left(g_{l}\right) \psi_{\text {phys }}\left(g_{l}\right) \\
& =\mathcal{S}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right) \tag{65}
\end{align*}
$$

This can be deduced from (57) and the fact that the projection of the physical state onto the spin network basis (37) is the $\{6 j\}$ symbol [76]:

$$
\begin{align*}
\psi_{\text {phys }}\left(j_{l}\right) & =\int_{\mathrm{SU}(2)^{6}} \prod_{l=1}^{6} \mathrm{~d} g_{l} s_{\text {tet }}^{\left\{j_{l}, l_{n}\right\}}\left(g_{l}\right) \psi_{\text {phys }}\left(g_{l}\right) \\
& =\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} . \tag{66}
\end{align*}
$$

The scaleless spin network states can be used to describe the kinematical information in the Hilbert space of quantum geometry. By the continuous nature of the spinor arguments in a scaleless spin network state, the dynamics given by the WheelerDeWitt equation would be translated into a differential equation of the SGF [47], rather than a recursion relation as for the $\{6 j\}$ symbols when we consider the spin network states [76]. The interested reader will find a short review with details of this approach in Appendix B.

## 2. Symmetries of the SGF

The loop structure (60) of the SGF brings a large number of degrees of symmetry. Compared to a $\{6 j\}$ symbol, which has only six real variables, the SGF has 12 independent spinors, and thus 24 complex or 48 real variables, in its argument. The symmetries would allow us to work on a smaller set of variables. Firstly, the SGF (59) is explicitly written only in terms of the inner product $\left[z_{l}\left|z_{l^{\prime}}\right\rangle\right.$ of spinors, which is by definition invariant under the $\mathrm{SL}(2, \mathbb{C})$ action that acts covariantly on the spinors

$$
\begin{align*}
& g_{n} \triangleright\left|z_{l}^{\prime}\right\rangle=g_{n}\left|z_{l}^{\prime}\right\rangle, \quad g_{n} \triangleright\left[z_{l} \mid=\left[z_{l} \mid g_{n}^{-1},\right.\right. \\
& l, l^{\prime} \in n, \quad g_{n} \in \operatorname{SL}(2, \mathbb{C}) . \tag{67}
\end{align*}
$$

Thus, the spinors form a set with 12 complex or 24 real variables. Secondly, notice that the exact evaluation (60) takes the form as cycles, a (complex) rescaling of the spinor $z_{l} \rightarrow \alpha z_{l}(\alpha \in \mathbb{C} \backslash\{0\})$ on one end of each link and an "antirescaling" of the spinor $\tilde{z}_{l} \rightarrow \tilde{z}_{l} / \alpha$ on the other end leaves the SGF unchanged. Therefore, the symmetries of the SGF can be expressed as

$$
\begin{align*}
\mathcal{S}\left(\left\{z_{l}^{n}, \tilde{z}_{l}^{n^{\prime}}\right\}\right)= & \mathcal{S}\left(\left\{g_{n} z_{l}^{n}, g_{n^{\prime}} \tilde{z}_{l}^{n^{\prime}}\right\}\right)=\mathcal{S}\left(\left\{\alpha_{l} z_{l}^{n}, \alpha_{l}^{-1} \tilde{z}_{l}^{n^{\prime}}\right\}\right), \\
& \forall g_{n} \in \operatorname{SL}(2, \mathbb{C}), \quad \forall \alpha_{l} \in \mathbb{C} \backslash\{0\} . \tag{68}
\end{align*}
$$

In other words, the SGF is invariant under the $\operatorname{SL}(2, \mathbb{C})$ gauge transformation, one for each node, a total of 12 complex degrees of freedom, and antiscale transformation, one for each link; hence, a total of six complex degrees of freedom. These symmetries form the full redundant degrees of freedom in the 12 spinors, leaving six complex degrees of freedom in the SGF. The same redundancy appears when we use the spinor representation to describe the scaleless spin network states for a general graph. It is thus possible to change the argument variables of the SGF to a smaller set. We will see in Sec. IV A that a change of variables will
make it clear to see the geometrical information given by this scaleless spin network state.

## C. A new Ponzano-Regge state-integral formula

We now turn our attention back to the Ponzano-Regge model. We aim to decompose the discrete path integral

$$
Z[\mathbf{T}, \partial \mathbf{T}]=C[\partial \mathbf{T}] \int_{\mathrm{SU}(2)} \prod_{e^{*} \notin \partial \mathbf{T}} \mathrm{~d} g_{e^{*}} \prod_{f^{*}} \delta\left(\vec{\prod}_{e^{*} \in \partial f^{*}} g_{e^{*}}\right)
$$

into the product of vertex, edge, and face amplitudes encoding local quantum geometries through the spinor representation labels so that the global quantum geometry can be understood as gluing elementary blocks with local geometry information stored in these spinor variables. The total amplitude should be written alternatively in the form as

$$
\begin{equation*}
\mathcal{A}\left[\mathbf{T}, \psi_{\Gamma}^{\mathrm{sl}]}=\int[\mathrm{d} \mu(z)] \prod_{f^{*}} \mathcal{A}_{f^{*}}\left[z_{f^{*}}\right] \prod_{e^{*}} \mathcal{A}_{e^{*}}\left[z_{e^{*}}\right] \prod_{v^{*}} \mathcal{A}_{v^{*}}\left[z_{v^{*}}\right],\right. \tag{69}
\end{equation*}
$$

where $\psi_{\Gamma}^{\mathrm{sl}}$ is the boundary scaleless spin network state, and $\mathrm{d} \mu(z):=\frac{1}{\pi^{2}} e^{-\langle z \mid z\rangle} \mathrm{d} z^{0} \mathrm{~d} z^{1}$ is the Haar measure of spinors (see also Appendix A). With the use of spinors, therefore, the amplitude would be written as a "state integral" instead of a state sum.

Let us first introduce the notations we will use in the state-integral formulas both in Proposition II. 1 [also in (71), which is proved in Appendix C]. For the vertex amplitude, we denote the spinors (or dual spinors) on the source $s(l)$ and target $t(l)$ of a link $l$ as $z_{l}$ and $\tilde{z}_{l}$, respectively. For the edge amplitude of a dual edge $e^{*}$, we consider the node $n$ in a triangle shared by two adjacent tetrahedra. Therefore, spinors on $v$ have two independent copies, one from the tetrahedron dual to $s\left(e^{*}\right)$ and the other from the tetrahedron dual to $t\left(e^{*}\right)$. For a link $l \in n$, we denote the two spinors from the two tetrahedra respectively as $z_{l}^{s\left(e^{*}\right)}$ and $z_{l}^{t\left(e^{*}\right)}$. For the face amplitude, we consider a dual face $f^{*}$ whose boundary loop connects $M(\geq 3)$ tetrahedra. One needs to choose randomly a node on the boundary of one of these tetrahedra, say $T_{1}$ (see Fig. 8). We denote the spinor on this node that will contribute to this face amplitude as $z^{f^{*}, T_{1}}$.

Our starting point is the expression of the SGF in terms of the group integral similar to (48) [47]

$$
\begin{align*}
\mathcal{S}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)= & \sum_{j_{1} \cdots j_{6}}\left(\prod_{n=1}^{4}\left(J_{n}+1\right)!\int_{\mathrm{SU}(2)} \mathrm{d} h_{n}\right) \\
& \times \prod_{l=1}^{6} \frac{1}{\left(2 j_{l}\right)!}\left[j_{l}, \tilde{z}_{l}\left|h_{t(l)}^{-1} h_{s(l)}\right| j_{l}, z_{l}\right\rangle . \tag{70}
\end{align*}
$$



FIG. 8. A dual face (in red) dual to the edge $e$ (projected on the paper to a black dot) surrounded by a loop $\left(e_{1}^{*} e_{2}^{*} \cdots e_{M}^{*} e_{1}^{*}\right)$, with $e_{i}^{*}$ dual to triangle $t_{i}$ (each projected on the paper to a black line). Two adjacent tetrahedra $T_{i}$ and $T_{i+1}$ (identifying $T_{M+1} \equiv T_{1}$ ) are glued along the triangle $t_{i}$.

Let us emphasize that there is a factor $\left(J_{n}+1\right)$ ! difference between (48) and (70).

Another useful fact is that (the bulk part of) the PonzanoRegge amplitude (28) can be written in the following way as the collection of local vertex, edge, and face amplitudes:

$$
\begin{align*}
\mathcal{A}_{\mathbf{T}}[\mathcal{M}]= & \int[\mathrm{d} \mu(z)] \prod_{f^{*}}\left(\left\langle z^{f^{*}, T_{1}} \mid z^{f^{*}, T_{1}}\right\rangle-1\right) \\
& \times \prod_{e^{*}}\left(e^{\left.\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]}\right) \\
& \times \prod_{v^{*}}\left(\int_{\operatorname{SU}(2)^{4}} \prod_{n=1}^{4} \mathrm{~d} h_{n} e^{\sum_{l=1}^{6}\left[\tilde{z}_{l}\left|h_{t(l)}^{-1} h_{s(l)}\right| z_{l}\right\rangle}\right) \tag{71}
\end{align*}
$$

where $[\mathrm{d} \mu(z)]$ is the collection of spinor measures, each of which is defined as

$$
\mathrm{d} \mu(z):=\frac{1}{\pi^{2}} e^{-\langle z \mid z\rangle} \mathrm{d} z^{0} \mathrm{~d} z^{1}
$$

See Appendix A for more details. Each vertex amplitude in (71) is given by the coherent state (48) associated to a tetrahedron graph evaluated on identity. The proof of this reexpression is given in Appendix C. This is a state-integral expression of the Ponzano-Regge model since, instead of summation of spins, it is written in terms of integrals over spinors. A similar state-integral model for 4D BF theory was explicitly constructed in [77]. The vertex amplitude in (71) no longer depends on the spins; thus, it is expected to be irrelevant to the size of the tetrahedron it is associated to. The drawback of this construction is that the $\mathrm{SU}(2)$ group elements are still included in the formula other than spinors, making it hard to single out the geometrical information stored in the spinors themselves. Thus, we aim to promote the integral expression (71) in order that only spinors are left in the integral expression.

To get rid of the $\mathrm{SU}(2)$ group integral in the vertex amplitude, we replace the vertex amplitude by the SGF.

This is promising logically due to the fact that the vertex amplitude is simply the spin network state evaluation on the boundary of a tetrahedron. Therefore, the SGF, as the scaleless spin network evaluation, is a natural replacement of the $\{6 j\}$ symbol.

Notice that the difference between (70) from (48) is the factor $\left(J_{n}+1\right)$ ! for each node. This can be canceled out by modifying the edge amplitude, and the result is given in the following proposition. The notations are the same as in Proposition C. 1.

Proposition II.1. The spin foam model can be expressed as a state integral

$$
\mathcal{A}_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}^{\mathrm{sl}]}\right]=\int[\mathrm{d} \mu(z)] \prod_{f^{*}} \mathcal{A}_{f^{*}}\left[z_{f^{*}}\right] \prod_{e^{*}} \mathcal{A}_{e^{*}}\left[z_{e^{*}}\right] \prod_{v^{*}} \mathcal{A}_{v^{*}}\left[z_{v^{*}}\right]
$$

with the vertex, edge, and face amplitude written as

$$
\begin{equation*}
\mathcal{A}_{v^{*}}=\mathcal{S}_{v^{*}}^{\mathrm{sl}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)=\frac{1}{\left(1+\sum_{\mathcal{L}} \prod_{v \subset \mathcal{L}, l<l^{\prime}}\left[z_{l}\left|z_{l^{\prime}}\right\rangle\right)^{2}\right.} \tag{72}
\end{equation*}
$$

$$
\begin{gather*}
\left.\mathcal{A}_{e^{*}}=\sum_{k=0}^{\infty} \frac{1}{(k+1)!^{2}(2 k)!}\left(\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]\right)^{2 k} \\
={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]\right)^{2}}{4}\right)  \tag{73}\\
\mathcal{A}_{f^{*}}=\left\langle z^{f^{*}, T_{1}\left|z^{f^{*}, T_{1}}\right\rangle-1}\right. \tag{74}
\end{gather*}
$$

$\psi_{\Gamma}^{\text {sl }}$ is the boundary scaleless spin network state.
Proof.-This is a rearrangement of the vertex amplitude and edge amplitude compared to $(\mathrm{C} 1)-(\mathrm{C} 3)$. The difference between the vertex amplitude in (71) (or (C1) and (72) is a factorial factor. We first apply the identity,

$$
\begin{equation*}
\frac{1}{(M-1)!}=\frac{1}{2 \pi i} \oint_{|s|=r_{0}} \mathrm{~d} s \frac{e^{s}}{s^{M}}, \tag{75}
\end{equation*}
$$

to rewrite the vertex amplitude ( C 1 ) so that it is related to the SGF (70):

$$
\begin{align*}
\mathcal{S}_{\text {tet }}^{\text {cohe }\left\{z_{l}, \tilde{z}_{l}\right\}}(\mathbb{I}) & =\sum_{j_{1} \cdots j_{6}}\left(\prod_{n=1}^{4} \frac{1}{2 \pi i} \oint \mathrm{~d} s_{n} \frac{e^{s_{n}}}{s_{n}^{J_{n}+2}}\left(J_{n}+1\right)!\int_{\mathrm{SU}(2)} \mathrm{d} h_{n}\right) \\
& \times \prod_{l=1}^{6} \frac{1}{\left(2 j_{l}\right)!}\left[j_{l}, \tilde{z}_{l}\left|h_{t(l)}^{-1} h_{s(l)}\right| j_{l}, z_{l}\right\rangle . \tag{76}
\end{align*}
$$

Then we expand the exponential of the edge amplitude in (71)
$e^{\left.\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]}=\sum_{k_{1} \cdots k_{3} \in \mathbb{N} / 2} \prod_{l \in n} \frac{\left.\left\langle k_{l}, z_{l}^{s\left(e^{*}\right)}\right| k_{l}, z_{l}^{t\left(e^{*}\right)}\right]}{\left(2 k_{l}\right)!}$.
The spinor integration in the total amplitude expression will select $k_{l} \equiv j_{l}, \quad \forall l$ from (76) and (77), so we are safe to
redefine $J_{n}=\sum_{l \in n} k_{l}$. This moves the contour integral from the vertex amplitude to the edge amplitude, leaving the vertex amplitude purely given by the SGF. As such, each edge amplitude absorbs two contour integrals, one from the tetrahedron $s\left(e^{*}\right)$ and the other from $t\left(e^{*}\right)$, and is written as

$$
\begin{align*}
\mathcal{A}_{e^{*}}\left(\left\{z_{l}\right\}\right) & =\frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} s \oint \mathrm{~d} t \frac{e^{s+t}}{(s t)^{2}} \sum_{k_{1} \cdots k_{3} \in \mathbb{N} / 2} \prod_{l \in n} \frac{1}{(s t)^{k_{l}}} \frac{\left.\left\langle k_{l}, z_{l}^{s\left(e^{*}\right)}\right| k_{l}, z_{l}^{t\left(e^{*}\right)}\right]}{\left(2 k_{l}\right)!} \\
& \left.=\frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} s \oint \mathrm{~d} t \frac{1}{(s t)^{2}} e^{s+t+\frac{1}{\sqrt{s}}} \sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right] \\
& =\frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} s \oint \mathrm{~d} t \sum_{k, m, u \in \mathbb{N}} \frac{1}{k!m!u!} s^{\left.k-2-\frac{u}{2} t^{m-2-\frac{u}{2}}\left(\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]\right)^{u}} \\
& \left.=\sum_{k=0}^{\infty} \frac{1}{(k+1)!^{2}(2 k)!}\left(\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]\right)^{2 k} \\
& ={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left.\left(\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]\right)^{2}\right)}{4}\right), \tag{78}
\end{align*}
$$

thus, (73). We have used the identity $\left.\left\langle k_{l}, z_{l}^{s\left(e^{*}\right)}\right| k_{l}, z_{l}^{t\left(e^{*}\right)}\right] \equiv$ $\left.\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]^{2 k_{l}}$ to get the second line. To arrive at the fourth line, we have identified $u$ with $2 k-2$ and $m$ with $k$ followed with a change of variable $k \rightarrow k+1$ since $\frac{1}{2 \pi i} \oint \mathrm{~d} t t^{u}=1$ for $u=-1$ and zero otherwise.

To summarize, Proposition II. 1 is a regrouped version of (71). In order to have a simple vertex amplitude with a nice geometrical interpretation, the edge amplitude becomes more complicated. However, we will see in Sec. III B that this new edge amplitude also possesses a nice geometrical interpretation that is compatible with that of the new vertex amplitude (72).

## D. Topological invariance of the holomorphic blocks

The topological invariance of the new Ponzano-Regge state-integral formula can also be proven by performing the $2-3$ and 1-4 Pachner moves. To do this, one can either express the vertex amplitudes (72) into the explicit form as the generating function of the $\{6 j\}$ symbols (59) and then use the recursion relation of the $\{6 j\}$ symbols (32) and (33), or work on the spinors variables to prove the invariance of total amplitude under Pachner moves. The former approach is rather straightforward; hence, here we only illustrate the latter approach. We consider in this section the gluing of general three-cells through triangles and show that the resulting total amplitude after gluing is given by the boundary scaleless spin network state on the union boundary, which means that the state-integral model is
topological invariant. We will show it through three different types of gluing, which serve as the elementary steps to glue disjoint three-cells. The first type is to glue two three-cells through one triangle with no extra internal edge produced (Proposition II. 3). The second type is to glue two adjacent triangles sharing one edge on the boundary of one three-cell and produce one extra internal edge (Proposition II. 4). The third type is to glue two adjacent triangles sharing two edges on the boundary of one three-cell and produce two internal edges and one internal vertex (Proposition II. 5). The topological invariance of the Ponzano-Regge state-integral model, which can be directly derived by analyzing the total amplitude under a combination of these three types of gluing without changing the topological nature of the three-cell, is a natural conclusion (Corollary II. 6).

The scaleless spin network state for a three-valent graph can be expressed into a Gaussian integral [39,41]. Let us introduce an auxiliary spinor $\left|\xi_{n l}\right\rangle=\binom{\xi_{n}^{0}}{\xi_{n l}} \in \mathbb{C}^{2}$ attached to each half link $l$ incident to node $n$ with the same spinor measure $\mathrm{d} \mu\left(\xi_{n l}\right)=\frac{1}{\pi^{2}} \mathrm{~d} \xi_{n l}^{0} \mathrm{~d} \bar{\xi}_{n l}^{0} \mathrm{~d} \xi_{n l}^{1} \mathrm{~d} \bar{\xi}_{n l}^{1} e^{-\left\langle\xi_{n l} \mid \xi_{n l}\right\rangle}$. The dual auxiliary spinor is defined in the same way as $z$ 's; i.e., $\left.\mid \xi_{n l}\right]=\left(\begin{array}{c}-\vec{\xi}_{1}^{1} \\ \vec{\xi}_{n l}^{0 l} \\ n_{l}\end{array}\right)$. To unify the notation, we denote the new spinors at the source $s(l)$ and target $t(l)$ of a link $l$ as $\xi_{l}$ and $\tilde{\xi}_{l}$. Consider a general three-cell $\triangle$ whose boundary $\partial \triangle$ is made up by jointed triangles whose dual graph $(\partial \triangle)_{1}^{*}$ is a (closed) three-valent graph. The correspondent scaleless spin network state is [39]


(a)

(b)

FIG. 9. (a) Before the gluing of two three-cells $\triangle_{1}$ and $\triangle_{2}$ (visualized as three-balls) through identifying the left and right triangles (in thick, each visualized as a circle embedding in the corresponding two-sphere with three vertices on it). The links (in red), each dual to one edge of a triangle, are assigned spinor information. Fix the orientation of the links $l_{1,2,3}$ on the left triangle to be outgoing, the sources are assigned the spinors $z_{1,2,3}$ and the auxiliary spinors $\xi_{1,2,3}$ (not shown in the figure for clear visualization), and the targets are assigned the spinors $\tilde{z}_{1,2,3}$ and the auxiliary spinors $\tilde{\xi}_{1,2,3}$; also fix the orientation of the links $c_{1,2,3}$ on the right triangle to be incoming; the sources are assigned the spinors $w_{1,2,3}$ and the auxiliary spinors $\eta_{1,2,3}$ and the targets are assigned the spinors $\tilde{w}_{1,2,3}$ and the auxiliary spinors $\tilde{\eta}_{1,2,3}$ (not shown in the figure for clear visualization). (b) After gluing two three-cells $\triangle_{1}$ and $\triangle_{2}$ (visualized as a double bubble). The spinor information in the bulk is integrated out, and only the spinors on the union boundary $\partial\left(\triangle_{1} \cup \triangle_{2}\right)$ are left.

$$
\begin{align*}
\mathcal{S}_{(\partial \triangle)_{1}^{*}}^{\mathrm{sl}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)= & \int\left(\prod_{l} \mathrm{~d} \mu\left(\xi_{l}\right) \mathrm{d} \mu\left(\tilde{\xi}_{l}\right)\right) \\
& \times e^{\left.\sum_{l}\left\langle\xi_{l}\right| \tilde{\xi}_{l}\right]+\sum_{\alpha}\left[z _ { s ( \alpha ) } | z _ { t ( \alpha ) } \rangle \left[\xi_{s(\alpha)}\left|\xi_{t(\alpha)}\right\rangle\right.\right.}, \tag{79}
\end{align*}
$$

where $\alpha$ is the angle formed by two links $s(\alpha)$ and $t(\alpha)$ incident to a same node with the cyclic order $s(\alpha)<t(\alpha)$. We denote $\alpha \in n$ if $s(\alpha), t(\alpha) \in n$. Clearly, (79) contains a link term $e^{\left.\sum_{l}\left\langle\xi_{s}\right| \tilde{\xi}_{l}\right]}$ and an angle term $e^{\sum_{\alpha}\left[z_{s}(\alpha)\left|z_{t(\alpha)}\right\rangle \xi_{s(\alpha)} \mid \xi_{t(\alpha)}\right.}$.

(a)

Lemma II.2. Arbitrary gluing of three-cells through triangles can be separated into a sequence of the following three types of gluing:
(i) Type I: identifying three edges of two disjoint triangles, each on the boundary of one three-cell (Fig. 9(a)), whose result is one three-cell with no extra internal edges produced [Fig. 9(b)];
(ii) Type II: identifying the two remaining edges of two adjacent triangles sharing one edge on the boundary of one three-cell [Fig. 10(a)], whose result is one

(b)

FIG. 10. Gluing two adjacent triangles (in thick, each visualized as a semicircle and one edge connecting the two ends) sharing one edge $e$ on one continuous boundary (visualized as the boundary of a three-ball removing a lemon slice). (a) Before gluing: The left triangle is dual to a node with three links $l_{1,2,3}$ outgoing, while the right triangle is dual to the other node with three links $l_{1,4,5}$ incoming. For $l_{1}$, the source is assigned $z_{1}, \xi_{1}$ and the target is assigned $\tilde{w}_{1}, \tilde{\eta}_{1}$. For links $l_{2,3}$, the sources are assigned $z_{2,3}, \xi_{2,3}$, and the targets are assigned $\tilde{z}_{2,3}, \tilde{\xi}_{2,3}$. For links $l_{4,5}$, the source are assigned $w_{2,3}, \eta_{2,3}$, and the targets are assigned $\tilde{w}_{2,3}, \tilde{\eta}_{2,3}$. (Only part of the spinors are shown for clear visualization.) (b) After gluing: The shared edge $e$ becomes internal, and the other two edges from different triangles collapse (in thick). Spinor information in the bulk is integrated out, and only the spinors on the resulting boundary (as shown) are left.


FIG. 11. Gluing of the two adjacent triangles (in thick, each visualized as a semicircle and two edges incident to the origin of the threeball) sharing two edges on one continuous boundary (visualized as the boundary of a three-ball removing a solid cone). (a) Before gluing: The left triangle is dual to one node with three links $l_{1,2,3}$ outgoing, while the right triangle is dual to the other node with three links $l_{1,2,4}$ incoming. $s\left(l_{1}\right)$ [resp. $\left.t\left(l_{1}\right)\right]$ is assigned $z_{1}, \xi_{1}$ (resp. $\left.\tilde{w}_{1}, \tilde{\eta}_{1}\right), s\left(l_{2}\right)$ [resp. $\left.t\left(l_{2}\right)\right]$ is assigned $z_{2}, \xi_{2}$ (resp. $\left.\tilde{w}_{2}, \tilde{\eta}_{2}\right), s\left(l_{3}\right)$ [resp. $\left.t\left(l_{3}\right)\right]$ is assigned $z_{3}, \xi_{3}$ (resp. $\tilde{z}_{3}, \tilde{\xi}_{3}$ ), and $s\left(l_{4}\right)\left[\right.$ resp. $\left.t\left(l_{4}\right)\right]$ is assigned $\xi_{3}, \eta_{3}$ (resp. $\tilde{w}_{3}, \tilde{\eta}_{3}$ ). (only part of the spinors are shown for clear visualization). (b) After gluing: The shared edges become internal and one extra internal vertex (the origin of the three-ball) is created. The remaining edge from different triangles collapses and lives on the resulting boundary. Spinor information in the bulk is integrated out and only the spinors on the resulting boundary; i.e., $\tilde{z}_{3}, \tilde{\xi}_{3}$ and $w_{3}, \eta_{3}$, are left.
three-cell with one extra internal edge produced [Fig. 10(b)];
(iii) Type III: identifying the remaining edge of two adjacent triangles sharing two edges on the boundary of one three-cell [Fig. 11(a)], whose result is one three-cell with two extra internal edges and one internal vertex produced [Fig. 11(b)].
We consider separately these three types of gluing and analyze the total amplitude after gluing.

Proposition II.3. For gluing of Type I, the scaleless spin network states $\mathcal{S}_{\left(\partial \Delta_{1}\right)_{i}}^{\mathrm{sl}}, \mathcal{S}_{\left(\partial \Delta_{2}\right)_{i}^{*}}^{\mathrm{sl}}$ on the boundaries $\partial \triangle_{1}, \partial \triangle_{2}$ of two three-cells $\triangle_{1}, \triangle_{2}$ glued with an edge amplitude $\mathcal{A}_{e^{*}}^{\partial \Delta_{1} \cap \partial \Delta_{2}}$ in the form of (73) produces a scaleless spin network state $\mathcal{S}_{\left(\partial\left(\Delta_{1} \cup \Delta_{2}\right)\right)_{1}^{\text {s. }}}$ on the union boundary $\partial\left(\triangle_{1} \cup \triangle_{2}\right)$ after gluing. Using the spinor notation in Fig. 9 (also introduced in the proof), it is symbolically expressed as

$$
\begin{align*}
\mathcal{S}_{\left(\partial\left(\Delta_{1} \cup \Delta_{2}\right)\right)_{i}^{\mathrm{s}}}^{\mathrm{s}}= & \int\left(\prod_{l, c \in \partial \Delta_{\mathrm{I}} \cap \partial \Delta_{2}} \mathrm{~d} \mu\left(z_{l}\right) \mathrm{d} \mu\left(\tilde{w}_{c}\right)\right) \\
& \times \mathcal{S}_{\left(\partial \Delta_{1}\right)_{i}^{*}}^{\mathrm{sl}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right) \mathcal{A}_{e^{*}}^{\partial \Delta_{1} \cap \partial \Delta_{2}} \mathcal{S}_{\left(\partial \Delta_{2}\right)_{1}^{\mathrm{s}}}^{\mathrm{s}}\left(\left\{w_{c}, \tilde{w}_{c}\right\}\right) . \tag{80}
\end{align*}
$$

Proof.-Let us write explicitly, using the definition of the scaleless spin network state (79), the relevant part of the right-hand side of (80) in terms of the spinors on the two triangles to be glued [see Fig. 9(a)]. Denote the links in the $\operatorname{graph}\left(\partial \triangle_{1}\right)_{1}^{*}$ on the left three-cell as $l$ 's. For each link $l$, the source $s(l)$ [resp. target $t(l)]$ is assigned a spinor $z_{l}$ (resp. $\tilde{z}_{l}$ ) and an auxiliary spinor $\xi_{l}$ (resp. $\tilde{\xi}_{l}$ ). Also, denote the links in the graph $\left(\partial \triangle_{2}\right)_{1}^{*}$ on the right three-cell as $c$ 's. For each link $c$, the source $s(c)$ [resp. target $t(c)]$ is assigned a spinor $w_{c}$ (resp. $\tilde{w}_{c}$ ) and an auxiliary spinor $\eta_{c}$ (resp. $\tilde{\eta}_{c}$ ). With no loss of generality, we can fix the orientation of the relevant links. We fix that the links $l_{1}, l_{2}, l_{3}$ on the left triangle are outgoing from the node dual to the left triangle and $c_{1}, c_{2}, c_{3}$ are incoming toward the node dual to the right triangle. Let $\triangle_{1}$ be the source of the dual edge dual to the glued triangle and $\triangle_{2}$ the target. Then the edge amplitude for the gluing is

$$
\begin{aligned}
\mathcal{A}_{e^{*}}^{\partial \Delta_{1} \cap \partial \Delta_{2}} & ={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{l=1}^{3}\left\langle z_{l}\right| \tilde{w}_{l}\right]\right)^{2}}{4}\right) \\
& \left.=\sum_{k=0}^{\infty} \frac{1}{(k+1)!^{2}(2 k)!}\left(\sum_{e=1}^{3}\left\langle z_{l}\right| \tilde{w}_{l}\right]\right)^{2 k} .
\end{aligned}
$$

The right-hand side of (80) reads

$$
\begin{align*}
& \int\left(\prod_{l^{\prime}} \mathrm{d} \mu\left(\xi_{l^{\prime}}\right) \mathrm{d} \mu\left(\tilde{\xi}_{l^{\prime}}\right) \prod_{c^{\prime}} \mathrm{d} \mu\left(\eta_{c^{\prime}}\right) \mathrm{d} \mu\left(\tilde{\eta}_{c^{\prime}}\right)\right) e^{\left.\left.\sum_{l^{\prime}}\left\langle\xi_{l^{\prime}}\right| \tilde{\xi}_{l^{\prime}}\right]+\sum_{c^{\prime}}\left\langle\eta_{c^{\prime}}\right| \tilde{\eta}_{c^{\prime}}\right]+\sum_{\alpha^{\prime}}\left[z _ { s ( \alpha ^ { \prime } ) } | z _ { t ( \alpha ^ { \prime } ) } \rangle \left[\xi_{s\left(\alpha^{\prime}\right)}\left|\xi_{t\left(\alpha^{\prime}\right)}\right\rangle+\sum_{\beta^{\prime}}\left[w _ { s ( \beta ^ { \prime } ) } | w _ { t ( \beta ^ { \prime } ) } \rangle \left[\eta_{s\left(\beta^{\prime}\right)}\left|\eta_{t\left(\beta^{\prime}\right)}\right\rangle\right.\right.\right.\right.} \\
& \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(\xi_{l}\right) \mathrm{d} \mu\left(\tilde{\eta}_{l}\right)\right) e^{\left.\left.\sum_{l=1}^{3}\left(\left\langle\xi_{l}\right| \tilde{\xi}_{l}\right]+\left\langle\eta_{l}\right| \tilde{\eta}_{l}\right]\right)} \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(z_{l}\right) \mathrm{d} \mu\left(\tilde{w}_{l}\right)\right) \exp \left[\sum _ { \substack { l , l ^ { \prime } = 1 , 2 , 3 \\
l = l ^ { \prime } } } \left[z _ { l } | z _ { l ^ { \prime } } \rangle \left[\xi_{l}\left|\xi_{l^{\prime}}\right\rangle+\left[\tilde{w}_{l}\left|\tilde{w}_{l^{\prime}}\right\rangle\left[\tilde{\eta}_{l}\left|\tilde{\eta}_{l^{\prime}}\right\rangle\right]\right.\right.\right.\right. \\
& \left.\left(\sum_{q \in \mathbb{N}} \frac{1}{(q+1)!^{2}(2 q)!}\left(\sum_{l=1}^{3}\left\langle z_{l}\right| \tilde{w}_{l}\right]\right)^{2 q}\right) . \tag{81}
\end{align*}
$$

We have denoted the irrelevant part with primes in the first line. The second line is the part of $\mathcal{S}_{\partial \Delta_{1}}^{\mathrm{sl}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)$ and $\mathcal{S}_{\left(\partial \Delta_{2}\right)_{i}^{\mathrm{s}}}\left(\left\{w_{c}, \tilde{w}_{c}\right\}\right)$ relevant to the triangles to be glued, and the third line is the edge amplitude gluing $\Delta_{1}$ and $\Delta_{2}$. We first perform the spinor integration for $z_{1,2,3}$ and $\tilde{w}_{1,2,3}$.

Let us introduce the complex triples, following Bargmann's trick [41],

$$
\begin{array}{llll}
a=\left(z_{1}^{0}, z_{2}^{0}, z_{3}^{0}\right), & b=\left(z_{1}^{1}, z_{2}^{1}, z_{3}^{1}\right), & c=\left(\tilde{w}_{1}^{0}, \tilde{w}_{2}^{0}, \tilde{w}_{3}^{0}\right), & d=\left(\tilde{w}_{1}^{1}, \tilde{w}_{2}^{1}, \tilde{w}_{3}^{1}\right), \\
\alpha=\left(\xi_{1}^{0}, \xi_{2}^{0}, \xi_{3}^{0}\right), & \beta=\left(\xi_{1}^{1}, \xi_{2}^{1}, \xi_{3}^{1}\right), & \sigma=\left(\tilde{\eta}_{1}^{0}, \tilde{\eta}_{2}^{0}, \tilde{\eta}_{3}^{0}\right), & \rho=\left(\tilde{\eta}_{1}^{1}, \tilde{\eta}_{2}^{1}, \tilde{\eta}_{3}^{1}\right) . \tag{82}
\end{array}
$$

$\bar{a}=\left(\bar{a}_{1}, \bar{a}_{2}, \bar{a}_{3}\right)^{T}$ is the conjugate of $a$, and we denote the measure for the $a$ as $\mathrm{d} \mu_{3}(a)=\frac{1}{\pi^{3}} \mathrm{~d} a_{1} \mathrm{~d} \bar{a}_{1} \mathrm{~d} a_{2} \mathrm{~d} \bar{a}_{2} \mathrm{~d} a_{3} \mathrm{~d} \bar{a}_{3}$-likewise for $b, c, d, \alpha, \beta, \sigma, \rho$. For simplicity, we also denote $\Sigma=\alpha \times \beta=\left(\left[\xi_{2}\left|\xi_{3}\right\rangle,\left[\xi_{3}\left|\xi_{1}\right\rangle,\left[\xi_{1}\left|\xi_{2}\right\rangle\right)\right.\right.\right.$ and $\Lambda=\sigma \times \rho=$ ( $\left[\tilde{\eta}_{2}\left|\tilde{\eta}_{3}\right\rangle,\left[\tilde{\eta}_{3}\left|\tilde{\eta}_{1}\right\rangle,\left[\tilde{\eta}_{1}\left|\tilde{\eta}_{2}\right\rangle\right.\right.\right.$. We then arrange them in the matrices:

$$
A=\left(\begin{array}{ccc}
\Sigma_{1} & \Sigma_{2} & \Sigma_{3}  \tag{83}\\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right), \quad B=\left(\begin{array}{ccc}
\Lambda_{1} & \Lambda_{2} & \Lambda_{3} \\
c_{1} & c_{2} & c_{3} \\
d_{1} & d_{2} & d_{3}
\end{array}\right), \quad \Gamma=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right) .
$$

One can thus rewrite the integral of $z_{1,2,3}$ and $\tilde{w}_{1,2,3}$ in the second and third lines of (81) in a compact way:

$$
\begin{align*}
& \frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} t \oint \mathrm{~d} s \frac{e^{s+t}}{(s t)^{2}} \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(z_{l}\right) \mathrm{d} \mu\left(\tilde{w}_{l}\right)\right) e^{\operatorname{det} A+\operatorname{det} B+\frac{1}{\sqrt{s} t} \mathrm{~T}\left(A^{\dagger} \Gamma \bar{B}\right)} \\
& \quad=\frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} t \oint \mathrm{~d} s \frac{e^{s+t}}{(s t)^{2}} \int \mathrm{~d} \mu_{3}(a) \mathrm{d} \mu_{3}(b) \mathrm{d} \mu_{3}(c) \mathrm{d} \mu_{3}(d) e^{-\bar{a} \cdot a-\bar{b} \cdot b-\bar{c} \cdot c-\bar{d} \cdot d} e^{(\Sigma \times b) \cdot a+(\Lambda \times d) \cdot c} e^{\frac{1}{\sqrt{s}}(\bar{b} \cdot \bar{c}-\bar{a} \cdot \bar{d})} \tag{84}
\end{align*}
$$

where we have used the contour integral expression for the inverse Gamma function $\frac{1}{(q+1)!}=\frac{1}{2 \pi i} \oint \mathrm{~d} t \frac{e^{t}}{t^{q}+2}$. One can calculate this Gaussian integral for $a, b, c, d$ one by one. Note that given a complex $n$-ple $\mathbf{v}$ and a complex $n \times n$ matrix $A$ whose Hermitian part is positive definite, one has the Gaussian integral

$$
\begin{equation*}
\int \mathrm{d} \mu_{n}(\mathbf{v}) e^{-\overline{\mathbf{r}} \cdot A \mathbf{v}+\mathbf{u} \cdot \mathbf{v}+\mathbf{u}^{\prime} \cdot \overline{\mathbf{v}}}=\operatorname{det} A^{-1} e^{\mathbf{u} \cdot A^{-1} \mathbf{u}^{\prime}}, \tag{85}
\end{equation*}
$$

where $\mathbf{u}$ and $\mathbf{u}^{\prime}$ are independent $n$-ples.
After integrating out $a, b, c$, one can use (85) to perform the remaining integral for $d$ :

$$
\begin{align*}
\int \mathrm{d} \mu_{3}(d) e^{-\bar{d} \cdot d} e^{\frac{1}{s}(\Lambda \times \bar{d}) \cdot(\Sigma \times d)} & =\int \mathrm{d} \mu_{3}(d) e^{\bar{d} \cdot\left(\mathbb{I}-\frac{M}{s}\right) d} \\
& =\frac{1}{\operatorname{det}\left(\mathbb{I}-\frac{\mathrm{M}}{s t}\right)}=\frac{1}{\left(1-\frac{\Lambda \cdot E}{s t}\right)^{2}}, \tag{86}
\end{align*}
$$

where the matrix $\mathbf{M}$ has entries

$$
\begin{equation*}
\mathbf{M}_{i j}=(\Lambda \cdot \Sigma) \delta_{i j}-\Lambda_{i} \Sigma_{j}, i, \quad j=1,2,3 \tag{87}
\end{equation*}
$$

so that $\bar{d} \cdot \mathbf{M} d=(\Lambda \cdot \Sigma)(\bar{d} \cdot d)-(\Lambda \cdot d)(\Sigma \cdot \bar{d})=(\Lambda \times \bar{d})$. $(\Sigma \times d)$. The explicit form of $\Lambda \cdot \Sigma$ is

$$
\begin{align*}
\Lambda \cdot \Sigma & =(\alpha \times \beta) \cdot(\sigma \times \rho)=(\alpha \cdot \sigma)(\beta \cdot \rho)-(\alpha \cdot \rho)(\beta \cdot \sigma) \\
& =\left[\xi _ { 1 } | \xi _ { 2 } \rangle \left[\tilde{\eta}_{1}\left|\tilde{\eta}_{2}\right\rangle+\left[\xi _ { 2 } | \xi _ { 3 } \rangle \left[\tilde{\eta}_{2}\left|\tilde{\eta}_{3}\right\rangle+\left[\xi_{3}\left|\xi_{1}\right\rangle\left\langle\tilde{\eta}_{3} \mid \tilde{\eta}_{1}\right\rangle .\right.\right.\right.\right.\right. \tag{88}
\end{align*}
$$

Now we perform the counter integral to complete the integration in (84):

$$
\begin{align*}
& \frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} t \oint \mathrm{~d} s \frac{e^{s+t}}{(s t)^{2}} \frac{1}{\left(1-\frac{\Lambda \cdot \Sigma}{s t}\right)^{2}} \\
& =\frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} t \oint \mathrm{~d} s \sum_{m, u, k=0}^{\infty} \frac{k+1}{m!u!} \frac{s^{m} t^{u}}{s^{2} t^{2}}\left(\frac{\Lambda \cdot \Sigma}{s t}\right)^{k} \\
& =\sum_{k=0}^{\infty} \frac{1}{k!(k+1)!}(\Lambda \cdot \Sigma)^{k} \\
& =C_{1}(\Lambda \cdot \Sigma) \tag{89}
\end{align*}
$$

where $C_{1}(z)$ is the Bessel-Clifford function of order one.
A Bessel-Clifford function of order $m$ expands as $C_{m}(x):=\sum_{k=0}^{\infty} \frac{x^{k}}{k!(k+m)!}$. The explicit form (88) of $\Lambda \cdot \Sigma$ allows us to express $C_{1}(\Lambda \cdot \Sigma)$ into an $\mathrm{SU}(2)$ integral by the following beautiful identity [39]:

$$
\begin{align*}
\int_{\mathrm{SU}(2)} \mathrm{d} g e^{\sum_{i}\left[z_{i}|g| \tilde{z}_{i}\right\rangle} & =\sum_{k=0}^{\infty} \frac{1}{k!(k+1)!}\left(\sum _ { i < j } \left[z_{i}\left|z_{j}\right\rangle\left[\tilde{z}_{i}\left|\tilde{z}_{j}\right\rangle\right)^{k},\right.\right. \\
& \forall z_{i}, \quad \tilde{z}_{i} \in \mathbb{C}^{2} \tag{90}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
C_{1}(\Lambda \cdot \Sigma)=\int_{\mathrm{SU}(2)} \mathrm{d} g e^{\sum_{l=1}^{3}\left[\xi_{l}|g| \tilde{\eta}_{l}\right\rangle} \tag{91}
\end{equation*}
$$

We next combine this result with the integral of the auxiliary spinors in the second line of (81). It is straightforward to calculate that

$$
\begin{align*}
& \int_{\mathrm{SU}(2)} \mathrm{d} g \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(\xi_{l}\right) \mathrm{d} \mu\left(\tilde{\eta}_{l}\right)\right) e^{\left.\left.\sum_{l=1}^{3}\left(\left\langle\eta_{l}\right| \tilde{\eta}_{l}\right]+\left[\tilde{\eta}_{l}|g| \tilde{\xi}_{l}\right\rangle+\left\langle\xi_{l}\right| \tilde{\xi}_{l}\right]\right)} \\
& \quad=\int_{\mathrm{SU}(2)} \mathrm{d} g e^{\left.\sum_{l=1}^{3}\left\langle\eta_{l}\right| g \mid \tilde{\xi}_{l}\right] .} \tag{92}
\end{align*}
$$

Finally, one performs the $\mathrm{SU}(2)$ transformation with $g$ on all the auxiliary spinors $\left(\xi_{l}, \tilde{\xi}_{l}\right) \rightarrow\left(g \xi_{l}, g \tilde{\xi}_{l}\right)$ from $\triangle_{1}$, which preserves the inner products $\left.\left\langle\xi_{l^{\prime}}\right| \tilde{\xi}_{l^{\prime}}\right]$ and $\left[\xi_{s\left(\alpha^{\prime}\right)}\left|\xi_{t\left(\alpha^{\prime}\right)}\right\rangle\right.$ of the irrelevant auxiliary spinors [see the first line of (81)]. Thanks to the $\mathrm{SU}(2)$-invariant property of the spinor Haar measure, one can rewrite (92) into $\int_{\mathrm{SU}(2)} \mathrm{d} g e^{\left.\sum_{l=1}^{3}\left\langle\eta_{l}\right| \tilde{\xi}_{j}\right]}=e^{\sum_{l=1}^{3}\left\langle\eta_{l}\left[\tilde{\xi}_{l}\right]\right.}$, which is exactly the link term for a general scaleless spin network state [see (79) and Fig. 9(b)]. Combining this result with the irrelevant part in the first line of (81), one arrives at a scaleless spin network state $\mathcal{S}_{\left(\partial\left(\Delta_{1} \cup \Delta_{2}\right)\right)_{1}^{*}}^{\mathrm{sl}}$ on the union boundary $\partial\left(\triangle_{1} \cup \triangle_{2}\right)$ after gluing.

Proposition II.4. For gluing of Type II, the scaleless spin network state $\mathcal{S}_{(\partial \Delta)_{1}^{*}}^{\mathrm{sl}}$ on the boundary $\partial \triangle$ of a three-cell $\triangle$ glued with an edge amplitude $\mathcal{A}_{e^{*}}^{t \cap t_{2}=e}$ of the form (73), which is for two adjacent triangles $t_{1}, t_{2} \in \partial \triangle$ sharing one edge $e$, and a face amplitude $\mathcal{A}_{f^{*}}^{e}$, which is for the shared
edge $e$, produces a scaleless spin network state $\mathcal{S}_{\left(\partial \Delta^{\prime}\right)_{1}^{*}}^{\mathrm{sl}}$ on the resulting three-cell boundary $\partial \triangle^{\prime}$. It is symbolically expressed as

$$
\begin{equation*}
\mathcal{S}_{\left(\partial \Delta^{\prime}\right)_{1}^{*}}^{\mathrm{sl}}=\int\left(\prod_{e \in t_{1} \cup t_{2}} \mathrm{~d} \mu\left(z_{l}\right)\right) \mathcal{S}_{(\partial \Delta)_{1}^{*}}^{\mathrm{sl}} \mathcal{A}_{e^{*}}^{t_{1} \cap t_{2}=e} \mathcal{A}_{f^{*}}^{e} \tag{93}
\end{equation*}
$$

Proof.-Before gluing, the three-cell boundary $\partial \triangle$ and the dual graph are as shown in Fig. 10(a). The right-hand side of (93) reads (we again denote the irrelevant part with primes)

$$
\begin{align*}
& \int\left(\prod_{l^{\prime}} \mathrm{d} \mu\left(\xi_{l^{\prime}}\right) \prod_{l^{\prime}} \mathrm{d} \mu\left(\tilde{\xi}_{l^{\prime}}\right)\right) e^{\left.\sum_{l^{\prime}}\left\langle\xi_{l}\right| \tilde{\xi}_{l^{\prime}}\right]+\sum_{\alpha^{\prime}}\left[z_{s\left(\alpha^{\prime}\right)} \mid z_{t\left(\alpha^{\prime}\right)}\right)\left\langle\xi_{s\left(\alpha^{\prime}\right)} \mid \xi_{t\left(\alpha^{\prime}\right)}\right\rangle} \\
& \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(\xi_{l}\right) \mathrm{d} \mu\left(\tilde{\eta}_{l}\right)\right) e^{\left.\left.\left.\left\langle\xi_{1}\right| \tilde{\eta}_{1}\right]+\sum_{l=1}\left(\left\langle\xi_{l}\right| \tilde{\xi}_{l}\right]+\left\langle\eta_{l}\right| \tilde{\eta}_{l}\right]\right)} \\
& \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(z_{l}\right) \mathrm{d} \mu\left(\tilde{w}_{l}\right)\right) \exp \left[\sum _ { \substack { l , l ^ { \prime } = 1 , 2 , 3 \\
l l ^ { \prime } } } \left[z _ { l } | z _ { l ^ { \prime } } \rangle \left[\xi_{l}\left|\xi_{l^{\prime}}\right\rangle\right.\right.\right. \\
& +\left[\tilde{w}_{l}\left|\tilde{w}_{l^{\prime}}\right\rangle\left[\tilde{\eta}_{l}\left|\tilde{\eta}_{l^{\prime}}\right\rangle\right]\right. \\
& \left.\left(\sum_{q \in \mathbb{N}} \frac{1}{(q+1)!^{2}(2 q)!}\left(\sum_{l=1}^{3}\left\langle z_{l}\right| \tilde{w}_{l}\right]\right)^{2 q}\right)\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right) \tag{94}
\end{align*}
$$

With no loss of generality, we have fixed the half links incident to the left node to be outgoing and denote the spinors and auxiliary spinors on these half links to be $z_{1,2,3}$ and $\xi_{1,2,3}$, respectively, and fixed the half links incident to the right node to be incoming and denote the spinors and auxiliary spinors on these half links to be $\tilde{w}_{1,2,3}$ and $\tilde{\eta}_{1,2,3}$, respectively. The difference of the relevant integral in (94) (the last three lines) from that in (81) are the terms $e^{\left.\left\langle\xi_{1}\right| \tilde{\eta}_{1}\right]}$, since the two auxiliary spinors $\xi_{1}$ and $\tilde{\eta}_{1}$ are from the same link $l_{1}$, and $\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right)$, which is the face amplitude on edge $e$ given that the left node is chosen to be the base node.

We now claim that the face amplitude $\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right)$ can be replaced by $\left(\left\langle\xi_{1} \mid \xi_{1}\right\rangle-1\right)$ without changing the amplitude. To prove that, we first rewrite $e^{\left.\left\langle\xi_{1}\right| \tilde{\eta}_{1}\right]}$ by introducing two intermediate spinor integrals,

$$
\begin{equation*}
e^{\left.\left\langle\xi_{1}\right| \tilde{\eta}_{1}\right]}=\int \mathrm{d} \mu\left(\tilde{\xi}_{1}\right) \mathrm{d} \mu\left(\eta_{1}\right) e^{\left.\left.\left\langle\xi_{1}\right| \tilde{\xi}_{1}\right]+\left\langle\eta_{1}\right| \tilde{\eta}_{1}\right]} e^{\left[\tilde{\xi}_{1}\left|\eta_{1}\right\rangle\right.} \tag{95}
\end{equation*}
$$

so that the second line in (94) can be expressed in a symmetric way:

$$
\begin{align*}
& \int \mathrm{d} \mu\left(\tilde{\xi}_{1}\right) \mathrm{d} \mu\left(\eta_{1}\right) e^{\left[\tilde{\xi}_{1}\left|\eta_{1}\right\rangle\right.} \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(\xi_{l}\right) \mathrm{d} \mu\left(\tilde{\eta}_{l}\right)\right) \\
& \quad \times e^{\left.\left.\sum_{l=1}^{3}\left(\left\langle\xi_{l}\right| \tilde{\xi}_{l}\right]+\left\langle\eta_{l}\right| \tilde{\eta}_{l}\right]\right)} \tag{96}
\end{align*}
$$

We next notice for the edge amplitude that each term of the summation is a homogenous holomorphic polynomial of spinors $z_{1,2,3}$ and $\tilde{w}_{1,2,3}$ of order $2 q$. Each term of order $2 q$ can survive under the spinor integration only by matching with a homogenous antiholomorphic polynomial of spinors $z_{1,2,3}$ and $\tilde{w}_{1,2,3}$ of order $2 q$. This means we can safely move the term $\sum_{q \in \mathbb{N}} \frac{1}{(q+1)!^{2}}$ from the last line of (94) to the third line, and then the last two lines become

$$
\begin{align*}
& \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(z_{l}\right) \mathrm{d} \mu\left(\tilde{w}_{l}\right)\right) \sum_{k \in \mathbb{N}} \frac{1}{k!}\left(\sum _ { \substack { l , l ^ { \prime } = 1 , 2 , 3 \\
l l ^ { \prime } } } \left[z _ { l } | z _ { l ^ { \prime } } \rangle \left[\xi_{l}\left|\xi_{l^{\prime}}\right\rangle+\left[\tilde{w}_{l}\left|\tilde{w}_{l^{\prime}}\right\rangle\left[\tilde{n}_{l}\left|\tilde{\eta}_{l^{\prime}}\right\rangle\right)^{k} \delta_{k, 2 q}\left(\sum_{q \in \mathbb{N}} \frac{1}{(q+1)!^{2}(2 q)!}\left(\sum_{l=1}^{3}\left\langle z_{l}\right| \tilde{w}_{l}\right]\right)^{2 q}\right)\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right)\right.\right.\right. \\
& =\int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(z_{l}\right) \mathrm{d} \mu\left(\tilde{w}_{l}\right)\right) \sum_{q \in \mathbb{N}} \frac{1}{(q+1)!^{2}(2 q)!}\left(\sum _ { \substack { l , l ^ { \prime } = 1 , 2 , 3 \\
l < l ^ { \prime } , 3 } } \left[z _ { l } | z _ { l ^ { \prime } } \rangle \left[\xi_{l}\left|\xi_{l^{\prime}}\right\rangle+\left[\tilde{w}_{l}\left|\tilde{w}_{l^{\prime}}\right\rangle\left[\tilde{\eta}_{l}\left|\tilde{\eta}_{l^{\prime}}\right\rangle\right)^{2 q} e^{\left.\sum_{l=1}^{3}\left\langle z_{l}\right| \tilde{w}_{l}\right]}\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right)\right.\right.\right.\right. \tag{97}
\end{align*}
$$

Now the third line in (97) is a summation of homogenous holomorphic polynomial of the auxiliary spinors $\xi_{1,2,3}$ and $\tilde{\eta}_{1,2,3}$, each of order $2 q$. For the same reason, one can further move the term $\sum_{q \in \mathbb{N}} \frac{1}{(q+1)!^{2}}$ to the second line of (94). We also separate $z_{l}$ and $\tilde{w}_{l}$ in the last line of (97) by adding six intermediate spinor integral over $\tilde{z}_{1,2,3}$ and $w_{1,2,3}$. As a result, the last three lines of (94) can be rewritten as

$$
\begin{align*}
& \left.\left.\int \mathrm{d} \mu\left(\tilde{\xi}_{1}\right) \mathrm{d} \mu\left(\eta_{1}\right) e^{\left[\tilde{\xi}_{1}\left|\eta_{l}\right\rangle\right.} \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(\xi_{l}\right) \mathrm{d} \mu\left(\tilde{\eta}_{l}\right)\right) \sum_{q \in \mathbb{N}} \frac{1}{(q+1)!^{2}(2 q)!}\left(\sum_{e=1}^{3}\left(\left\langle\xi_{l}\right| \tilde{\xi}_{l}\right]+\left\langle\eta_{l}\right| \tilde{\eta}_{l}\right]\right)\right)^{2 q} \\
& \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(z_{l}\right) \mathrm{d} \mu\left(\tilde{w}_{l}\right)\right) \exp \left[\sum _ { l l l ^ { \prime } = | ^ { 2 } , 3 } \left[z _ { l } | z _ { l } \rangle \left[\xi_{l}\left|\xi_{l}\right\rangle+\left[\tilde{w}_{l}\left|\tilde{w}_{l}\right\rangle\left\langle\tilde{\eta}_{l} \mid \tilde{\tilde{l}}_{l}\right\rangle\right]\right.\right.\right. \\
& \int\left(\prod_{l=1}^{3} \mathrm{~d} \mu\left(\tilde{z}_{l}\right) \mathrm{d} \mu\left(w_{l}\right)\right) e^{\sum_{l=1}^{3}\left[\tilde{z}^{2}\left|w_{l}\right\rangle\right.} e^{\left.\left.\sum_{l=1}^{3}\left\langle z_{l}\right| \tilde{z}_{l}\right]+\left\langle w_{3}\right| \tilde{w}_{l}\right]}\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right) . \tag{98}
\end{align*}
$$

We now realize from comparing (98) and the last three lines of (94) that $\xi_{1,2,3}$ and $z_{1,2,3}$ take the exchanged expressions. This means one can simply replace the face amplitude $\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right)$ in (94) with $\left(\left\langle\xi_{1} \mid \xi_{1}\right\rangle-1\right)$ without changing the total amplitude. This allows us to use the same Bargmann's trick as in (82)-(89) as well as the identity (91) so that the last three lines of (94) arrive at

$$
\begin{align*}
& \int \mathrm{d} \mu\left(\tilde{\xi}_{1}\right) \mathrm{d} \mu\left(\eta_{1}\right) \mathrm{d} \mu\left(\xi_{1}\right) e^{\left[\tilde{\xi}_{1}\left|\eta_{1}\right\rangle\right.} \int_{\mathrm{SU}(2)} \mathrm{d} g e^{\left.\left\langle\xi_{1}\right| \tilde{\xi}_{1}\right]+\left\langle\eta_{1}\right| g\left|\xi_{1}\right\rangle} e^{\left.\left.\left\langle\eta_{2}\right| g \mid \tilde{\xi}_{2}\right]+\left\langle\eta_{3}\right| g \mid \tilde{\xi}_{3}\right]}\left(\left\langle\xi_{1} \mid \xi_{1}\right\rangle-1\right) \\
& =\int_{\mathrm{SU}(2)} \mathrm{d} g \int \mathrm{~d} \mu\left(\xi_{1}\right)\left(\left\langle\xi_{1} \mid \xi_{1}\right\rangle-1\right) e^{\left\langle\xi_{1}\right| g\left|\xi_{1}\right\rangle} e^{\left.\left.\left\langle\eta_{2}\right| g \mid \tilde{\xi}_{2}\right]+\left\langle\eta_{3}\right| g \mid \tilde{\xi}_{3}\right]} \\
& =\int_{\mathrm{SU}(2)} \mathrm{d} g \delta(g) e^{\left.\left.\left\langle\eta_{2}\right| g \mid \tilde{\xi}_{2}\right]+\left\langle\eta_{3}\right| g \mid \tilde{\xi}_{3}\right]} \\
& =e^{\left.\left.\left\langle\eta_{2}\right| \tilde{\xi}_{2}\right]+\left\langle\eta_{3}\right| \tilde{\xi}_{3}\right]} \tag{99}
\end{align*}
$$

which is the link term for a general scaleless spin network state. To arrive at the third line of (99), we have used the identity for delta distribution on $\mathrm{SU}(2)$

$$
\begin{equation*}
\delta(g)=\int \mathrm{d} \mu(z)(\langle z \mid z\rangle-1) e^{\langle z| g|z\rangle} \tag{100}
\end{equation*}
$$

Combining the result of (99) and the irrelevant part in the first line of (94), one arrives at a scaleless spin network state $\mathcal{S}_{\left(\partial \Delta^{\prime}\right)_{1}^{*}}^{\mathrm{sl}}$ on the three-cell boundary $\partial \Delta^{\prime}$ after gluing.

Define a function of the face amplitude, which is defined with the spinor $z$ sitting on the base node, as

$$
\begin{equation*}
G\left(\mathcal{A}_{f^{*}}(z)\right):=e^{-\left(1+\mathcal{A}_{f^{*}}(z)\right)}=e^{-\langle z \mid z\rangle} \tag{101}
\end{equation*}
$$

We then have the following proposition.
Proposition II.5. For gluing of Type III, the scaleless spin network state $\mathcal{S}_{(\partial \triangle)_{1}^{*}}^{\mathrm{sl}}$ on the boundary $\partial \triangle$ of a three-cell $\triangle$ glued with an edge amplitude $\mathcal{A}_{e^{*}}^{t_{1} \cap t_{2}=\left\{e_{1}, e_{2}\right\}}$ in the form of (73), which is for two adjacent triangles $t_{1}, t_{2} \in \partial \triangle$ sharing two edges $e_{1}, e_{2}$, a face amplitude $\mathcal{A}_{f^{*}}^{e_{1}}$ in the form of (74), which is for one of the shared edge $e_{1}$, and the function $G\left(\mathcal{A}_{f^{*}}^{e_{2}}\right)$ of the face amplitude for the other shared edge $e_{2}$ in the form of (126), produces a scaleless spin network state
$\mathcal{S}_{\left(\partial \Delta^{\prime}\right)_{1}^{*}}^{\mathrm{sl}}$ on the resulting three-cell boundary $\partial \triangle^{\prime}$. It is symbolically expressed as

$$
\begin{equation*}
\mathcal{S}_{\left(\partial \Delta^{\prime}\right)_{1}^{*}}^{\mathrm{sl}}=\int\left(\prod_{l \bar{\in} t_{1} \cup t_{2}} \mathrm{~d} \mu\left(z_{l}\right)\right) \mathcal{S}_{(\partial \Delta)_{1}^{*}}^{\mathrm{sl}} \mathcal{A}_{e^{*}}^{t_{1} \cap t_{2}=\left\{e_{1}, e_{2}\right\}} \mathcal{A}_{f^{*}}^{e_{1}} G\left(\mathcal{A}_{f^{*}}^{e_{2}}\right), \tag{102}
\end{equation*}
$$

where the $l \tilde{\in} t_{1} \cup t_{2}$ denotes that the integral is for all the spinors on (the dual node of) the two triangles $t_{1}$ and $t_{2}$ except the one defining the face amplitude $\mathcal{A}_{f^{*}}^{e_{2}}$.

Proof.-This gluing can be visualized as collapsing a cone into a triangle bounded with two edges connecting the apex and two points on the base circle, as shown in Fig. 11(a). With no loss of generality, we again consider half links associated to one of the nodes [the left one in Fig. 11(a)] are outgoing and are assigned the spinors $z_{1,2,3}$, and half links associated to the other node are incoming and are assigned spinors $\tilde{w}_{1,2,3}$. With this setting, it is not hard to get a similar expression for the relevant part of the righthand side of (102) as in (99) after integrating out $z_{1,2,3}$, $\tilde{w}_{1,2,3}$ and other auxiliary spinors. We choose the two (function of) face amplitudes to be

$$
\begin{equation*}
\mathcal{A}_{f^{*}}^{e_{1}}\left(z_{1}\right)=\left\langle z_{1} \mid z_{1}\right\rangle-1, \quad G\left(\mathcal{A}_{f^{*}}^{e_{2}}\left(z_{2}\right)\right)=e^{-\left\langle z_{2} \mid z_{2}\right\rangle} . \tag{103}
\end{equation*}
$$

The same analysis as in the proofs of Proposition II. 3 and II. 4 leads the simple expression of the right-hand side of (102) [we use here the spinors $z_{1,2}$ instead of the auxiliary spinors $\xi_{1,2}$ as in (99), which does not change the final result]:

$$
\begin{align*}
& \int_{\mathrm{SU}(2)} \mathrm{d} g \int \mathrm{~d} \mu\left(z_{1}\right)\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right) e^{\left\langle z_{1}\right| g\left|z_{1}\right\rangle} e^{\left\langle z_{2}\right| g\left|z_{2}\right\rangle-\left\langle z_{2} \mid z_{2}\right\rangle} e^{\left.\left\langle\eta_{4}\right| g \mid \tilde{\xi}_{3}\right]} \\
& =\int_{\mathrm{SU}(2)} \mathrm{d} g \delta(g) e^{\left\langle z_{2}\right| g\left|z_{2}\right\rangle-\left\langle z_{2} \mid z_{2}\right\rangle} e^{\left.\left\langle\eta_{4}\right| \tilde{\xi}_{3}\right]} \\
& =e^{\left.\left\langle\eta_{4}\right| \tilde{F}_{3}\right]} \tag{104}
\end{align*}
$$

The result is again the link term for the general scaleless spin network state. Together with the irrelevant part of the righthand side of (102), we arrive at the scaleless spin network state for the three-cell boundary after gluing and thus, the left-hand side of (102).

Note that (102) is a finite equation because we did not perform the integration over $z_{2}$. The dependence of the final result on $z_{2}$ is removed simply by $\delta(g)$. If one replaces $G\left(\mathcal{A}_{f^{*}}^{e_{2}}\right)$ by $\mathcal{A}_{f^{*}}^{e_{2}}\left(z_{2}\right)$ and further integrate $z_{2}$ on the right-hand side, one gets a delta distribution of $\mathrm{SU}(2)$ group evaluated on the identity on the left-hand side; i.e.,

$$
\begin{align*}
\mathcal{S}_{\left(\partial \Delta^{\prime}\right)_{1}^{*}}^{\mathrm{sl}} \delta_{\mathrm{SU}(2)}(\mathbb{I})= & \int\left(\prod_{l \in t_{1} \cup t_{2}} \mathrm{~d} \mu\left(z_{l}\right)\right) \\
& \times \mathcal{S}_{(\partial \Delta)_{1}^{\mathrm{sl}}}^{\mathrm{sl}} \cdot \mathcal{A}_{e^{*}}^{t_{1} \cap t_{2}=\left\{e_{1}, e_{2}\right\}} \cdot \mathcal{A}_{f^{*}}^{e_{1}} \cdot \mathcal{A}_{f^{*}}^{e_{2}}, \tag{105}
\end{align*}
$$

which diverges, and the divergence corresponds to the translational symmetry of the extra internal vertex produced after gluing as in the original Ponzano-Regge state sum model $[19,56]$. In the state sum model, this divergence can be eliminated by fixing the spin (thus, edge length, say $\ell_{l}$, of one internal edge incident to this internal vertex. In a similar spirit, (102) can be viewed as the gauge-fixing version of (105), which fixes one spinor $z_{2}$ in the bulk. Another way of gauge fixing is to gauge fix (the norm of) the inner product $\left|\left[z_{1}\left|z_{2}\right\rangle \mid\right.\right.$ of the two spinors $z_{1}, z_{2}$ used to define the face amplitude $\mathcal{A}_{f^{*}}^{e_{1}}$ and $\mathcal{A}_{f^{*}}^{e_{2}}$, which encodes the angle information of the triangle dual to the node that $z_{1}, z_{2}$ lives on (see Sec. III A below). This can be seen by rewriting $\delta_{\mathrm{SU}(2)}(\mathbb{I})$ in terms of $\left|\left[z_{1}\left|z_{2}\right\rangle \mid\right.\right.$ as

$$
\begin{align*}
\delta_{\mathrm{SU}(2)}(\mathbb{I}) & =\int_{\mathrm{SU}(2)} \mathrm{d} g \int \mathrm{~d} \mu\left(z_{1}\right) \mathrm{d} \mu\left(z_{2}\right)\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right)\left(\left\langle z_{2} \mid z_{2}\right\rangle-1\right) e^{\left\langle z_{1}\right| g\left|z_{1}\right\rangle} e^{\left\langle z_{2}\right| g\left|z_{2}\right\rangle} \\
& =\int \mathrm{d} \mu\left(z_{1}\right) \mathrm{d} \mu\left(z_{2}\right)\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right)\left(\left\langle z_{2} \mid z_{2}\right\rangle-1\right) e^{\left.\left|\left|z_{1}\right| z_{2}\right\rangle\right|^{2}} . \tag{106}
\end{align*}
$$

One can straightforwardly conclude from Lemma II. 2 and Proposition II. 3, II. 4, II. 5 the following corollary.

Corollary II. 6 The Ponzano-Regge state-integral formula given in Proposition II. 1 is topological invariant. This means the total amplitude is independent of the bulk configuration and is equal to the boundary scaleless spin network state upon gauge fixings, one for each internal vertex.

In particular, in the 2-3 Pachner move, the gluing of two tetrahedra is of Type I ; the gluing of three tetrahedra includes three steps, two of which are of Type I, and the other is of Type II. In the 1-4 Pachner move, the gluing of four tetrahedra includes six steps, three of which are of Type I, two of which are of Type II, and the remaining one is of Type III.

## IV. GEOMETRIC INTERPRETATION OF THE STATE INTEGRAL

Spins are geometrically interpreted as lengths; thus, the geometrical meaning of the original Ponzano-Regge state sum is rather simple as reviewed above. In contrast, the geometrical interpretation of spinors, or the inner product of spinors, which are used in the new Ponzano-Regge state integral described in Proposition II. 1, is not as apparent. To understand what the new model describes about the geometry, we analyze in this section separately the geometrical information of the tetrahedron described by the new vertex amplitude and that of the gluing process described by the new edge amplitude. This will also unravel the geometry described by the boundary state $\psi_{\Gamma}^{\text {sl }}$ in the dependence of the total amplitude and hint at the correspondence boundary condition in the classical counterpart.

## A. Poles of the $\left\{12 z^{\times 2}\right\}$ symbol

In this subsection, we come back to the tetrahedron graph and look into the geometrical interpretation of the SGF. To this end, we rewrite the SGF in terms of the new variables, namely the angle couplings and the link couplings. They are both invariant under the $\operatorname{SL}(2, \mathbb{C})$ gauge transformation of spinors, and the latter is further invariant under the antiscale transformation [see (68)], thus forming a minimum set of variables.

At first glance, since the SGF encodes the summation of spins, which geometrically represent lengths of the oneskeleton of a tetrahedron, the length information is expected to be washed out, and it leaves the rest of the geometrical information, thus angles. Angle information of a tetrahedron includes internal angles of triangles (called internal angles for short) on the boundary of the tetrahedron, and the dihedral angles between each pair of triangles. We will find, by taking the large $j$ limit of the $\{6 j\}$ symbols, that these angle information are exactly stored in the norms and phases of the six independent link couplings.

On the other hand, while the angle couplings contain redundant degrees of freedom in the SGF, it will become important when we describe the geometrical interpretation of the edge amplitude (73) in the newly constructed spin foam amplitude. Therefore, it is necessary to explore what the angle couplings represent geometrically as well. This can be realized from the relation of the angle couplings and the link couplings quantified below. In other words, by solving the angle couplings from the link couplings, one can directly translate the geometrical interpretation of the link couplings to that of the angle couplings. The obstacle is that we have 12 angle couplings at hand but
only six link couplings, which means we need to choose a "gauge" to determine the solution. This is at the same time a benefit since we are free to choose a gauge such that it is the most geometrically reasonable then the angle coupling can be interpreted "nicely."

Before we dig into details, let us first summarize what we will analyze in this subsection. The expression of the SGF (60) is purely in terms of the inner products of spinors, which we will call the angle couplings. We first rewrite the SGF into an expression (116) in terms of the link couplings (109) and then do a stationary analysis at large spins to find the geometrical interpretation of the link couplings, which is illustrated in (123) and (124) [39,73]. Link couplings encode the conformal geometry of a tetrahedron both in their norms and phases. This geometrical interpretation can be translated back to the angle couplings. However, the map from the angle couplings to link couplings is only surjective but not bijective. We choose a "geometrical gauge" (135), which has the most local sense, to fix the angle coupling definition in terms of the link couplings. The geometrical interpretation of the angle couplings is not relevant to the later analysis in this subsection but will be important for Sec. III B, where we investigate the geometrical meaning of the edge amplitudes. We plug the critical points of the link couplings into the SGF (116) and write the semiclassical version of the SGF (143), which can be expressed as a Laplace transform of (the exponential of) the Regge action of a tetrahedron. We also give a formal expression of the classical correspondence (145) of the SGF. Finally, we conclude this subsection in the diagram (146) with the relations between the $\{6 j\}$ symbol and the SGF as well as their classical and semiclassical correspondences.

## 1. From angle couplings to link couplings

Each pair of links incident to the same node form an angle. We define the angle coupling $X_{l l^{\prime}}$ by the (holomorphic) inner product of the spinors associated to the pair of links ( $l, l^{\prime}$ ) with the order $l<l^{\prime}$ as

$$
\begin{align*}
X_{l l^{\prime}} \equiv X_{l^{\prime} l}:=\left[z_{l}\left|z_{l^{\prime}}\right\rangle=\left|X_{l l^{\prime}}\right| e^{i \Phi_{l l^{\prime}}}, \quad l<l^{\prime}, l, \quad l^{\prime} \in n\right. \\
\quad \Phi_{l l^{\prime}} \in[0, \pi) . \tag{107}
\end{align*}
$$

We have separated the norm $\left|X_{l l^{\prime}}\right|$ and the phase $\Phi_{l l^{\prime}}$ of the angle coupling. These angle couplings can be grouped to form the link couplings $Y_{l}$ 's [39] such that

$$
\begin{equation*}
\prod_{n \in \Gamma} \prod_{l, l^{\prime}, l^{\prime \prime} \in v} X_{l l^{\prime}}^{J_{n}-2 j_{l^{\prime \prime}}}=\prod_{l \in \Gamma} Y_{l}^{2 j_{l}} \tag{108}
\end{equation*}
$$



FIG. 12. Two three-valent nodes $s(l)$ and $t(l)$ connected by an oriented link $l$. Links $l, l_{1}, l_{2}$ are incident to $s(l)$, and links $l, \tilde{l}_{1}, \tilde{l}_{2}$ are incident to $t(l)$.

Consider two three-valent nodes connected with an oriented link $l$, where $l_{1}, l_{2}$ are the other two links incident to the source $s(l)$ of the link $l$, and $\tilde{l}_{1}, \tilde{l}_{2}$ are the two other links incident to the target $t(l)$, as shown in Fig. 12. The link coupling $Y_{l}$ is expressed in terms of the angle couplings as

$$
\begin{align*}
Y_{l} & \equiv\left|Y_{l}\right| e^{i \Psi_{l}}=\sqrt{\frac{\left[z _ { l } | z _ { l _ { 1 } } \rangle \left[z_{l_{2}}\left|z_{l}\right\rangle\right.\right.}{\left[z_{l_{1}}\left|z_{l_{2}}\right\rangle\right.} \frac{\tilde{z}_{l}\left|z_{\tilde{l}_{1}}\right\rangle\left[z_{\tilde{z}_{2}}\left|\tilde{z}_{l}\right\rangle\right.}{\left[z_{\tilde{l}_{1}}\left|z_{\tilde{l}_{2}}\right\rangle\right.}} \\
& =\sqrt{\frac{X_{l_{1}} X_{l_{2}}}{X_{l_{1} l_{2}}} \frac{X_{\tilde{l}_{1}} X_{\tilde{l}_{2}}}{X_{\tilde{l}_{1} \tilde{I}_{2}}}}, \quad \Psi_{l} \in[0, \pi) . \tag{109}
\end{align*}
$$

The norm $\left|Y_{l}\right|$ and the phase $\Psi_{l}$ of the link coupling read explicitly

$$
\begin{align*}
\left|Y_{l}\right| & =\sqrt{\frac{\left|X_{l_{1}}\right|\left|X_{l_{2}}\right|}{\left|X_{l_{1} l_{2}}\right|} \frac{\left|X_{\tilde{l}_{1}}\right|\left|X_{\tilde{l}_{2}}\right|}{\left|X_{\tilde{l}_{1} \tilde{l}_{2}}\right|}} \\
\Psi_{l} & =\bmod \left(\frac{1}{2}\left(\Phi_{l_{1}}+\Phi_{l_{l_{2}}}-\Phi_{l_{1} l_{2}}+\Phi_{\tilde{l}_{1}}+\Phi_{\tilde{l}_{2}}-\Phi_{\tilde{l}_{1} \tilde{l}_{2}}\right), \pi\right) . \tag{110}
\end{align*}
$$

It will be convenient to introduce the "shared" spins for angles on the same node as

$$
\begin{align*}
k_{l l^{\prime}}:= & J_{n}-2 j_{l^{\prime \prime}}, \quad k_{e^{\prime} l^{\prime \prime}}:=J_{n}-2 j_{l}, \quad k_{l^{\prime \prime}}:=J_{n}-2 j_{l^{\prime}}, \\
& \text { where } J_{n}=j_{l}+j_{l^{\prime}}+j_{l^{\prime \prime}} \quad \text { and } l, l^{\prime}, l^{\prime \prime} \in n . \quad \text { (11 } \tag{111}
\end{align*}
$$

$k_{l l^{\prime}}$ can be understood as the number of threads (equal to twice the spin value) shared by the links $l$ and $l^{\prime}$, as illustrated in Fig. 13. These shared spins are not independent. Referring to the relative position of the links $l, l_{1}, l_{2}, \tilde{l}_{1}, \tilde{l}_{2}$ shown in Fig. 12, the constraint for $k_{l l}$ 's is

$$
\begin{equation*}
k_{l_{1}}+k_{l l_{2}}=k_{\tilde{l}_{1}}+k_{\tilde{l}_{2}}=2 j_{l}, \quad \forall l . \tag{112}
\end{equation*}
$$

Therefore, we have six constraints for 12 shared spins $k_{l l}$ 's, which results in six independent shared spins as expected.

Let us recall the SGF (59) written with the angle and link couplings,


FIG. 13. Thicken the links $l, l^{\prime}, l^{\prime \prime}$ incident to the node $n$ into threads. Each thread carries a spin $\frac{1}{2}$, and the number of threads for each link is twice the spin value it is dressed with. The shared spins $k_{l l^{\prime}}$ can be viewed as the number of threads shared by the links $l$ and $l^{\prime}$, similarly, for $k_{l l^{\prime \prime}}$ and $k_{l l^{\prime} l^{\prime \prime}}$.

$$
\begin{align*}
\mathcal{S}\left(\left\{X_{l l^{\prime}}\right\}\right)= & \sum_{j_{1} \cdots j_{6}}\left[\prod_{n=1}^{4} \sqrt{\frac{\left(J_{n}+1\right)!}{\prod_{l, l, l \in n} k_{l l^{\prime}}!}}\right]\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \\
& \times \prod_{n=1}^{4}\left(\prod_{l, l \in n} X_{l l^{\prime}}^{k_{l \prime}}\right), \tag{113}
\end{align*}
$$

or
$\mathcal{S}\left(\left\{Y_{l}\right\}\right)=\sum_{j_{1} \cdots j_{6}}\left[\prod_{n=1}^{4} \sqrt{\frac{\left(J_{n}+1\right)!}{\prod_{l, l^{\prime} \in n} k_{l l^{\prime}}!}}\right]\left\{\begin{array}{lll}j_{1} & j_{2} & j_{3} \\ j_{4} & j_{5} & j_{6}\end{array}\right\} \prod_{l=1}^{6} Y_{l}^{2 j_{l}}$.

For any loop $\mathcal{L}$, the following equality holds

$$
\begin{equation*}
\prod_{n \in \mathcal{L}} X_{l l^{\prime}}^{n}=\prod_{l \in \mathcal{L}} Y_{l} . \tag{115}
\end{equation*}
$$

Thus, (60) can also be written in two ways:
$\mathcal{S}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)=G\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)^{-2}$,
$G\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)=1+\sum_{\mathcal{L}} \prod_{l, l \in n \subset \mathcal{L}} X_{l l^{\prime}}=1+\sum_{\mathcal{L}} \prod_{l \subset \mathcal{L}} Y_{l}$.

## 2. Link couplings at the stationary point

Now that we have the expression of the SGF in terms of the link couplings, we would like to apply the stationary analysis at the large $j$ limit of the SGF to look into the poles. We first take the Stirling approximation of the factorials:

$$
\begin{equation*}
M!\sim \sqrt{2 \pi M}\left(\frac{M}{e}\right)^{M}=e^{M \ln M+O(M)} . \tag{117}
\end{equation*}
$$

When $V^{2}>0,{ }^{14}$ the $\{6 j\}$ symbol represents a tetrahedron embedded in the 3D Euclidean space. It reads [17]

$$
\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{118}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \sim \frac{1}{\sqrt{12 \pi V}} \cos \left(\sum_{l=1}^{6} \ell_{l} \Theta_{l}+\frac{\pi}{4}\right)
$$

where $\ell_{l}=j_{l}+\frac{1}{2}$ is the edge length of the edge $e$ (with abusive notation), $V$ the volume of the tetrahedron with edge lengths $\left\{\ell_{l}\right\}$ calculated by the Cayley-Menger determinant, and $\Theta_{l}$ the external dihedral angle about the edge $e$, i.e., the angle between the outward normals to the faces sharing the edge $e .^{15}$ It is computed by the edge lengths as

[^11]\[

\left\{$$
\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}
$$\right\} \sim \frac{1}{2 \sqrt{12 \pi|V|}} \cos \phi \exp \left(-\left|\sum_{l=1}^{6} \ell_{l} \operatorname{Im} \Theta_{l}\right|\right)
\]

where $\phi=\sum_{l=1}^{6}\left(\ell_{l}-\frac{1}{2}\right) \operatorname{Re} \Theta_{l}, \Theta_{l}$ being the external dihedral angle about the edge $e$ defined by the Euclidean formula

$$
\cos \Theta_{l}=\frac{\overrightarrow{\hat{n}}_{s(e)} \cdot \overrightarrow{\hat{n}}_{t(e)}}{\overrightarrow{\hat{n}}_{s(e)}^{2}}=-\overrightarrow{\hat{n}}_{s(e)} \cdot \overrightarrow{\hat{n}}_{t(e)} .
$$

It follows that $\left|\cos \Theta_{l}\right|>1$, which implies that $\Theta_{l}$ is complex. The smallest spin example of the $\{6 j\}$ symbol giving a negative $V^{2}$ is $\left\{\begin{array}{l}1 / 21 / 2 \\ 1 / 21 / 2\end{array}\right\}=\frac{1}{6}$ with $V^{2}=-\frac{9}{512}$. From the asymptotic expression for $V^{2}<0$ given above, the $\{6 j\}$ symbol is exponentially suppressed even if the triangle inequality is satisfied. Therefore, $V^{2}<0$ will not control the behavior of the SGF.
${ }^{15}$ Note that the edges of the tetrahedron $T$ are denoted as $e$ 's, and the links of the tetrahedron graph $\Gamma=(\partial T)_{1}^{*}$ dual to the boundary of $T$ are denoted as $l$ 's. It is on the links of $\Gamma$ where we associate spin labels $\left\{j_{l}\right\}$, but they represent the lengths of the edges $e$ 's on $T$, which are dual to $l$ 's. We denote the length $\ell_{l}$ and dihedral angle $\Theta_{l}$ with subscript $l$ instead of $e$ to avoid a mixture of notation in the same equation as much as possible in the main text.

$$
\begin{equation*}
\sin \Theta_{l}=\frac{3}{2} \frac{V \ell_{l}}{S_{s(e)} S_{t(e)}} \tag{119}
\end{equation*}
$$

where $S_{v}$ is the area of the triangle opposite to the vertex $v$. The large $j$ limit of the SGF (114) is thus [73]

$$
\begin{align*}
\mathcal{S}\left(\left\{Y_{l}\right\}\right)= & \sum_{j_{1} \cdots j_{6}}\left[\prod_{n=1}^{4} \sqrt{\left.\frac{\left(J_{n}+1\right)!}{\prod_{l, l^{\prime} \in n} k_{l l^{\prime}}!}\right]}\right]\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \prod_{l=1}^{6} Y_{l}^{2 j_{l}} \\
\sim & \int_{\min j_{l}}^{\infty}\left(\prod_{l=1}^{6} \mathrm{~d} j_{l}\right) e^{\sum_{n=1}^{4} \frac{1}{2}\left(J_{n} \ln J_{n}-\sum_{l, l^{\prime} \in n^{k}} k_{l l^{\prime}} \ln k_{l l^{\prime}}\right)} \\
& \times e^{\sum_{l=1}^{6} 2 j_{l}\left(\ln \left|Y_{l}\right|+i \Psi_{l}\right)} \frac{1}{2 \sqrt{12 \pi V}} \sum_{\epsilon= \pm} e^{i \epsilon\left(\sum_{l=1}^{6} \ell_{l} \Theta_{l}+\frac{\pi}{4}\right)} \\
= & \sum_{\epsilon= \pm} \int_{\min j_{l}}^{\infty}\left(\prod_{l=1}^{6} \mathrm{~d} j_{l}\right) \frac{1}{2 \sqrt{12 \pi V}} e^{\mathcal{S}_{\epsilon}\left(\left\{Y_{l}, j_{l}\right\}\right)} . \tag{120}
\end{align*}
$$

In the second line, we have used $\cos \left(\sum_{l=1}^{6} \ell_{l} \Theta_{l}+\frac{\pi}{4}\right)=$ $\frac{1}{2} \sum_{\epsilon= \pm} e^{i \epsilon\left(\sum_{l=1}^{6} \ell_{l} \Theta_{l}+\frac{\pi}{4}\right)}$ and approximated the summation of spins by integration from the minimal admissible spins to infinity.

As the volume $V$ grows polynomially with the spins, its derivative of spin will contribute to the subleading correction of the stationary point. Therefore, to the leading order, one simply needs to consider the stationary point of the exponent term $\mathcal{S}_{\epsilon}\left(\left\{Y_{l}, j_{l}\right\}\right)$ of the SGF .

The real and imaginary part of $\mathcal{S}_{\epsilon}$ can be rewritten as

$$
\begin{align*}
\operatorname{Re}\left[\mathcal{S}_{\epsilon}\left(\left\{Y_{l}, j_{l}\right\}\right)\right]= & \sum_{n=1}^{4} \frac{1}{2}\left[J_{n} \ln J_{n}-\sum_{l, l^{\prime} \in n} k_{l l^{\prime}} \ln k_{l l^{\prime}}\right] \\
& +\sum_{l=1}^{6} j_{l} \ln \left|Y_{l}\right|^{2}  \tag{121}\\
\operatorname{Im}\left[\mathcal{S}_{\epsilon}\left(\left\{Y_{l}, j_{l}\right\}\right)\right]= & \sum_{l=1}^{6}\left[j_{l}\left(2 \Psi_{l}+\epsilon \Theta_{l}\right)+\frac{1}{2} \epsilon \Theta_{l}\right]+\epsilon \frac{\pi}{4} \tag{122}
\end{align*}
$$

Thanks to the Schläfli identity, $\sum_{e}^{6} j_{l} \frac{\partial \Theta_{l}}{\partial j_{l}}=0$, the phase term has a simple derivative expression $\frac{\partial \sum_{l} j_{l} \Theta_{l}}{\partial j_{l}}=\Theta_{l}$. The saddle point $\frac{\partial \mathcal{S}_{e}}{\partial j_{l}}$ can be separated into the real part and the imaginary part. Using some trigonometry relations, the result reads (neglecting subleading contributions) [39,73]

$$
\begin{align*}
& \frac{\partial \operatorname{Re}\left[\mathcal{S}_{\epsilon}\right]}{\partial j_{e}}= 0 \rightarrow\left|Y_{l}\right|^{2} \simeq \sqrt{\frac{k_{l l_{1}} k_{l l_{2}}}{k_{l_{1} l_{2}} J_{s(l)}} \frac{k_{\left[\tilde{l}_{1}\right.} k_{l \tilde{l}_{2}}}{k_{\tilde{l}_{1} \tilde{l}_{2}} J_{t(l)}}} \\
& \equiv \tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2},  \tag{123}\\
& \frac{\partial \operatorname{Im}\left[\mathcal{S}_{\epsilon}\right]}{\partial j_{l}}=0 \rightarrow \Psi_{l}=-\frac{\epsilon}{2} \Theta_{l} . \tag{124}
\end{align*}
$$



FIG. 14. Two triangles (nonplanar) sharing one edge $e$ and its 2D oriented dual graph (in red). The node $s(l)$ is dual to the left triangle and $t(l)$ dual to the right one. $\phi_{s(l)}$ and $\phi_{t(l)}$ are the internal angle opposite to the edge $e$ within the left and right triangles, respectively. Their relation with the norm of the link coupling at the saddle point is given in (123). $\Theta_{l}$ is the external dihedral angle about the edge $e$. Its relation with the phase of the link coupling at the saddle point is given in (124).

We have identified the length of edge $e$ with the spin values $j_{l}$ as $j_{l} \gg \frac{1}{2} . \phi_{s(l)}$ is the internal angle opposite to the edge $e$ in the triangle dual to the source node $s(l)$ of the link $l$, likewise for $\phi_{t(l)}$, as shown in Fig. 14. The saddle point corresponds to the pole of the SGF, which is also the Fisher zero for the Ising partition function on a tetrahedron graph [73]. It clearly expresses the conformal geometry of the (classical limit of) the tetrahedron: The norm of the link coupling $\left|Y_{l}\right|$ corresponds to the pair of internal angles $\left(\phi_{s(l)}, \phi_{t(l)}\right)$ opposite to the edge $e$ in the two triangles sharing $e$, while the phase $\Psi_{l}$ corresponds to half of the external dihedral angle about the edge $e$.

As a consistency check, we numerically calculate $G\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)$ defined in (116) with the saddle point values (123) and (124) of the link couplings. We set the Cartesian coordinates of the four vertices at $A=(0,0,0)$, $B=(1,0,0), C=(1,2,0)$, and $D=\left(3, y_{d}, 5\right)$ whose faces have fixed orientations. Let

$$
\begin{equation*}
Y_{a b}=\sqrt{\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2} e^{i \epsilon \frac{\theta_{l}}{2}}} \tag{125}
\end{equation*}
$$

with $\phi_{s(l)}, \phi_{t(s)}$ and $\Phi_{l}$ defined as in Fig. 14 , and link $a b$ is one of the edges $A B, B C, A D, B C, B D, C D$ that link $l$ is dual to. Then, $G\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)$ can be explicitly written as

$$
\begin{align*}
G= & 1+Y_{A B} Y_{A C} Y_{A D}+Y_{A B} Y_{B C} Y_{B D}+Y_{A C} Y_{B C} Y_{C D} \\
& +Y_{A D} Y_{B D} Y_{C D}+Y_{A B} Y_{B C} Y_{C D} Y_{A D}+Y_{A B} Y_{B D} Y_{C D} Y_{A C} \\
& +Y_{A C} Y_{B C} Y_{B D} Y_{A D} . \tag{126}
\end{align*}
$$

The plot in Fig. 15 illustrates that (125) does contribute to the poles of the SGF. We also refer interested readers to [73] for the analytical derivation of the poles (125).

## 3. Back to angle couplings

Suppose we have a solution to the link couplings $\left\{Y_{l}\right\}$, and we aim at solving the angle couplings $\left\{X_{l l^{\prime}}\right\}$ from $\left\{Y_{l}\right\}$. As there are 12 angle couplings $X_{l l \prime}$ 's, hence, 24 real variables, but only six link couplings $Y_{l}$ 's, hence, 12 real variables, there is a family of solutions for $\left\{X_{l l^{\prime}}\right\}$ in terms of $\left\{Y_{l}\right\}$, and each solution can be parametrized by 12 real parameters or six complex parameters.

A natural assumption is that each link coupling gains equal contribution from the source and the target of the link. Referring to (108), it means

$$
\begin{equation*}
\frac{X_{l l_{1}} X_{l_{2} l}}{X_{l_{1} l_{2}}}=\frac{X_{\tilde{l}_{1}} X_{\tilde{l}_{2} l}}{X_{\tilde{l}_{1} \tilde{l}_{2}}}=Y_{l} \tag{127}
\end{equation*}
$$

One then gets a symmetric solution to the angle coupling

$$
\begin{equation*}
X_{l l^{\prime}}=\sqrt{Y_{l} Y_{l^{\prime}}} \tag{128}
\end{equation*}
$$

which indeed gives back (109). This result can be viewed as obtained by splitting the power $2 j_{l}$ of each link coupling $Y_{l}$ in (108), obeying the constraint (112), into

$$
\begin{equation*}
2 j_{l}=\frac{k_{l l_{1}}+k_{l l_{2}}}{2}+\frac{k_{\tilde{l}_{1}}+k_{\tilde{l}_{2}}}{2}, \tag{129}
\end{equation*}
$$

and write $Y_{l}^{2 j_{l}}=\sqrt{Y_{l}}{ }^{k_{l_{1}}} \sqrt{Y}_{l}^{k_{l_{2}}} \sqrt{Y}_{l}^{k_{\Pi_{1}}} \sqrt{Y}_{l}^{k_{\tilde{I}_{2}}}$. After splitting all the link couplings in this way, the angle coupling $X_{l l^{\prime}}$ is a collection of the terms with the power $k_{l l^{\prime}}$.

With the same logic, one can obtain the most general solution by arbitrarily distributing the contributions of the power to the source and target of each link. That is to separate the power $2 j_{l}$ as


FIG. 15. The absolute value $|G|$ of the polynomial (126) with $Y_{a b}$ defined in (125) for a tetrahedron with its four vertices located at $A=(0,0,0), B=(1,0,0), C=(1,2,0)$, and $D=\left(3, y_{d}, 5\right)$.

$$
\begin{align*}
2 j_{l}= & \lambda_{l}^{s(l)}\left(k_{l l_{1}}+k_{l l_{2}}\right)+\lambda_{l}^{t(l)}\left(k_{\tilde{l}_{1}}+k_{l \tilde{l}_{2}}\right) \\
& \rightarrow \left\lvert\, \begin{array}{l}
\frac{X_{l_{1}} X_{l_{2} l}}{X_{l_{1} l_{2}}}=Y_{l}^{2 \lambda_{l}^{s(l)}} \\
\frac{X_{\tilde{I}_{1}} X_{\tilde{I}_{2} l}}{X_{\tilde{I}_{1} \tilde{I}_{2}}}=Y_{l}^{2 \lambda_{l}^{t(l)},} \quad \lambda_{l}^{s(l)}, \\
\\
\\
\lambda_{l}^{s(l)}+\lambda_{l}^{t(l)}=1 .
\end{array}\right.,
\end{align*}
$$

We call this set of parameters $\left\{\lambda_{l}^{n}\right\}$, totally 12 , "scaling factors" as they scale the contribution of link couplings from the two links forming the angle. The solution to the angle coupling $X_{l l^{\prime}}$ parametrized with $\left\{\lambda_{l}^{n}\right\}$ is

$$
\begin{equation*}
X_{l l^{\prime}}=Y_{l}^{\lambda_{l}^{n}} Y_{l^{\prime}}^{\lambda_{\prime^{\prime}}^{n}}, \quad l, l^{\prime} \in n \tag{131}
\end{equation*}
$$

Separating into the norm and the phase, we have

$$
\begin{equation*}
\left|X_{l l^{\prime}}\right|=\left|Y_{l}\right|^{\lambda_{l}^{n}}\left|Y_{l^{\prime}}\right|_{l^{\prime}}^{\lambda^{n}}, \quad \Phi_{l l^{\prime}}=\bmod \left(\lambda_{l}^{n} \Psi_{l}+\lambda_{l^{\prime}}^{n} \Psi_{e^{\prime}}, \pi\right) \tag{132}
\end{equation*}
$$

Apart from writing the scaling factors into the real exponents, one can also write them into the multiplication coefficients, which are complex, as
$X_{l l^{\prime}}=\frac{1}{\alpha_{l} \alpha_{l^{\prime}}} Y_{l} Y_{l^{\prime}}$, with $\quad \alpha_{l}=Y_{l}^{1-\lambda_{l}^{n}}, \quad \alpha_{l^{\prime}}=Y_{l^{\prime}}^{1-\lambda_{l^{\prime}}^{n}}$.
Note that, as we have fixed the range of the phase $\Phi_{l} \in[0, \pi)$, there is no branch ambiguity for $\left\{\alpha_{l}\right\}$. This choice of the phase range is related to the geometrical interpretation of the link couplings, which we will describe below. The most symmetric solution (128) corresponds to $\lambda_{l}^{s(l)}=\lambda_{l}^{t(l)}=\frac{1}{2}$, or equivalently, $\alpha_{l}=\sqrt{Y_{l}}, \alpha_{l^{\prime}}=\sqrt{Y_{l^{\prime}}}$.

## 4. Angle couplings with the "geometric gauge" at the stationary point

Now we can transform from the link couplings $\left\{Y_{l}\right\}$ to the angle couplings $\left\{X_{l l^{\prime}}\right\}$. Recall that there is no unique solution for $\left\{X_{l l^{\prime}}\right\}$ from $\left\{Y_{l}\right\}$, but we can choose a family of parameters to fix $\left\{X_{l l^{\prime}}\right\}$ so that it possesses a simple geometrical interpretation. Comparing the formula structure of (110) and (123), we choose a geometric gauge (using the notations as in Fig. 12)

$$
\begin{equation*}
\lambda_{l}^{s(l)}=\frac{\ln \frac{k_{l_{1}} k_{l_{2}}}{k_{l_{1} l_{2}} J_{s(l)}}}{\ln \frac{k_{l_{1}} k_{l_{l_{2}}}}{k_{l_{1} l_{2}} J_{s(l)}}+\ln \frac{k_{l_{1}} k_{l_{2}}}{k_{T_{1} \tilde{L}_{2}} J_{t(l)}}} \simeq \frac{\ln \left(\tan \frac{\phi_{s(l)}}{2}\right)}{\ln \left(\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}\right)}, \tag{134}
\end{equation*}
$$

and define

$$
\begin{equation*}
\left|X_{l l^{\prime}}\right|:=\sqrt{\frac{k_{l l^{\prime}}}{J_{n}}} \simeq \sqrt{\tan \frac{\phi_{l l^{\prime \prime}}}{2} \tan \frac{\phi_{l^{\prime} l^{\prime \prime}}}{2}}, l, l^{\prime}, l^{\prime \prime} \in n \tag{135}
\end{equation*}
$$



FIG. 16. Three links (in red) $l, l^{\prime}, l^{\prime \prime}$ incident to one node. The triangle (in black) dual to the node is bounded by edges $e, e^{\prime}, e^{\prime \prime}$. The length of the edge $e$ is given by the spin $j_{l}$, likewise for $e^{\prime}$ and $e^{\prime \prime}$. The angle formed by the links $l, l^{\prime}$ is $\phi_{l l^{\prime}}$, likewise for $\phi_{l^{\prime} l^{\prime \prime}}$ and $\phi_{l l^{\prime \prime}}$. Their relation with the norm of the angle coupling at the saddle point is given in (135).
$\phi_{l l^{\prime \prime}}$ and $\phi_{l^{\prime} l^{\prime \prime}}$ are the remaining two internal angles in the triangle other than $\phi_{l l^{\prime}}$ formed with $e$ and $e^{\prime}$, as shown in Fig. 16. Reversely, we can solve for these angles from the angle couplings,

$$
\begin{equation*}
\phi_{l l^{\prime}} \simeq 2 \tan ^{-1} \frac{\left|X_{l^{\prime} l^{\prime \prime}}\right|\left|X_{l l^{\prime \prime}}\right|}{\left|X_{l l^{\prime}}\right|}, \quad \phi_{l l^{\prime}} \in[0, \pi) \tag{136}
\end{equation*}
$$

This solution corresponds to the scale factors
$\lambda_{l}^{s(l)}=\frac{\ln \frac{k_{l_{1}} k_{l_{2}}}{k_{l_{1} l_{2}} J_{s(l)}}}{\ln \frac{k_{l_{1}} k_{l_{l_{2}}}}{k_{l_{1} l_{2}} J_{s(l)}}+\ln \frac{k_{\tilde{l}_{1}} k_{\tilde{l}_{2}}}{k_{\tilde{l}_{1} \tilde{l}_{2}} J_{t(l)}}} \simeq \frac{\ln \left(\tan \frac{\phi_{s(l)}}{2}\right)}{\ln \left(\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}\right)}$.

It indeed satisfies $\lambda_{l}^{s(l)}+\lambda_{l}^{t(l)}=1$.
The norms of the angle couplings defined in (135) satisfy the closure constraint, which corresponds to the fact that the three internal angles of the triangle dual to a node sum to $\pi$.
$\left|X_{l l^{\prime}}\right|^{2}+\left|X_{l^{\prime} l^{\prime \prime}}\right|^{2}+\left|X_{l l^{\prime \prime}}\right|^{2}=1, \Leftrightarrow \phi_{l l^{\prime}}+\phi_{l^{\prime} l^{\prime \prime}}+\phi_{l l^{\prime \prime}}=\pi$,

$$
\begin{equation*}
l, l^{\prime}, l^{\prime \prime} \in n \tag{138}
\end{equation*}
$$

Note that this solution is only valid for $\left|X_{l l^{\prime}}\right| \leq 1$, which is indeed satisfied by the definition (135) of $\left|X_{l l^{\prime}}\right|$.

While the norm of an angle coupling $X_{l l^{\prime}}$ encodes the information of the 2D angles in a triangle, the phase $\Phi_{l l^{\prime}}$ encodes the information of the dihedral angles of edges $l$ and $l^{\prime}$ dual to when considering that the triangle is on the boundary of a tetrahedron, as shown in Fig. 17.

Given the scaling factors (137), the solution to $\left\{\Phi_{l l^{\prime}}\right\}$ are also set according to (132), although they possess a more complicated expression and hence, more involved geometrical interpretation. With no loss of generality, we choose the orientation of the links $l$ and $l^{\prime}$ to be outgoing from the node $n$, so then the phase is


FIG. 17. A triangle bounded by edges $e_{1}, e_{2}, e_{3}$ ( thick) on the boundary of a tetrahedron. It is dual to a node with three outgoing links $l_{1}, l_{2}, l_{3}$ incident to it (in red). $l_{1}$ is associated with a spinor $\left|z_{1}\right\rangle$, $l_{2}$ with $\left|z_{2}\right\rangle$ and $l_{3}$ with $\left|z_{3}\right\rangle$ at their source. They form three angle couplings $\quad\left[z_{1}\left|z_{2}\right\rangle=\left|X_{l_{1} l_{2}}\right| e^{i \Phi_{l_{1} l_{2}}},\left[z_{2}\left|z_{3}\right\rangle=\left|X_{l_{2} l_{3}}\right| e^{i \Phi_{l_{2} l_{3}}},\left[z_{3}\left|z_{1}\right\rangle=\right.\right.\right.$ $\left|X_{l_{3} l_{1}}\right| e^{i \Phi_{l_{3} l_{1}}}$. Each edge $e \in\left\{e_{1}, e_{2}, e_{3}\right\}$ is shared with another triangle in the tetrahedron, and they form an external dihedral angle $\Theta_{l}$. The relation between the phases of the angle couplings and the dihedral angles at the saddle point is given in (139).
$\Phi_{l l^{\prime}} \simeq \bmod \left(\frac{1}{2}\left(\lambda_{l}^{n} \Theta_{l}+\lambda_{l^{\prime}}^{n} \Theta_{e^{\prime}}\right), \pi\right), \quad$ with

$$
\begin{equation*}
\lambda_{l}^{n}=\frac{\ln \left(\tan \frac{\phi_{s(l)}}{2}\right)}{\ln \left(\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}\right)}, \quad \lambda_{l^{\prime}}^{n}=\frac{\ln \left(\tan \frac{\phi_{s\left(e^{\prime}\right)}}{2}\right)}{\ln \left(\tan \frac{\phi_{s\left(e^{\prime}\right)}}{2} \tan \frac{\phi_{t\left(e^{\prime}\right)}}{2}\right)} . \tag{139}
\end{equation*}
$$

In summary, the angle couplings encode the conformal geometry of the tetrahedron, similar to the link couplings but in a more "mixed" fashion determined by the scaling $\left\{\lambda_{l}^{n}\right\}$. The norms $\left\{\left|X_{l l^{\prime}}\right|\right\}$ give the information about the internal angles between edges, while the phases $\left\{\Phi_{l l^{\prime}}\right\}$ give
the information about the dihedral angles between triangles.

To determine the shape of a tetrahedron, one merely needs the norm of the couplings or the phase of the couplings. For sake of simplicity, we will make use of the norms only.

## 5. Classical and semiclassical correspondences of the SGF

Now that we know the relation between the SGF and the $\{6 j\}$ symbols both rigorously and asymptotically, we can also look into the classical and semiclassical correspondences of the SGF and their relation with that of the $\{6 j\}$ symbol, i.e., the GHY boundary action and the Hartle-Sorkin boundary action in Regge calculus [62], respectively.

We first rearrange the large $j$ limit of the SGF in terms of the $\{6 j\}$ symbols. For each link $l$, we again denote the three links incident to the source $s(l)$ as $l, l_{1}, l_{2}$ and those incident to the target $t(l)$ as $l, \tilde{l}_{1}, \tilde{l}_{2}$, which is illustrated in Fig. 12. At large spins, $j_{l}$ can be taken as the length $\ell_{l}$ of the edge dual to $l$ (neglecting the $1 / 2$ correction). Let $\phi_{s(l)}$ (resp. $\phi_{t(l)}$ ) be the internal angle opposite to the side with length $j_{l}$ in the triangle with three side lengths $j_{l}, j_{l_{1}}, j_{l_{2}}$ (resp. $j_{l}, j_{\tilde{l}_{1}}, j_{\tilde{l}_{2}}$ ) (see Fig. 14). Trigonometry gives

$$
\begin{align*}
& \tan \frac{\phi_{s(l)}}{2}=\sqrt{\frac{\left(J_{s(l)}-2 j_{l_{1}}\right)\left(J_{s(l)}-2 j_{l_{2}}\right)}{J_{s(l)}\left(J_{s(l)}-2 j_{l}\right)}} \\
& \tan \frac{\phi_{t(l)}}{2}=\sqrt{\frac{\left(J_{t(l)}-2 j_{\tilde{l}_{1}}\right)\left(J_{t(l)}-2 j_{\tilde{l}_{2}}\right)}{J_{t(l)}\left(J_{t(l)}-2 j_{l}\right)}} \tag{140}
\end{align*}
$$

Then (120) can be written as

$$
\begin{align*}
\mathcal{S}\left(\left\{Y_{l}\right\}\right) \sim & \sum_{\epsilon= \pm} \int_{\min j_{l}}^{\infty}\left(\prod_{l=1}^{6} \mathrm{~d} j_{l}\right) \frac{e^{i \epsilon\left(\frac{\pi}{4}+\frac{1}{2} \sum_{l=1}^{6} \Theta_{l}\right)}}{2 \sqrt{12 \pi V}} \\
& \exp \left[\sum_{l=1}^{6} j_{l}\left(\ln \sqrt{\frac{J_{s(l)}\left(J_{s(l)}-2 j_{l}\right)}{\left(J_{s(l)}-2 j_{l_{1}}\right)\left(J_{s(l)}-2 j_{l_{2}}\right)} \frac{J_{t(l)}\left(J_{t(l)}-2 j_{l}\right)}{\left(J_{t(l)}-2 j_{\tilde{l}_{1}}\right)\left(J_{t(l)}-2 j_{\tilde{l}_{2}}\right)}}+\ln \left|Y_{l}\right|^{2}+i\left(\epsilon \Theta_{l}+2 \Psi_{l}\right)\right)\right] \\
= & \sum_{\epsilon= \pm} \int_{\min j_{l}}^{\infty}\left(\prod_{l=1}^{6} \mathrm{~d} j_{l}\right) \frac{\left.e^{i \epsilon\left(\frac{\pi}{4}+\frac{1}{2}\right.} \sum_{l=1}^{6} \Theta_{l}\right)}{2 \sqrt{12 \pi V}} \prod_{l=1}^{6} e^{i j_{l}\left(\epsilon \Theta_{l}+2 \Psi_{l}\right)} \exp \left(-j_{l} \ln \frac{\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}^{2}}{\left|Y_{l}\right|^{2}}}{2}\right) . \tag{141}
\end{align*}
$$

To simplify the analysis, we only consider nondegenerate triangulation and constrain the domain of the link couplings to $\left|Y_{l}\right|^{2} \leq \tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}$. In this way, the integrand is finite. Further, the sum of dihedral angles of a tetrahedron $\sum_{l=1}^{6} \Theta_{l}$ is between $2 \pi$ and $3 \pi$ [78]; hence, it is independent of $j_{l}$ when we neglect the higher-than-linear $j_{l}$ terms in the exponent. One can then take the term $e^{i \epsilon\left(\frac{\pi}{4}+\frac{1}{2} \sum_{l} \Theta_{l}\right)}$ out
of the integral. On the other hand, since the dependence of $\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}$ on $j_{l}$ is also higher than linear order as can be analyzed from the identities (140), one can take the term $\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}$ as independent of $j_{l}$ when neglecting the subdominant contribution as well. Lastly, the volume term $\frac{1}{\sqrt{V}}$ scales as $\frac{1}{\sqrt{V_{0}}} \prod_{l=1}^{6} j_{l}^{-\frac{1}{4}}$ with a given finite critical volume
$V_{0}>0$. Taking the lowest spin limit $j_{l}=0$ for the lower bound of the integration, one can approximate the integration (141) to be

$$
\begin{align*}
\mathcal{S}\left(\left\{Y_{l}\right\}\right) & \sim \sum_{\epsilon= \pm} \frac{e^{i \epsilon\left(\frac{\pi}{4}+\frac{1}{2} \sum_{l=1}^{6} \Theta_{l}\right)}}{2 \sqrt{12 \pi V_{0}}} \int_{\min j_{l} \rightarrow 0}^{\infty}\left(\prod_{l=1}^{6} \mathrm{~d} j_{l} j_{l}^{-\frac{1}{4}}\right) \exp \left[-\sum_{l=1}^{6} j_{l}\left(\ln \frac{\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}}{\left|Y_{l}\right|^{2}}-i\left(\epsilon \Theta_{l}+2 \Psi_{l}\right)\right)\right] \\
& =\Gamma\left(\frac{3}{4}\right) \sum_{\epsilon= \pm} \frac{e^{i \epsilon\left(\frac{\pi}{4}+\frac{1}{2} \sum_{l=1}^{6} \Theta_{l}\right)}}{2 \sqrt{12 \pi V_{0}}} \prod_{l=1}^{6}\left(\ln \left(\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}\right)-\ln \left|Y_{l}\right|^{2}+i\left(\epsilon \Theta_{l}+2 \Psi_{l}\right)\right)^{-\frac{3}{4}} . \tag{142}
\end{align*}
$$

Indeed, the poles are given by the critical link couplings (123) and (124).
Notice that the semiclassical correspondence (40) of the $\{6 j\}$ symbol and the Regge calculus are evaluated without the volume factor $\frac{1}{2 \sqrt{12 \pi V}}$; it is more reliable to evaluate the integration of $\left\{j_{l}\right\}$ by taking this volume factor out of the integration (or approximate it to be $\left.\frac{1}{2 \sqrt{12 \pi V_{0}}}\right)$ to obtain the semiclassical correspondence of $\mathcal{S}\left(\left\{Y_{l}\right\}\right)$. That is

$$
\begin{align*}
\mathcal{S}\left(\left\{Y_{l}\right\}\right) & \stackrel{V \sim V_{0}}{\sim} \sum_{\epsilon= \pm} \frac{e^{i \epsilon\left(\frac{\pi}{4}+\frac{1}{2} \sum_{l=1}^{6} \Theta_{l}\right)}}{2 \sqrt{12 \pi V_{0}}} \int_{\min j_{l} \rightarrow 0}^{\infty}\left(\prod_{l=1}^{6} \mathrm{~d} j_{l}\right) \exp \left[-\sum_{l=1}^{6} j_{l}\left(\ln \frac{\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}^{2}}{\left|Y_{l}\right|^{2}}}{\left.\right|^{2}}-i\left(\epsilon \Theta_{l}+2 \Psi_{l}\right)\right)\right] \\
& =\sum_{\epsilon= \pm} \frac{e^{i \epsilon\left(\frac{\pi}{4}+\frac{1}{2} \sum_{l=1}^{6} \Theta_{l}\right)}}{2 \sqrt{12 \pi V_{0}}} \prod_{l=1}^{6} \frac{1}{\ln \left(\tan \frac{\phi_{s(l)}}{2} \tan \frac{\phi_{t(l)}}{2}\right)-\ln \left|Y_{l}\right|^{2}+i\left(\epsilon \Theta_{l}+2 \Psi_{l}\right)} . \tag{143}
\end{align*}
$$

Therefore, the large $j$ limit, or the semiclassical correspondence, of the SGF can be seen as a Laplace transform of (the exponential of) the Regge action of a tetrahedron. Again, the critical couplings (123) and (124) still sit on the poles of the SGF.

The same logic follows in the continuum theory of the boundary-the classical correspondence of the SGF is related to a Laplace transform of (the exponential of) the GHY boundary action. The GHY boundary term is changed by a scale factor $\lambda=\exp \left(\Omega_{0} / 2\right)$ under rescaling. Then one can single out the scaling factor and rewrite the GHY term as

$$
\begin{equation*}
-2 \int_{\partial \mathcal{M}} \mathrm{d}^{2} x \sqrt{h} K=-2 \lambda \int_{\partial \mathcal{M}} \mathrm{d}^{2} x \hat{K}=-2 \lambda \int_{\partial \mathcal{M}} \mathrm{d}^{2} x \hat{h}^{\mu \nu} \nabla_{\mu} \hat{n}_{\nu}, \tag{144}
\end{equation*}
$$

where $\hat{h}_{\mu \nu}$ is the normalized metric with determinant one. (The differential $\mathrm{d}^{2} x$ remains the same since we have been assigning no dimension on $x$ 's. See Sec. II A.) Formally denote a complex function $f\left(y, c_{\partial}\right)$ of $y$, symboling the coupling, and $c_{\partial}$, symboling the conformal geometry of $\partial \mathcal{M}$, which has a positive real part $\operatorname{Re} f>0$. Then the continuum, or the classical, correspondence of (143) is formally expressed as

$$
\begin{equation*}
\mathcal{S}^{\mathrm{sl}}\left(y, c_{\partial}\right)=\int_{0}^{\infty} \mathrm{d} \lambda \exp \left(-i \lambda \int_{\partial \mathcal{M}} \mathrm{d}^{2} x 2 \hat{K}\right) \exp \left(-\lambda f\left(y, c_{\partial}\right)\right)=\frac{1}{\operatorname{Re} f+i\left(\int_{\partial \mathcal{M}} \mathrm{d}^{2} x 2 \hat{K}+\operatorname{Im} f\right)} . \tag{145}
\end{equation*}
$$

We conclude the relation of the usual GHY boundary term with the scale-invariant boundary action and their discrete version and quantum correspondence as follows ( $C$ denotes $\frac{e^{i\left(\frac{\pi}{4} \frac{1}{2} \theta_{l}\right)}}{2 \sqrt{12 \pi V_{\min }}}$, and we only consider $\epsilon=1$ for simplicity).


In this subsection, we have analyzed the geometrical interpretation of the new vertex amplitudes given by the SGF using the stationary point analysis. Only the angle information of a tetrahedron is stored in the SGF either expressed in terms of the link couplings or the angle couplings.

## B. Propagator and geometric gluing

We have shown that the SGF , as a scale-invariant counterpart of the $\{6 j\}$ symbol, describes the local conformal geometry of each elementary 3D block in the Ponzano-Regge state integral. Since the scales of the building blocks are not fixed, the gluing process becomes nontrivial compared to the original Ponzano-Regge state sum model, where the gluing is performed by matching the full boundary geometry-both the shape and size of the glued triangles-of the blocks. This new way of gluing is described by this new edge amplitude

$$
\mathcal{A}_{e^{*}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]\right)^{2}}{4}\right)
$$

To gain a global picture of the state-integral model, we here analyze the geometrical meaning of the edge amplitude.

The edge amplitude is also called the propagator, and it describes how two neighboring tetrahedra are glued. Note that the measure of the spinors $\mathrm{d} \mu(z) \equiv \mathrm{d}^{4} z e^{-\langle z \mid z\rangle}$ includes a Gaussian weight, and it is necessary to take it into account so that the norm $\left|P\left(\left\{z_{l}\right\},\left\{w_{l}\right\}\right)\right|$ of the propagator remains finite [we have assumed that $\left\{z_{l}\right\}$ are from the tetrahedron dual to $s\left(e^{*}\right)$ and $\left\{w_{l}\right\}$ are from that dual to $t\left(e^{*}\right)$ and omit the superscript for simplicity]. We rewrite the propagator as

$$
\begin{align*}
P\left(\left\{z_{l}\right\},\left\{w_{l}\right\}\right) & \left.={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}}, \quad \mathbf{z}=\sum_{l \in n}\left\langle z_{l}\right| w_{l}\right] \\
\mathbf{r}^{2} & :=\sum_{l \in n}\left(\left\langle z_{l} \mid z_{l}\right\rangle+\left\langle w_{l} \mid w_{l}\right\rangle\right) . \tag{147}
\end{align*}
$$

Similar to the vertex amplitude, we are interested in the stationary points of the propagator (147). We consider $w_{l, l^{\prime}, l^{\prime \prime}}$ with $l, l^{\prime}, l^{\prime \prime} \in n$ to be the configurations of the propagator and obtain the stationary points by the vanishing derivative of $\bar{w}_{l, l^{\prime}, l^{\prime \prime}}$. For instance, the derivatives of $\bar{w}_{l}^{0,1}$ give

$$
\begin{aligned}
\frac{\partial P\left(\left\{z_{l}\right\},\left\{w_{l}\right\}\right)}{\partial \bar{w}_{l}^{0}} & =\bar{z}_{l}^{1} \sum_{k=0}^{\infty} \frac{2 k}{(k+1)!^{2}(2 k)!} \mathbf{z}^{2 k-1} e^{-\mathbf{r}^{2}}-w_{l 0}^{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}} \\
& =\bar{z}_{l 0}^{1} F_{3}\left(; 3,3, \frac{3}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \mathbf{z} e^{-\mathbf{r}^{2}}-w_{l 0}^{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}}=0 \\
\frac{\partial P\left(\left\{z_{l}\right\},\left\{w_{l}\right\}\right)}{\partial \bar{w}_{l}^{1}} & =-\bar{z}_{l}^{0} \sum_{k=0}^{\infty} \frac{2 k}{(k+1)!^{2}(2 k)!} \mathbf{z}^{2 k-1} e^{-\mathbf{r}^{2}}-w_{l 0}^{1} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}} \\
& =-\bar{z}_{l 0}^{0} F_{3}\left(; 3,3, \frac{3}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \mathbf{z} e^{-\mathbf{r}^{2}}-w_{l 0}^{1} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}}=0
\end{aligned}
$$

These saddle point formulas are also valid for spinors $w_{l^{\prime}}, w_{l^{\prime \prime}}$, and thus there are totally six such formulas, which can be summarized as follows. Denote $A:=$ ${ }_{0} F_{3}\left(; 3,3, \frac{3}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \mathbf{z} e^{-\mathbf{r}^{2}}$ and $B:={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}}$, and then

$$
\left|\begin{array}{l|l}
\left.A \mid z_{l}\right]+B\left|w_{l}\right\rangle=0  \tag{148}\\
\left.A \mid z_{l^{\prime}}\right]+B \mid w_{l^{\prime}} & \rangle=0 \\
\left.A \mid z_{l^{\prime \prime}}\right]+B\left|w_{l^{\prime \prime}}\right\rangle=0
\end{array} \rightarrow\right| \begin{aligned}
& B^{2}\left[w_{l}\left|w_{l^{\prime}}\right\rangle=A^{2}\left\langle z_{l}\right| z_{l^{\prime}}\right] \\
& B^{2}\left[w_{l^{\prime}}\left|w_{l^{\prime \prime}}\right\rangle=A^{2}\left\langle z_{l^{\prime}}\right| z_{l^{\prime \prime}}\right] \\
& B^{2}\left[w_{l^{\prime \prime}}\left|w_{l}\right\rangle=A^{2}\left\langle z_{l^{\prime \prime}}\right| z_{l}\right]
\end{aligned}
$$

The corresponding angle couplings from different tetrahedra have the same ratio $A^{2} / B^{2}$. Recall the solution (135) of the angle couplings in the geometric gauge

$$
\left|X_{l l^{\prime}}\right|=\sqrt{\frac{k_{l l^{\prime}}}{J_{n}}}=\sqrt{\tan \frac{\phi_{l l^{\prime \prime}}}{2} \tan \frac{\phi_{l^{\prime} l^{\prime \prime}}}{2}}, \quad l, l^{\prime}, l^{\prime \prime} \in n
$$

The norms of the angle couplings encode the internal angles of the triangle they sit at, and they satisfy the closure constraint $\left|X_{l l^{\prime}}\right|^{2}+\left|X_{l l^{\prime} l^{\prime}}\right|^{2}+\left|X_{l l^{\prime \prime}}\right|^{2}=1$; thus

$$
\begin{align*}
|B|^{4} & =|B|^{4}\left(\left|\left[\left.w_{l}\left|w_{l^{\prime}}\right\rangle\right|^{2}+\left|\left[\left.w_{l^{\prime}}\left|w_{l^{\prime \prime}}\right\rangle\right|^{2}+\left|\left[\left.w_{l^{\prime \prime}}\left|w_{l}\right\rangle\right|^{2}\right)\right.\right.\right.\right.\right.\right. \\
& =|A|^{4}\left(\left.\left|\left\langle z_{l}\right| z_{l^{\prime}}\right]\right|^{2}+\left.\left|\left\langle z_{l^{\prime}}\right| z_{l^{\prime \prime}}\right]\right|^{2}+\left.\left|\left\langle z_{l^{\prime \prime}}\right| z_{l}\right]\right|^{2}\right)=|A|^{4} . \tag{149}
\end{align*}
$$

Therefore, $\left.\left.\right|_{0} F_{3}\left(; 3,3, \frac{3}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \mathbf{z} \right\rvert\,$ and $\left.\left.\right|_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \right\rvert\,$ must be the same at the stationary points. The solution is not unique, as can be immediately seen from the plot in Fig. 18, where the norm square of the two generalized hypergeometric functions is shown. Plug this condition back into (148), and


FIG. 18. Norm square of the generalized hypergeometric function $\left.\left.\right|_{0} F_{3}\left(; 3,3, \frac{3}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \mathbf{z}\right|^{2}$ and $\left.\left.\right|_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right)\right|^{2}$ as the function of $\mathbf{z}=x+i y$.
it is easy to conclude that the angle couplings $\left[w_{l}\left|w_{l^{\prime}}\right\rangle\right.$ and $\left[z_{l}\left|z_{l^{\prime}}\right\rangle\right.$ are different only by a phase, similarly for $\left[w_{l^{\prime}}\left|w_{l^{\prime \prime}}\right\rangle\right.$ and $\left[z_{l^{\prime}}\left|z_{l^{\prime \prime}}\right\rangle,\left[w_{l^{\prime \prime}}\left|w_{l}\right\rangle\right.\right.$ and $\left[z_{l^{\prime \prime}}\left|z_{l}\right\rangle\right.$, and the phase differences are the same. More strictly, $\left.\mid z_{l}\right]$ and $\left|w_{l}\right\rangle$ are different by a phase, the same valid for links $l^{\prime}$ and $l^{\prime \prime}$; thus

$$
\begin{align*}
\left\langle z_{l} \mid z_{l}\right\rangle & =\left\langle w_{l} \mid w_{l}\right\rangle, \quad\left\langle z_{l^{\prime}} \mid z_{l^{\prime}}\right\rangle=\left\langle w_{l^{\prime}} \mid w_{l^{\prime}}\right\rangle \\
\left\langle z_{l^{\prime \prime}} \mid z_{l^{\prime \prime}}\right\rangle & =\left\langle w_{l^{\prime \prime}} \mid w_{l^{\prime \prime}}\right\rangle \tag{150}
\end{align*}
$$

Geometrically, the stationary points of the propagator enforce that the two triangles to be glued have the same shape, as shown in Fig. 19. Let us emphasize that this interpretation solely results from our choice of the geometric gauge solution (135) of the angle couplings in terms


FIG. 19. Stationary point of the propagator geometrical means the two triangles from adjacent tetrahedra to be glued (in thick) only need to share the same shape but can have different sizes.
of the link couplings. A general solution (132) does not lead to $|A|=|B|$; thus, it would not guarantee that the shape of the triangles to be glued share the same shape.

In summary, the Ponzano-Regge state-integral model as constructed above encodes only the conformal geometry of the triangulation blocks either in the vertex amplitudes or the edge amplitudes. A vertex amplitude $\mathcal{A}_{v^{*}}$ describes the shape of the tetrahedron dual to $v^{*}$; an edge amplitude $\mathcal{A}_{e^{*}}$ describes that two adjacent tetrahedra can be glued together by identifying the shape of two triangles, each from one of the tetrahedra. It is important to note that the poles of the vertex amplitudes and the stationary points of the edge amplitudes can be all achieved at the same time, that is, geometrically when each vertex amplitude describes the shape of a tetrahedron, and each edge amplitude enforces the glued triangle sharing the same shape. This guarantees that the poles of the vertex amplitudes and the stationary points of the edge amplitudes are indeed the dominant contributions to the total amplitude. When there exists a boundary $\partial \mathcal{M}$ of the manifold, the total amplitude built in this way encodes also the conformal geometry on the triangulation of $\partial \mathcal{M}$ since the boundary structure is described by the scaleless spin network state $\psi_{\Gamma}^{\text {sl }}$.

## C. Ponzano-Regge state integral versus state sum models

Let us recall the original spin foam state sum and the new spin foam state-integral expression,

$$
\begin{align*}
\mathcal{A}\left[\mathbf{T}, \psi_{\Gamma}\right] & =\sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}} d_{j_{f^{*}}} \prod_{e^{*}}(-1)^{\sum_{i=1}^{3} j_{i}} \prod_{v^{*}}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{v^{*}} \\
& =\int[\mathrm{d} \mu(z)] \prod_{f^{*}}\left(\left\langle z^{f^{*}} \mid z^{f^{*}}\right\rangle-1\right) \prod_{e^{*}}{ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]\right)^{2}}{4}\right) \prod_{v^{*}} \mathcal{S}_{v^{*}}^{\mathrm{sl}}\left(\left\{z_{l}^{v^{*}}, \tilde{z}_{l}^{v^{*}}\right\}\right) . \tag{151}
\end{align*}
$$

In the state sum expression, when no boundary is present, the edge amplitude can be absorbed into the vertex amplitude, while the edge amplitude is always explicit in the state-integral expression. This leads to two different ways to understand spin foam. In the former model, after choosing a triangulation $\mathbf{T}$ of $\mathcal{M}$, we first associate the representation data (spins) on the one-skeleton of $\mathbf{T}$ and then construct the vertex and face amplitudes with these representation data. In the latter model, in contrast, we first isolate all the elementary blocks, i.e., tetrahedra, after the triangulation and then associate the representation data (spinors) to the boundary of each isolated block, followed by constructing vertex amplitude for each isolated block, edge amplitude through gluing these elementary blocks, and finally face amplitude for each edge after gluing.

One may also absorb the edge amplitude into the vertex amplitude for the state integral by integrating out, with no loss of generality, the spinors $\left\{w_{l}^{t\left(e^{*}\right)}\right\}$ from the target tetrahedron in each gluing. Unfortunately, we have not found a close form for this expression. Furthermore, since the vertex amplitude is no longer trivial, it would be changed after this absorption, which potentially changes the geometrical interpretation.

On the other hand, leaving the edge amplitude unabsorbed allows us to separate the data from different blocks so that the saddle point analysis can be done for each vertex amplitude independently. Moreover, the saddle point analysis on the vertex amplitudes is compatible with that on the edge amplitudes. The saddle point of each vertex amplitude (123) relates the spinor configuration to spins within a single block, while the saddle point of the edge amplitudes (150) relates the spinors from different blocks. These saddle points can be obtained simultaneously, and the result effectively relates the (ratios of) spins from different blocks (with spinors as the mediums).

Geometrically, the gluing condition in the state-integral model is looser compared to that in the state sum model, since the former only requires that the triangles to be glued have the same shape, while the latter restricts that the triangles should be of the same shape and size. At first glance, it seems the state integral allows more configurations and should produce a different total amplitude. However, the size unmatched configurations cannot survive under the spinor integration. Thus, the total amplitude comes only from the sizewise and shapewise matched configurations, same as the case of the state sum model.

We have used the same property of the spinor integration in constructing the state integral to move the contour integral from the vertex amplitude (76) to the edge amplitude (78).

Another difference between the state sum and stateintegral models is the source of the divergence in the expressions. In the state sum model, the vertex amplitude damps as $j^{-3 / 2}$. The divergence comes from the infinite sum of the spin labels, and the total amplitude diverges as $\sqrt{j}$. In the state-integral model, in contrast, the integration does not lead to divergence thanks to the Gaussian weight, while the vertex amplitudes give divergence since there are poles in the vertex amplitudes. This is because the vertex amplitude, as a generating function of the $\{6 j\}$ symbols, contains the summation of spins; thus, the divergence can be viewed as from the large spin contribution. To see that it is the case, we Taylor expand the vertex amplitude and look at the pole,
$\mathcal{A}_{v^{*}}=\frac{1}{(1+x)^{2}}=\sum_{j \in \mathbb{N} / 2}(2 j+1)(-x)^{2 j} \xrightarrow{x=-1} \sum_{j \in \mathbb{N} / 2}(2 j+1)$,
where $x$ denotes the cycle sums as given in (60). This illustrates that the divergence of the vertex amplitude in the state-integral model is also given by large spins, which is consistent with the state sum model.

## V. OUTLOOK

We have introduced a new framework of the spin foam model for 3D quantum gravity based on the spinor representation of $\mathrm{SU}(2)$. The continuum nature of spinor variables allows us to represent the spin foam as a stateintegral, rather than a state sum in the original PonzanoRegge model where the spin representation of $\mathrm{SU}(2)$ was used. The integral expression would probably make the computation of, e.g., correlations and transition amplitudes, more controllable. More importantly, the state-integral framework inherits the scale-invariant nature of pure gravity in 3D. It describes a quantum gravity model with scale-invariant boundary quantum geometry, which can be seen as an integration over the conformal classes of boundary geometry. We expect that this framework would serve as a better starting point to study the coarse-graining or renormalization behavior of 3D quantum gravity and would be useful to investigate the quasi-local CFT/gravity duality.

Apart from these possibly exciting applications, we list the following directions to better understand this new formalism and possible generalization:
(i) The geometrical interpretation of spinors. In order to understand the geometrical interpretation of the newly constructed spin foam amplitude, it is enough to unravel the geometrical meaning of the holomorphic inner product of spinors, i.e., the angle couplings. It would be interesting to further understand the geometrical interpretation of the spinor itself. Bearing in mind the relation of the spinors and flux vectors, most importantly the equivalence of the spinor norm and the norm of the flux vector it describes [see (A5)], we expect that the spinors encode the length and scale information, which is washed out by constructing the holomorphic inner product.
(ii) The Wheeler-DeWitt equations of the SGF. Recall that in the original Ponzano-Regge state sum model, the invariance of the amplitude under Pachner moves is guaranteed by the Biedenharn-Elliott identity of the $\{6 j\}$ symbols, which is closely related to the
recursion relations of the $\{6 j\}$ symbols. These recursion relations can be viewed as generated by the Wheeler-DeWitt equations of the spin network states. It would be interesting to explore whether the invariance of the newly constructed amplitude formalism under Pachner moves can be directly proven by (possibly the deformation of) the WheelerDeWitt equations of the SGF. If possible, it would provide a new way that is similar to the original state sum model to see the topological invariance of the new spin foam formalism, directly from the scaleinvariant factorization of the amplitude, i.e., the second line of (151). As an intermediate step, it may be useful to rewrite the Wheeler-DeWitt equation in terms of the link couplings so that variables are more decoupled. Similar to the differential equations found in [47], one is able to find four such equations, each associated to one triangle on the boundary of the tetrahedron, and only three are independent. An example is (referring to the notation in Fig. 2)

$$
\begin{align*}
& 3\left[Y_{1}\left(\frac{\partial \mathcal{S}}{\partial Y_{2}} \frac{\partial \mathcal{S}}{\partial Y_{6}}-\frac{\partial \mathcal{S}}{\partial Y_{3}} \frac{\partial \mathcal{S}}{\partial Y_{5}}\right)+Y_{2}\left(\frac{\partial \mathcal{S}}{\partial Y_{3}} \frac{\partial \mathcal{S}}{\partial Y_{4}}-\frac{\partial \mathcal{S}}{\partial Y_{1}} \frac{\partial \mathcal{S}}{\partial Y_{6}}\right)+Y_{3}\left(\frac{\partial \mathcal{S}}{\partial Y_{1}} \frac{\partial \mathcal{S}}{\partial Y_{5}}-\frac{\partial \mathcal{S}}{\partial Y_{2}} \frac{\partial \mathcal{S}}{\partial Y_{4}}\right)\right], \\
- & 2 \mathcal{S}\left[Y_{1}\left(\frac{\partial^{2} \mathcal{S}}{\partial Y_{2} \partial Y_{6}}-\frac{\partial^{2} \mathcal{S}}{\partial Y_{3} \partial Y_{5}}\right)+Y_{2}\left(\frac{\partial^{2} \mathcal{S}}{\partial Y_{3} \partial Y_{4}}-\frac{\partial^{2} \mathcal{S}}{\partial Y_{1} \partial Y_{6}}\right)+Y_{3}\left(\frac{\partial^{2} \mathcal{S}}{\partial Y_{1} \partial Y_{5}}-\frac{\partial^{2} \mathcal{S}}{\partial Y_{2} \partial Y_{4}}\right)\right]=0, \tag{152}
\end{align*}
$$

where $\mathcal{S}$ is the SGF and $Y_{i}$ the link coupling of link $l_{i}$. On the other hand, as the SGF not only describes a flat tetrahedron but a scale-invariant one, it should be possible to determine a different differential equation that generates the scale invariance of the SGF. The equation to be found describes the dilatation behavior of the SGF, thus playing a dynamic role, and can also be viewed as the WheelerDeWitt equation. The flow of the differential equation should generate the symmetry of the link couplings (109) in terms of spinors, namely the $\operatorname{SL}(2, \mathbb{C})$ symmetry and the "anti-rescaling" symmetry (68).
(iii) Spin foam model for conformal quantum gravity. The building blocks of the new spin foam are scale invariant, thus almost but not yet conformal invariant. It would be interesting to push forward to construct a spin foam with conformal blocks, whose boundary states are conformal invariant. Unfortunately, we have no clue whether it can be constructed with the spinor representation or what structures of the vertex amplitude we should expect. It may be more reliable to start the journey from the discretization of conformal gravity action and construct the partition function applying the action principle [79]. Such a spin foam model, if exists,
would be a more suitable framework to study the CFT/gravity duality at the discrete level.
(iv) Group field theory for 3D quantum gravity with spinors. It has been well-known that the PonzanoRegge models can be generated by a group field theory (GFT) with $\mathrm{SU}(2)$ group and the amplitude is interpreted as some Feynman graph evaluation [32]. GFT reformulation with spinors of the PonzanoRegge model can capture the full $\mathrm{SU}(2)$ structure rather than $\mathrm{SO}(3)$ when using the flux and holonomy variables [10,22]. An attempt was made in [80] where the amplitude is not yet separated into local blocks. In order to build a similar connection of the vertex amplitude with the interaction of the GFT and of the edge amplitude with the propagator of the GFT, a better starting point is a spin foam formulation with local amplitudes and thus, the result of Proposition II. 1. We expect that this GFT, if found, also has a scale-invariant nature, so it may be better suited to study the renormalization properties in quantum gravity.
(v) Generalization to a $4 D$ spin foam. The spin foam model built with spinors has been applied to 4D BF theory $[44,81,82]$. However, there remains spin
dependence or $\mathrm{SU}(2)$ holonomy dependence of the local amplitude in these existing models. It would be interesting to discover a 4D spin foam with local amplitudes given only by the spinor variables and explore what these local amplitudes represent geometrically. A natural guess is that the vertex amplitude could be constructed by the generating function of the $15 j$ symbols [74], which can also be written into a closed form with a loop structure as the SGF.
(vi) Including the cosmological constant. The spinor variables can be deformed to describe the loop gravity with a negative cosmological constant [83,84], which recovers the loop gravity framework described by deformed holonomy and flux variables [11] (see also [24] for its quantization). It would be interesting to see if the deformed spinors can be used to construct the spin foam that recovers the Turaev-Viro model [25], whose building blocks are the $q$-deformed $\{6 j\}$ symbols. One of the first things to do is to construct the " $q$-deformed scaleless spin network statl" on the hyperbolic geometry. We expect that the spinorial framework of LQG, and the spin foam model can be generalized to a $q$-deformed version with the use of quantum groups and describe the quantum gravity with a nonvanishing cosmological constant.
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## APPENDIX A: SPINORIAL PHASE SPACE FOR LOOP GRAVITY

In this appendix, we give a quick review of the spinorial phase space of loop gravity and its quantization to construct the Hilbert space of LQG. Let us introduce the spinor variables

$$
\begin{equation*}
|z\rangle:=\binom{z^{0}}{z^{1}}, \quad\langle z|:=\left(\bar{z}^{0}, \bar{z}^{1}\right), \quad z^{0}, z^{1} \in \mathbb{C} \tag{A1}
\end{equation*}
$$

We also introduce the dual spinor by a dual map $\varsigma$

$$
\begin{align*}
& \mid z] \equiv|\varsigma z\rangle:=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)|\bar{z}\rangle=\binom{-\bar{z}^{1}}{\bar{z}^{0}} \\
& {\left[z \mid \equiv\langle\varsigma z|:=\langle\bar{z}|\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)=\left(\begin{array}{cc}
-z^{1}, & z^{0}
\end{array}\right)\right.} \tag{A2}
\end{align*}
$$

A spinor transforms covariantly under the $\mathrm{SU}(2)$ action $|z\rangle \rightarrow g|z\rangle$ in the fundamental representation of $\mathrm{SU}(2)$. Thus the $\mathrm{SU}(2)$, hence $\mathrm{SL}(2, \mathbb{C})$ by complexification, invariant objects can be naturally formed by the inner product of two spinors

$$
\begin{align*}
& \langle w \mid z\rangle=[z \mid w]=\sum_{A} \bar{w}^{A} z^{A}, \quad\left[w|z\rangle=-w^{1} z^{0}+w^{0} z^{1}\right. \\
& \langle w| z]=-\bar{w}^{0} \bar{z}^{1}+\bar{w}^{1} \bar{z}^{0} \tag{A3}
\end{align*}
$$

$\mid z]$ is dual to $|z\rangle$ in the sense that they are orthogonal via the inner product; i.e., $[z|z\rangle=0$.

Consider a pair of spinors $\{|z\rangle,|\tilde{z}\rangle\}$, whose components are provided with the Poisson brackets,
$\left\{z^{A}, \bar{z}^{B}\right\}=i \delta^{A B}, \quad\left\{\tilde{z}^{A}, \overline{\tilde{z}}^{B}\right\}=-i \delta^{A B}, \quad\left\{z^{A}, \tilde{z}^{B}\right\}=\left\{z^{A}, \overline{\tilde{z}}^{B}\right\}=\left\{\bar{z}^{A}, \tilde{z}^{B}\right\}=\left\{\bar{z}^{A}, \overline{\tilde{z}}^{B}\right\}=0, \quad, A, B=0,1$.
We introduce the Hermitian matrices $\mathbf{X}:=|z\rangle\langle z|$ and $\tilde{\mathbf{X}}:=|\tilde{z}\rangle\langle\tilde{z}|$ and then project them onto the identity and the Pauli matrices

$$
\begin{array}{lll}
|z\rangle\langle z|=|\vec{X}| \mathbb{I}-\vec{X} \cdot \vec{\sigma} \quad \text { with } \quad|\vec{X}| \equiv \frac{1}{2}\langle z \mid z\rangle, & \vec{X} \equiv-\frac{1}{2}\langle z| \vec{\sigma}|z\rangle \in \mathbb{R}^{3}, \\
|\tilde{z}\rangle\langle\tilde{z}|=|\overrightarrow{\tilde{X}}| \mathbb{I}-\overrightarrow{\tilde{X}} \cdot \vec{\sigma} \quad \text { with } \quad|\overrightarrow{\tilde{X}}| \equiv \frac{1}{2}\langle\tilde{z} \mid \tilde{z}\rangle, & \overrightarrow{\tilde{X}} \equiv-\frac{1}{2}\langle\tilde{z}| \vec{\sigma}|\tilde{z}\rangle \in \mathbb{R}^{3}, \tag{A5}
\end{array}
$$

where $|\vec{X}|$ (resp. $|\overrightarrow{\tilde{X}}|$ ) is the norm of the vector $\vec{X}$ (resp. $\overrightarrow{\tilde{X}}$ ). We relate the nontilde spinor variables and the tilde spinor variables by an $\mathrm{SU}(2)$ action

$$
\begin{equation*}
g|z\rangle=|\tilde{z}\rangle, \quad g \mid z]=\mid \tilde{z}], \quad g \in \mathrm{SU}(2) \tag{A6}
\end{equation*}
$$

Thus, $\mathbf{X}$ and $\tilde{\mathbf{X}}$ are related by an $\mathrm{SU}(2)$ adjoint action: $\tilde{\mathbf{X}}=g \mathbf{X} g^{-1}$. Equation (A6) determines the $\mathrm{SU}(2)$ group element $g$ uniquely to be

$$
\begin{equation*}
g=\frac{|\tilde{z}\rangle\langle z|+\mid \tilde{z}][z \mid}{\sqrt{\langle z \mid z\rangle\langle\tilde{z} \mid \tilde{z}\rangle}} \tag{A7}
\end{equation*}
$$

It also implies that the spinors $|z\rangle$ and $|\tilde{z}\rangle$ satisfy a normmatching constraint

$$
\begin{equation*}
\mathcal{N}:=\langle z \mid z\rangle-\langle\tilde{z} \mid \tilde{z}\rangle, \tag{A8}
\end{equation*}
$$

which generates a $\mathrm{U}(1)$ transformation on spinors $\{\mathcal{N}, \mid z>\}=-i \mid z>,\{\mathcal{N},|\tilde{z}\rangle\}=-i|\tilde{z}\rangle$. The finite gauge transformation reads

$$
\begin{array}{lr}
|z\rangle \xrightarrow{\mathrm{U}(1)} e^{i \theta}|z\rangle, & |\tilde{z}\rangle \xrightarrow{\mathrm{U}(1)} e^{i \theta}|\tilde{z}\rangle, \\
\langle z| \xrightarrow{\mathrm{U}(1)} e^{-i \theta}\langle z|, & \langle\tilde{z}| \xrightarrow{\mathrm{U}(1)} e^{-i \theta}\langle\tilde{z}| .
\end{array}
$$

The Poisson brackets (A4) can thus be rewritten with the new variables $(\vec{X}, g)$ [or equivalently $(\overrightarrow{\tilde{X}}, g)$ ] as

$$
\begin{array}{ll}
\left\{X^{i}, g\right\}=\frac{i}{2} g \sigma^{i}, & \left\{X^{i}, X^{j}\right\}=\epsilon^{i j k} X^{k}, \quad\{g, g\}^{\mathcal{N}=0} \sim \\
\left\{\tilde{X}^{i}, g\right\}=\frac{i}{2} \sigma^{i} g, & \left\{\tilde{X}^{i}, \tilde{X}^{j}\right\}=-\epsilon^{i j k} \tilde{X}^{k}, \quad\left\{X^{i}, \tilde{X}^{j}\right\}=0, \tag{A10}
\end{array}
$$

which are the Poisson structure of the loop gravity phase space with vanishing cosmological constant, i.e., the $T^{*} \mathrm{SU}(2)$ phase space. $\vec{X}$ (or $\overrightarrow{\tilde{X}}$ ) is called the flux and $g$ the holonomy. Note that $(\mathbf{X}, g)$ are invariant under the $\mathrm{U}(1)$ transformation (A9), and thus, the loop gravity phase space can be reconstructed completely as a symplectic reduction of the spinor space $\mathbb{C}^{2} \times \mathbb{C}^{2}$ :

$$
\begin{align*}
& T^{*} \mathrm{SU}(2) \backslash\{|\vec{X}|=0\}= \mathbb{C}^{2} \times \mathbb{C}^{2} \backslash\{\langle z \mid z\rangle=0, \\
&\langle\tilde{z} \mid \tilde{z}\rangle=0\} / / \mathrm{U}(1) \tag{A11}
\end{align*}
$$

Consider an oriented graph $\Gamma$ with $|L|$ links and $|N|$ nodes. For each link $l$, we assign a nontilde spinor $\left|z_{l}\right\rangle$ to its source node $s(l)$ and a tilde spinor $\left|\tilde{z}_{l}\right\rangle$ to its target node $t(l)$. They are related by an $\mathrm{SU}(2)$ action, thus satisfying the norm matching constraint

$$
\begin{equation*}
g_{l}\left|z_{l}\right\rangle=\left|\tilde{z}_{l}\right\rangle, \quad\left\langle z_{l} \mid z_{l}\right\rangle=\left\langle\tilde{z}_{l} \mid \tilde{z}_{l}\right\rangle \tag{A12}
\end{equation*}
$$

$g_{l}$ 's can be viewed as an assignment to the links. The kinematical phase space of $\Gamma$ is defined as the collection of $\left(z_{l}, \tilde{z}_{l}\right) \in \mathbb{C}^{2} \times \mathbb{C}^{2}$ for each link imposing the closure constraints $\overrightarrow{\mathcal{C}}_{v}$ for each node:

$$
\begin{equation*}
\overrightarrow{\mathcal{C}}_{n}=\sum_{l \mid n=s(l)}\left\langle z_{l}\right| \vec{\sigma}\left|z_{l}\right\rangle-\sum_{l \mid n=t(l)}\left\langle\tilde{z}_{l}\right| \vec{\sigma}\left|\tilde{z}_{l}\right\rangle \tag{A13}
\end{equation*}
$$

The phase space defined with spinors allow us to have a $\mathrm{U}(N)$ reformulation of LQG after quantization $[42,68,85]$. The essential idea is to change the building blocks from degrees of freedom on links (which are holonomies or fluxes) to those on nodes (which are spinors). For each ( $N$-valent) node $n$, we define an $N \times N$ asymmetric matrix $\mathbf{F}$ and an $N \times N$ symmetric matrix $\mathbf{E}$ with complex entries representing the correlation of spinors associated to the different half-links incident to the same node (we will use the Latin indices $a, b, c, d$ in the subscript to denote the legs of the node):

$$
\begin{array}{ll}
E_{a b}=\left\langle z_{a} \mid z_{b}\right\rangle, & E_{b a}=\bar{E}_{a b}, \\
F_{a b}=\left[z_{a}\left|z_{b}\right\rangle,\right. & F_{b a}=-F_{a b}, \\
\left.\bar{F}_{a b}=\left\langle z_{b}\right| z_{a}\right], & \bar{F}_{b a}=-\bar{F}_{a b} \tag{A14}
\end{array}
$$

where the bar denotes the complex conjugate. These $\mathrm{SU}(2)$ observables form a closed algebra. With no loss of generality, consider that all the links incident to the node $n$ are outgoing (hence, only nontilde spinors are attached to $v$ ), and then the Poisson brackets of the components read

$$
\begin{align*}
\left\{E_{a b}, E_{c d}\right\} & =i\left(\delta_{a d} E_{c b}-\delta_{b c} E_{a d}\right) \\
\left\{E_{a b}, F_{c d}\right\} & =i\left(\delta_{a d} F_{b c}-\delta_{a c} F_{b d}\right) \\
\left\{E_{a b}, \bar{F}_{c d}\right\} & =i\left(\delta_{b d} \bar{F}_{a c}-\delta_{b c} \bar{F}_{a d}\right) \\
\left\{F_{a b}, F_{c d}\right\} & =0, \quad\left\{\bar{F}_{a b}, \bar{F}_{c d}\right\}=0 \\
\left\{F_{a b}, \bar{F}_{c d}\right\} & =i\left(\delta_{a c} E_{d b}-\delta_{a d} E_{c b}+\delta_{b d} E_{c a}-\delta_{b c} E_{d a}\right) \tag{A15}
\end{align*}
$$

It can be seen from the first Poisson bracket that the components of the matrix $\mathbf{E}$ form a $\mathfrak{t}(N)$ algebra. The full algebra (A15) is called the $\mathfrak{G o}^{*}(2 N)$ [86].

Upon quantization, the spinors become the annihilation operators $z^{A} \rightarrow a^{A}$ and the creation operator $\bar{z}^{A} \rightarrow a^{A \dagger}$ such that they satisfy the commutator

$$
\begin{equation*}
\left[a^{A}, a^{B \dagger}\right]=\delta^{A B} \mathbb{I}, \quad\left[a^{A}, a^{B}\right]=\left[a^{A \dagger}, a^{B^{\dagger}}\right]=0 \tag{A16}
\end{equation*}
$$

This being said, the phase space for an $N$-valent node is quantized to be a set of $2 N$ harmonic oscillators. We also quantize the observable matrix $\mathbf{E}, \mathbf{F}$, and $\overline{\mathbf{F}}$ in the following way.

$$
\begin{align*}
& E_{b c}=\left\langle z_{b} \mid z_{c}\right\rangle \rightarrow \hat{E}_{b c}=a_{b}^{A \dagger} a_{c}^{A}, \\
& F_{b c}=\left[z_{b}\left|z_{c}\right\rangle \rightarrow \hat{F}_{b c}=\epsilon^{A B} a_{b}^{A} a_{c}^{B},\right. \\
& \left.\bar{F}_{b c}=\left\langle z_{c}\right| z_{b}\right] \rightarrow \hat{F}_{b c}^{\dagger}=\epsilon^{A B} a_{b}^{A \dagger} a_{c}^{B^{\dagger}} . \tag{A17}
\end{align*}
$$

We have used the normal ordering when necessary. The commutators naturally inherit from the Poisson brackets (A15). It is natural to obtain the Fock states $\left|n^{0}, n^{1}\right\rangle_{\text {но }}$ that diagonalize the occupation number operator $N^{A}:=a^{A \dagger} a^{A}$

$$
\begin{equation*}
N^{A}\left|n^{0}, n^{1}\right\rangle_{\mathrm{HO}}=n^{A}\left|n^{0}, n^{1}\right\rangle_{\text {НО }} . \tag{A18}
\end{equation*}
$$

This basis is equivalent to the magnetic number basis $|j, m\rangle \in \mathcal{V}^{j}$ with the relation between the eigenvalue as

$$
\begin{equation*}
j=\frac{1}{2}\left(n^{0}+n^{1}\right), \quad m=\frac{1}{2}\left(n^{0}-n^{1}\right) . \tag{A19}
\end{equation*}
$$

The action of $\left(a^{A}, a^{B \dagger}\right)$ on the magnetic number basis allows the jumping between different spin representations. Explicitly,

$$
\begin{align*}
a^{A}|j, m\rangle & =\sqrt{j+(-1)^{A} m}\left|j-\frac{1}{2}, m-\frac{1}{2}+A\right\rangle, \\
a^{A \dagger}|j, m\rangle & =\sqrt{j+(-1)^{A} m+1}\left|j+\frac{1}{2}, m+\frac{1}{2}-A\right\rangle . \tag{A20}
\end{align*}
$$

By the definition of the coherent state basis through the magnetic number basis (42), it is easy to find that $a^{A}$ acts on $|j, z\rangle$ as a multiplication operator, while $a^{A \dagger}$ acts as a derivative operator on $|j, z\rangle$ as given in (43).

The LQG Hilbert space $L_{2}(\mathrm{SU}(2), \mathrm{d} g)^{|L|} / / \mathrm{SU}(2)^{|N|}$ is standardly understood as spanned by the spin network states labeled by spins. The quantization of the spinorial phase space allows us to span the same Hilbert space by the coherent or scaleless spin network states labeled by spinors. To this end, we also need to introduce a Haar measure. It is given by the Haar measure $\mathrm{d} \mu(z)$ of the Bargmann space $\mathcal{F}_{2}=L_{2}^{\text {hol }}\left(\mathbb{C}^{2}, \mathrm{~d} \mu\right)$, the space of holomorphic squared integrable functions, over the spinor [67]:

$$
\begin{equation*}
\mathrm{d} \mu(z):=\frac{1}{\pi^{2}} e^{-\langle z \mid z\rangle} \mathrm{d} z^{0} \mathrm{~d} z^{1} . \tag{A21}
\end{equation*}
$$

It is a measure invariant under the $\mathrm{SU}(2)$ transformation $\mathrm{d} \mu(g z)=\mathrm{d} \mu(z), \quad \forall g \in \operatorname{SU}(2)$. The space $\mathcal{F}_{2}$ can be decomposed into the direct sum of $(2 j+1)$-dimensional subspace: $\mathcal{F}_{2}=\oplus_{j \in \mathbb{N} / 2} \mathcal{V}^{j}$, with the orthonormal basis of each spin $j$ subspace given by

$$
\begin{equation*}
e_{m}^{j}(z):=\frac{\left(z^{0}\right)^{j+m}\left(z^{1}\right)^{j-m}}{\sqrt{(j+m)!(j-m)!}} . \tag{A22}
\end{equation*}
$$

The Hilbert space of one link is thus equivalently given by $\mathcal{H}_{l}=\mathcal{F}_{2} \times \mathcal{F}_{2} / / \mathrm{U}(1)$. Readers can find more details for the Bargmann space reconstruction of the Hilbert space in [67]. By taking the closure constraint for nodes into consideration, we conclude that the Hilbert space spanned by the coherent or scaleless spin network states can be represented as $L_{2}^{\text {hol }}\left(\mathbb{C}^{2}, \mathrm{~d} \mu\right)^{2|L|} / /\left(\mathrm{SU}(2)^{|N|} \times \mathrm{U}(1)^{|L|}\right)$.

## APPENDIX B: WHEELER-DEWITT EQUATION OF THE SGF

In this appendix, we review the Wheeler-DeWitt equations of the physical state of the tetrahedron graph, which is the $\{6 j\}$ symbol in the spin network basis and the SGF in the scaleless spin network basis. Detailed analysis can be found in $[47,76]$.

Throughout this appendix, we refer to the tetrahedron graph in Fig. 2. Consider the Hamiltonian

$$
\begin{equation*}
\hat{H}_{126} \psi_{\text {phys }}\left(g_{l}\right)=0, \quad \hat{H}_{126}:=g_{1} g_{6} g_{2}^{-1}-\mathbb{I} . \tag{B1}
\end{equation*}
$$

By the discrete nature of the spin labels defining a spin network basis, the Wheeler-DeWitt equation can be represented by a recursion relation of the $\{6 j\}$ symbols. It was proposed in [76] a spin 1 Hamiltonian [denoted with a superscript (1)] by projecting the rotation matrix $R\left(g_{6} g_{1} g_{2}^{-1}\right)$ onto the fluxes $\vec{X}_{2}$ and $\vec{X}_{6}$ associated to the node where links $l_{2}$ and $l_{6}$ meet,

$$
\begin{equation*}
H_{126}^{(1)}=\vec{X}_{6} \cdot\left(\mathbb{I}-\operatorname{Ad}\left(g_{6} g_{1} g_{2}^{-1}\right)\right) \vec{X}_{2}=\vec{X}_{6} \cdot \vec{X}_{2}-\vec{X}_{6} \cdot \operatorname{Ad}\left(g_{1}\right) \vec{X} . \tag{B2}
\end{equation*}
$$

It corresponds to the recursion relation of the $\{6 j\}$ symbol involving a shift of a spin label by one [76]:

$$
\begin{align*}
& A_{+1}\left(j_{1}\right)\left\{\begin{array}{lll}
j_{1}+1 & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}+A_{0}^{(1)}\left(j_{1}\right)\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \\
& +A_{-1}\left(j_{1}\right)\left\{\begin{array}{lll}
j_{1}+1 & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}=0 \tag{B3}
\end{align*}
$$

with coefficients

$$
\begin{align*}
A_{0}^{(1)}\left(j_{1}\right)= & (-1)^{j_{2}+j_{4}+j_{6}}\left\{\begin{array}{lll}
j_{2} & j_{2} & 1 \\
j_{6} & j_{6} & j_{4}
\end{array}\right\} \\
& +(-1)^{2 j_{1}+j_{2}+j_{3}+j_{5}+j_{6}\left(2 j_{1}+1\right)} \text { ( }+\left(\begin{array}{lll}
j_{1} & j_{1} & 1 \\
j_{2} & j_{2} & j_{3}
\end{array}\right\}\left\{\begin{array}{lll}
j_{1} & j_{1} & 1 \\
j_{6} & j_{6} & j_{5}
\end{array}\right\}, \\
A_{ \pm 1}\left(j_{1}\right)= & (-1)^{2 j_{1}+j_{2}+j_{3}+j_{5}+j_{6}+1}\left(2\left(j_{1} \pm 1\right)+1\right)  \tag{B4}\\
& \times\left\{\begin{array}{lll}
j_{1} \pm 1 & j_{1} & 1 \\
j_{2} & j_{2} & j_{3}
\end{array}\right\}\left\{\begin{array}{lll}
j_{1} \pm 1 & j_{1} & 1 \\
j_{6} & j_{6} & j_{5}
\end{array}\right\} .
\end{align*}
$$

The reason for obtaining a recursion relation as such with an argument changed by 1 is that the fluxes transform in the adjoin representation of $S U(2)$ and thus, the spin 1 representation. Fluxes can be reproduced with spinor variables (A5). The inner product of fluxes $\vec{X}_{2}$ and $\vec{X}_{6}$ can be written as the inner product of spinors $\tilde{z}_{2}$ and $\tilde{z}_{6}$ associated to the same node,

$$
\begin{equation*}
\left.\vec{X}_{6} \cdot \vec{X}_{2} \equiv\left\langle\tilde{z}_{2} \mid \tilde{z}_{6}\right\rangle\left\langle\tilde{z}_{6} \mid \tilde{z}_{2}\right\rangle-\left\langle\tilde{z}_{2}\right| \tilde{z}_{6}\right]\left[\tilde{z}_{6}\left|\tilde{z}_{2}\right\rangle .\right. \tag{B6}
\end{equation*}
$$

The use of spinors makes it possible to formulate a spin $1 / 2$ Hamiltonian since spinors transform in the fundamental representation of $\mathrm{SU}(2)$. Such a Hamiltonian is expected (and was shown in [47]) to generate a recursion relation of the $\{6 j\}$ symbols with arguments changed by $1 / 2$. As proposed in [47], the spin 1/2 Hamiltonian [denoted with a superscript ( $1 / 2$ )] represents the unchanged inner product of the spinors $\tilde{z}_{2}$ and $\tilde{z}_{6}$ after transported around the plaquette surrounded by links $e_{1}, e_{2}, e_{6}$,

$$
\begin{equation*}
\left.H_{126}^{(1 / 2)}:=\left\langle\tilde{z}_{6}\right| \tilde{z}_{2}\right]\left[\tilde{z}_{6}\left|g_{6} g_{1} g_{2}^{-1}-\mathbb{I}\right| \tilde{z}_{2}\right\rangle . \tag{B7}
\end{equation*}
$$

The quantization of spinors leads to creation and annihilation operators. Since there are two separate scalar terms in the formula, two Hamiltonian operators are available upon quantization. The left ordering Hamiltonian is [47]

$$
\begin{align*}
\left.\hat{H}_{126}^{(1 / 2)}\right|_{L} & \left.=\left\langle\tilde{a}_{6}\right| \tilde{a}_{2}\right]\left(\left[a_{6}\left|g_{1}\right| a_{2}\right\rangle-\left[\tilde{a}_{6}\left|\tilde{a}_{2}\right\rangle\right)\right. \\
& =\hat{F}_{26}^{\dagger}\left(\frac{1}{d_{j_{1}}}\left(\hat{F}_{61} \hat{E}_{12}+\hat{E}_{16} \hat{F}_{12}\right)-\hat{F}_{62}\right), \tag{B8}
\end{align*}
$$

and the right ordering Hamiltonian is

$$
\begin{align*}
\left.\hat{H}_{126}^{(1 / 2)}\right|_{R} & =\left(\left[a_{6}\left|g_{1}\right| a_{2}\right\rangle-\left[\tilde{a}_{6}\left|\tilde{a}_{2}\right\rangle\right)\left\langle\tilde{a}_{6}\right| \tilde{a}_{2}\right] \\
& =\left(\frac{1}{d_{j_{1}}}\left(\hat{F}_{61} \hat{E}_{12}+\hat{E}_{16} \hat{F}_{12}\right)-\hat{F}_{62}\right) \hat{F}_{26}^{\dagger} . \tag{B9}
\end{align*}
$$

It turns out that only the right ordering Hamiltonian can generate the desired recursion relation. $\left.\hat{H}_{126}^{(1 / 2)}\right|_{R}$ annihilates the tetrahedral spin network state evaluated on the identity

$$
\begin{equation*}
\left.\hat{H}_{126}^{(1 / 2)}\right|_{R} s_{\mathrm{tet}}^{\left\{j_{l}\right\}}(\mathbb{I})=0 . \tag{B10}
\end{equation*}
$$

By expanding the terms and applying the annihilation and creation operators on the magnetic number basis (A20), (B10) reproduces a spin $1 / 2$ recursion relation on the $\{6 j\}$ symbols [47]

$$
\begin{align*}
& A_{+\frac{1}{2}}\left(j_{1}\right)\left\{\begin{array}{lll}
j_{1}+\frac{1}{2} & j_{2}-\frac{1}{2} & j_{3} \\
j_{4} & j_{5} & j_{6}-\frac{1}{2}
\end{array}\right\}+A_{0}^{(1 / 2)}\left(j_{1}\right)\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \\
& \quad+A_{-\frac{1}{2}}\left(j_{1}\right)\left\{\begin{array}{llll}
j_{1}-\frac{1}{2} & j_{2}-\frac{1}{2} & j_{3} \\
j_{4} & j_{5} & j_{6}-\frac{1}{2}
\end{array}\right\}=0, \tag{B11}
\end{align*}
$$

with coefficients

$$
A_{0}^{(1 / 2)}\left(j_{1}\right)=(-1)^{j_{2}+j_{4}+j_{6}+1}\left\{\begin{array}{lll}
j_{1} & j_{2}-\frac{1}{2} & \frac{1}{2}  \tag{B12}\\
j_{6}-\frac{1}{2} & j_{6} & j_{4}
\end{array}\right\}
$$

$$
\begin{align*}
A_{ \pm \frac{1}{2}}\left(j_{1}\right)= & (-1)^{2 j_{1}+j_{2}+j_{3}+j_{5}+j_{6}-\frac{1}{2} \pm \frac{1}{2}}\left(2\left(j_{1} \pm \frac{1}{2}\right)+1\right) \\
& \times\left\{\begin{array}{lll}
j_{1} \pm \frac{1}{2} & j_{1} & \frac{1}{2} \\
j_{2} & j_{2}-\frac{1}{2} & j_{3}
\end{array}\right\}\left\{\begin{array}{lll}
j_{1} \pm \frac{1}{2} & j_{1} & \frac{1}{2} \\
j_{6} & j_{6}-\frac{1}{2} & j_{5}
\end{array}\right\} . \tag{B13}
\end{align*}
$$

The same Hamiltonian can, at the same time, annihilate the tetrahedral scaleless spin network evaluated on the identity and thus the SGF,

$$
\begin{equation*}
\left.\hat{H}_{126}^{(1 / 2)}\right|_{R} s_{\text {tet }}^{\text {sl }}(\mathbb{I})=0 \tag{B14}
\end{equation*}
$$

Similarly, expanding terms and applying the annihilation and creation operators on the coherent state basis (43) and (44), this reproduces a differential equation of the SGF [47],

$$
\begin{align*}
& \left(\sum_{A, B=0,1}\left(\frac{\partial}{\partial \tilde{z}_{1}^{A}} \otimes z_{6}^{A}\right)\left(\frac{\partial}{\partial z_{1}^{B}} \otimes z_{2}^{B}\right)\right)\left(2+\frac{1}{2} \sum_{l \in n_{246}} \sum_{A} z^{A} \frac{\partial}{\partial z^{A}}\right)-\left[\frac{\partial}{\partial \tilde{z}_{6}}\left|\frac{\partial}{\partial \tilde{z}_{2}}\right\rangle\left(1+\sum_{A} z_{1}^{A} \frac{\partial}{\partial z_{1}^{A}}\right)\right. \\
& \quad+\left[\tilde { z } _ { 1 } | z _ { 6 } \rangle \left[z_{1}\left|z_{2}\right\rangle\left(2+\frac{1}{2} \sum_{l \in n_{246}} \sum_{A} z^{A} \frac{\partial}{\partial z^{A}}\right)\left(2+\frac{1}{2} \sum_{l \in n_{123}} \sum_{A} z^{A} \frac{\partial}{\partial z^{A}}\right)\left(2+\frac{1}{2} \sum_{l \in n_{156}} \sum_{A} z^{A} \frac{\partial}{\partial z^{A}}\right) \mathcal{S}^{\mathrm{sl}}\left(\left\{z_{l}, \tilde{z}_{l}\right\}\right)=0\right.\right. \tag{B15}
\end{align*}
$$

which is noted as the Wheeler-DeWitt equation of the SGF. There are totally four such equations, each associated to one plaquette of the tetrahedral graph, while only three are independent. As expected, these expressions look more cumbersome than (152) since the SGF is in a more coupled fashion when written in terms of the angle coupling rather than the link couplings.

## APPENDIX C: THE PONZANO-REGGE MODEL IN TERMS OF COHERENT BLOCKS

In the section, we prove that the Ponzano-Regge amplitude (28) can be written in a way that the vertex amplitudes are given by the coherent states (48) evaluated on identity and edge amplitudes in a simple Gaussian form. This is the starting point of the Proposition II. 1 and 3D version of [44].

Let us recall the notations we will use to write the amplitudes, which are the same as those in Proposition II. 1.

Proposition C.1. The spin foam model can be expressed as an integral in terms of coherent blocks

$$
\begin{aligned}
\mathcal{A}_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}^{\text {cohe }}\right]= & \left.\int \mathrm{d} \mu(z)\right] \prod_{f^{*}} \mathcal{A}_{f^{*}}\left[z_{f^{*}}\right] \\
& \times \prod_{e^{*}} \mathcal{A}_{e^{*}}\left[z_{e^{*}}\right] \prod_{v^{*}} \mathcal{A}_{v^{*}}\left[z_{v^{*}}\right],
\end{aligned}
$$

with the vertex, edge, and face amplitude written as

$$
\begin{gather*}
\mathcal{A}_{v^{*}}=s_{\mathrm{tet}}^{\mathrm{cohe}}(\mathbb{I})=  \tag{C1}\\
\int_{\mathrm{SU}(2)^{4}} \prod_{n=1}^{4} \mathrm{~d} h_{n} e^{\sum_{e=1}^{6}\left[\tilde{z}_{l}\left|h_{t(l)}^{-1} h_{s(l)}\right| z_{l}\right\rangle},  \tag{C2}\\
 \tag{C3}\\
\mathcal{A}_{e^{*}}=e^{\left.\sum_{l \in n}\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]} \\
\mathcal{A}_{f^{*}}=\left\langle z^{f^{*}, T_{1}} \mid z^{f^{*}, T_{1}}\right\rangle-1
\end{gather*}
$$

Proof.-Recall that the coherent spin network state for a tetrahedron graph is

$$
\begin{equation*}
\sum_{\left\{j_{l}\right\}} s_{\text {tet }}^{\text {cohe }}=\int_{\mathrm{SU}(2)^{4}} \prod_{n=1}^{4} \mathrm{~d} h_{n} e^{\sum_{l=1}^{6}\left[\tilde{z}_{l}\left|h_{t(l)}^{-1} g_{l} h_{s(l)}\right| z_{l}\right\rangle} . \tag{C4}
\end{equation*}
$$

The evaluation on identity gives the vertex amplitude (C1). To glue the vertex amplitudes associated to adjacent
tetrahedra, we make use of the identity in the representation space $\mathcal{V}^{j} \otimes \mathcal{V}^{* j}$ spanned by the coherent states [67]

$$
\begin{align*}
\mathbb{I}_{\mathcal{V}^{j} \otimes \mathcal{V}^{* j}} & =\frac{1}{(2 j)!} \int \mathrm{d} \mu(z)|j, z\rangle\langle j, z| \\
& \left.\left.=\frac{1}{(2 j)!} \int \mathrm{d} \mu(z) \right\rvert\, j, z\right][j, z \mid \tag{C5}
\end{align*}
$$

To do the gluing, we also use the following identity,

$$
\begin{aligned}
& \int \mathrm{d} \mu\left(w_{1}\right) \int \mathrm{d} \mu\left(w_{2}\right) e^{\left.\left[z|g| w_{1}\right\rangle+\left\langle w_{1}\right| w_{2}\right]+\left[w_{2}|h| z^{\prime}\right\rangle} \\
&= \sum_{j, k, q \in \mathbb{N} / 2} \frac{1}{(2 j)!(2 k)!(2 q)!} \int \mathrm{d} \mu\left(w_{1}\right) \\
&\left.\times \int \mathrm{d} \mu\left(w_{2}\right)\left[j, z|g| j, w_{1}\right\rangle\left\langle k, w_{1}\right| k, w_{2}\right]\left[q, w_{2}|h| q, z^{\prime}\right\rangle \\
&= \sum_{j \in \mathbb{N} / 2} \frac{1}{(2 j)!}\left[j, z|g h| j, z^{\prime}\right\rangle=e^{\left[z|g h| z^{\prime}\right\rangle}
\end{aligned}
$$

We have used (C5) to obtain the third line. This product rule can be applied to contract terms between adjacent tetrahedra, say, $T_{1}$ and $T_{2}$, connected with the triangle whose 2 D dual is a node $n$ and 3D dual is an oriented dual edge $e^{*}$. Say the source dual vertex $s\left(e^{*}\right)$ is dual to $T_{1}$ and the target $t\left(e^{*}\right)$ is dual to $T_{2}$. Consider the graphs $\left(\partial T_{1}\right)_{1}^{*}$ and $\left(\partial T_{2}\right)_{1}^{*}$, both including the node $n$. To identify the triangles from $T_{1}$ and $T_{2}$ is to identify the three links $l, l^{\prime}, l^{\prime \prime} \in n$ from the two graphs. However, the spinors associated to links from different graphs are different. For instance, consider a link $l \in n$ : The spinor $z_{l}^{T_{1}}$ (or $z_{l}^{s\left(e^{*}\right)}$ with the dual language) on $\left(\partial T_{1}\right)_{1}^{*}$ is not the same as the spinor $z_{l}^{T_{2}}\left(\right.$ or $z_{l}^{t\left(e^{*}\right)}$ ) on $\left(\partial T_{2}\right)_{1}^{*}$. Integrating over the relevant terms from vertex amplitudes of $s\left(e^{*}\right)$ and $t\left(e^{*}\right)$ and the edge amplitude of $e^{*}$, one gets (we write only integration for one link $l$ for short)

$$
\begin{equation*}
\int \mathrm{d} \mu\left(z_{l}^{s\left(e^{*}\right)}\right) \int \mathrm{d} \mu\left(z_{l}^{t\left(e^{*}\right)}\right) e^{\left[z^{n_{1}}\left|\left(h_{n_{1}}^{T_{1}}\right)^{-1} h_{n}^{T_{1}}\right| z_{l}^{s\left(e^{*}\right)}\right\rangle} e^{\left.\left\langle z_{l}^{s\left(e^{*}\right)}\right| z_{l}^{t\left(e^{*}\right)}\right]} e^{\left[z^{t\left(e^{*}\right)}\left|\left(h_{n}^{T_{2}}\right)^{-1} h_{n_{2}}^{T_{2}}\right| z^{n_{2}}\right\rangle}=e^{\left[z^{z_{1}}\left|\left(h_{n_{1}}^{T_{1}}\right)^{-1} h_{n}^{T_{1}}\left(h_{n}^{T_{2}}\right)^{-1} h_{n_{2}}^{T_{2}}\right| z^{n_{2}}\right\rangle}=e^{\left[z^{n_{1}}\left|\left(h_{n_{1}}^{T_{1}}\right)^{-1} h_{n} h_{n_{2}}^{T_{2}}\right| z^{n_{2}}\right\rangle}, \tag{C6}
\end{equation*}
$$

with $h_{n} \equiv h_{n}^{T_{1}}\left(h_{n}^{T_{2}}\right)^{-1}$.
The contraction (C6) can be repeatedly performed along a closed chain $\left(e_{1}^{*} e_{2}^{*} \ldots e_{M}^{*} e_{1}^{*}\right) \in T^{*}$ (or equivalently, $\left(t_{1} t_{2} \cdots t_{M} t_{1} \in T\right)$ surrounding an edge $e$ shared by $M$ tetrahedra, as illustrated in Fig. 8. The edge amplitude can be absorbed into the vertex amplitudes. As a result, one simply flips of the spinors $\left[z_{l}^{t\left(e^{*}\right)} \mid\right.$ associated to the target $t\left(e^{*}\right)$ of $e^{*}$ to their dual $\left\langle z_{l}^{t\left(e^{*}\right)}\right|$ and identify the spinors for the same link from different tetrahedra. In this way, then the gluing of a close chain of tetrahedra reads

$$
\begin{equation*}
\int \prod_{i=1}^{M} \mathrm{~d} \mu\left(z^{v_{i}}\right) e^{\left\langle z^{n_{1}}\right|\left(h_{n_{1}}^{T_{1}}\right)^{-1} h_{n_{2}}^{T_{1}}\left|z^{n_{2}}\right\rangle+\left\langle z^{n_{2}}\right|\left(h_{n_{2}}^{T_{2}}\right)^{-1} h_{v_{3}}^{T_{2}}\left|z^{v_{3}}\right\rangle+\cdots+\left\langle z^{n_{M}}\right|\left(h_{n_{M}}^{T_{n}}\right)^{-1} h_{n_{1}}^{T_{n}}\left|z^{n_{1}}\right\rangle}=\int \mathrm{d} \mu\left(z^{n_{1}}\right) e^{\left\langle z^{n_{1}}\right| G_{e}\left|z^{n_{1}}\right\rangle} \tag{C7}
\end{equation*}
$$

with $G_{e} \equiv\left(h_{n_{1}}^{T_{1}}\right)^{-1} h_{n_{2}} h_{v_{3}} \cdots h_{n_{M}} h_{n_{1}}^{T_{n}}$. Different from the magnetic number basis, each dual face is weighted by a factor $\left\langle z^{n_{1}}\right| G_{e}\left|z^{n_{1}}\right\rangle$ depending on the spinor attached to the (randomly chosen) base node $n_{1}$ and the Wilson loop around the dual face, or a factor $\left(\left\langle z^{n_{1}} \mid z^{n_{1}}\right\rangle-1\right.$ ) (or $\left(\left\langle z^{f^{*}, T_{1}} \mid z^{f^{*}, T_{1}}\right\rangle-1\right.$ ), depending only on the spinor attached to the $n_{1}$ [77]. At the end of the day, one gets the partition function expressed as

$$
\begin{align*}
Z_{\mathbf{T}}[\mathcal{M}, \partial \mathcal{M}] & =\int_{\mathrm{SU}(2)}\left(\prod_{n \in \Gamma} \mathrm{~d} h_{n}\right) \prod_{f^{*} \in \mathbf{T}^{*}} \int \mathrm{~d} \mu\left(z^{n_{1}}\right)\left(1+\left\langle z^{n_{1}}\right| G_{e}\left|z^{n_{1}}\right\rangle\right) e^{\left\langle z^{n_{1}}\right| G_{e}\left|z^{n_{1}}\right\rangle} \\
& \left.=\int_{\mathrm{SU}(2)}\left(\prod_{n \in \Gamma} \mathrm{~d} h_{n}\right) \prod_{f^{*} \in \mathbf{T}^{*}} \int \mathrm{~d} \mu\left(z^{n_{1}}\right)\left(\left\langle z^{n_{1}} \mid z^{n_{1}}\right\rangle-1\right\rangle\right) e^{\left\langle z^{n_{1}}\right| G_{e}\left|z^{n_{1}}\right\rangle} \\
& =\left(\int_{\mathrm{SU}(2)} \prod_{t \in T} \mathrm{~d} h_{t}\right) \prod_{e \in \mathbf{T}} \delta\left(G_{e}\right)=\left(\int_{\mathrm{SU}(2)} \prod_{e^{*}} \mathrm{~d} g_{e^{*}}\right) \prod_{f^{*}} \delta\left(\overrightarrow{\prod_{e^{*} \in \partial f^{*}}} g_{e^{*}}\right), \tag{C8}
\end{align*}
$$

where an integration by part is used to get the second line. This matches the results by using the spin network basis as shown in Sec. II D.
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[^1]:    ${ }^{1}$ The sum over bulk spins and bulk intertwiners is usually divergent, just as Feynman diagrams in quantum field theory. It is possible to render those amplitudes finite by $q$-deforming $\mathrm{SU}(2)$ at root of unity, with $q=\exp (2 i \pi / N+2)$ for an integer $N \in \mathbb{N}$. This gives the Turaev-Viro topological invariant [25] and is interpreted as switching on a nonvanishing positive cosmological constant $\Lambda>0$. Even without quantum deforming the gauge group, one can still identify the translational gauge symmetry responsible for the divergences and gauge fix them, typically by fixing the value of the spins on the edges belonging to a maximal tree in $\Delta^{\mathrm{o}}$, in which case the gauge-fixed amplitudes never depend neither on the choice of the gauge-fixing tree nor on the bulk cellular complex $\Delta^{\circ}[9,19,34,35]$.

[^2]:    ${ }^{2}$ A nontopological invariant model could still be locally holographic if one introduces the possibility of a nontrivial renormalization flow under coarse graining, meaning that the probability amplitude of a bounded region would still be an evaluation of the boundary spin network wave function, but that evaluation would now depend on extra parameters reflecting the size of the region (and perhaps other basic coarse-grained observables of the bulk geometry). The key would be that there would be only a finite number of extra parameters, and that this number would be the same for all regions.

[^3]:    ${ }^{3}$ It is important to note the difference between $n_{\mu}$ and $\hat{n}_{\mu}$. As the metric carries square of length dimensions, $n_{\mu}$ is with a dimension of length according to (10), while $\hat{n}_{\mu}$ is dimensionless so that the dimension of the boundary action (11) is correct.
    ${ }^{4}$ The subscript " $L$ " denotes Lorentz transformation, and " t " denotes translation.

[^4]:    ${ }^{5}$ The boundary condition $\delta \mathbf{A}=0$ requires no boundary term to give a well-post variation that leads to the equations of motion (14). Different boundary conditions lead to different quantization results. See [53] for a discussion.
    ${ }^{6}$ According to our agreement of dimension assignment, $\mathbf{e}$ is with dimension of length and $\mathbf{A}$; thus, $F$ is dimensionless.

[^5]:    ${ }^{7}$ It was shown in [55] that there exists a Kasteleyn orientation if and only if the number of nodes in a graph $\Gamma$ embedded in a surface $\Sigma$ is even, and there are $2^{2 g}$ equivalence classes of Kasteleyn orientations of $\Gamma$, where $g$ is the genus of $\Sigma$. Two Kasteleyn orientations are called equivalent when one can be obtained from the other by a sequence of moves, in which the orientation of all the links incident to a node are reversed. Thus, there is a unique equivalence class of Kasteleyn orientation for the graph $\Gamma=(\partial T)_{1}^{*}$ dual to the boundary of a tetrahedron.

[^6]:    ${ }^{8}$ We change from now on the notations and terminology for amplitudes based on the dual cellular decomposition $\triangle^{*}$ compared to (3) to be consistent with most of the literature in spin foams. The two notations are in one-to-one correspondence: An edge amplitude $\mathcal{A}_{e^{*}}$ is equivalent to a face weight $\mathcal{A}_{f}$, a face amplitude $\mathcal{A}_{f^{*}}$ is equivalent to an edge weight $\mathcal{A}_{e}$, and a vertex amplitude $\mathcal{A}_{v^{*}}$ is equivalent to a bubble weight $\mathcal{A}_{\sigma}$.

[^7]:    ${ }^{9}$ The phase space is called covariant because the boundary $\partial \mathcal{M}$ of the $\mathcal{M}$ is not specified to be a spacelike slice $\Sigma$ of $\mathcal{M}$ but a general 2D hypersurface. The spin network state on such a graph $\Gamma$ is also called the projected spin network state, introduced in [59], which is used in the construction of the covariant LQG, see, e.g., $[60,61]$.

[^8]:    ${ }^{10}$ We have ignored the notation $t^{n}$ for the intertwiners on the left-hand side for simplicity. The intertwiners are implicit in the definition of the $\{6 j\}$ symbol.

[^9]:    ${ }^{11}$ We remind the readers that $[j, z \mid$ is called the dual spinor due to the fact that it is orthogonal to the regular spinor $|j, z\rangle$, i.e., $[j, z|j, z\rangle=0$, but not because it lives in the dual representation $\left.\mathcal{V}^{j *} . \mid j, z\right]=|j, \varsigma z\rangle$ is the dual spinor living in $\mathcal{V}^{j}$ and antiholomorphic on $z^{A}$.

[^10]:    ${ }^{12}$ The term "coherent intertwiner" was used to denote the LS coherent intertwiner (45) for short in some literature. We remind the readers that these two terms have distinct definitions in this paper, following [38].
    ${ }^{13}$ Other choices of weight lead to different generating functions, which would be useful for different interests. See, e.g., [38] for a discussion and the application of other generating functions with alternative weights.

[^11]:    ${ }^{14} \mathrm{We}$ show here that it is safe to disregard the $V^{2}<0$ contribution to the SGF at large spins. When $V^{2}<0$, the asymptotic expression of the $\{6 j\}$ symbol corresponds to a tetrahedron embedded in the 3D Minkowski space. This can be seen from the geometrical expression of the volume $V$

    $$
    V^{2}=\frac{4 A_{s(e)}^{2} A_{t(e)}^{2}}{9 \ell_{l}^{2}}\left(1-\left(\overrightarrow{\hat{n}}_{s(e)} \cdot \overrightarrow{\hat{n}}_{t(e)}\right)^{2}\right)
    $$

    where $A_{s(e)}\left(\right.$ resp. $\left.A_{t(e)}\right)$ is the area of the triangle opposite to the source (resp. target) vertex of the edge $e$, and $\overrightarrow{\hat{n}}_{s(e)}\left(\right.$ resp. $\left.\overrightarrow{\hat{n}}_{t(e)}\right)$ the normal to this triangle. (We have assumed the edges are oriented, which can be arbitrarily decided.) When $V^{2}<0$, any, hence all, pairs of normals satisfy $\left|\overrightarrow{\hat{n}}_{s(e)} \cdot \overrightarrow{\hat{n}}_{t(e)}\right|>1$. This is possible in the Minkowski space, where the angle formed by the normal to two faces, say $a$ and $b$, is calculated by

    $$
    \Theta_{a b}=\cosh ^{-1}\left(\overrightarrow{\hat{n}}_{a} \cdot \overrightarrow{\hat{n}}_{b}\right)
    $$

    This is called the internal Lorentzian angle. (There is a similar formula for exterior Lorentzian angle; see [66].) The $\{6 j\}$ symbol in this case reads $[17,66]$

