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Celestial capture of dark matter provides a useful handle for constraining its particulate properties.
The capture formalism is sensitive to the phase space distribution of dark matter in the vicinity of the
celestial object. This article aims to systematically study the impact of uncertainties and the influence of
cosmological simulations on the rate at which dark matter particles are captured inside a variety of celestial
objects. Going beyond the framework of the Maxwell-Boltzmann distribution or the standard halo model,
we take up pragmatic dark matter velocity distributions motivated by observations or cosmological
simulations. Within the limits of the standard halo model, we report a maximum ∼20% change in the
capture rate. This number can go up to∼200% if dark matter particles within the galactic halo are favored to
have an empirical velocity distribution profile when well-resolved and sophisticated cosmological
simulations are employed to extract their parametric values.

DOI: 10.1103/PhysRevD.107.063010

I. INTRODUCTION

Astrophysical and cosmological explorations have pre-
sented us with ample evidence, advocating the predomi-
nance of dark matter (DM) out of the total matter content
of the universe [1,2]. A phenomenologically interesting
conjecture would be to consider particulate DM, having
nongravitational interactions with standard model (SM)
particles [3,4]. A handful of terrestrial detectors which
aim at detecting DM and probing such interactions, are
yet to report a conclusive DM detection signature [5,6].
In addition to these ground-based direct detection experi-
ments, there has been a surge to probe DM-SM interactions
using astrophysical observables and cosmological tech-
niques [7,8]. Among such probes, which are collectively
known in the literature as indirect search channels, the
capture ofDMwithin celestial bodies has been argued to be a
promising blueprint in the search for particulate DM [9–11].
As astrophysical bodies move within a halo, DM

particles tend to get trapped inside the gravitational
potential of the astrophysical object. On its entry into
the stellar interior, DM scatters from the constituents of the
celestial object. Due to its nongravitational interactions
with SM particles, it loses a sufficient fraction of its energy.
Single or multiple scattering events can reduce the initial
energy of DM particles below the escape energy of the
concerned celestial object [12,13], thereby getting captured
in the process. The accumulated DM particles can annihi-
late to SM states which can give rise to heating signatures
of neutron stars [14–28], white dwarfs [29–31] or

exoplanets [32,33]. In a contrasting scenario, the final state
SM products or long-lived mediators of DM annihilation
can lead to an observable neutrino or gamma-ray flux,
respectively, at terrestrial detectors [34–42]. In some
extreme cases, the accumulation of DM particles inside
a celestial object can lead to the formation of black holes
[43–48], ignition of supernova [49,50], alteration of periods
in binary stars [51], etc.
A significant quantity in the study of DM capture is the

rate at which DM particles get trapped inside the stars. The
uncertainties associated with the capture rate arise from
theDMdensity and the velocity distribution of DMparticles
in the neighborhood of their celestial bodies. The depend-
ence on the former is straightforward as the capture rate
scales linearlywith localDMdensity. Themajority of results
derived in the literature are presented based on theMaxwell-
Boltzmann (MB) velocity profile [12–15,20,30,52,53]. In
this article, we explore the uncertainties in the capture rate
primarily from observationally motivated, non-SHM veloc-
ity distributions of DM and other governing parameters
like DM velocity dispersion and the galactic halo escape
velocity. The authors of [54,55] have considered the
uncertainties related to DM capture inside the sun and
neutron stars. We systematically study and catalog uncer-
tainties and effects on DM capture for different DM capture
scenarios for the first time. However, in this work, we have
not considered the uncertainties arising due to internal
constitution, equation of state, mass, radial extent, and
atmospheric modeling of individual celestial bodies. The
uncertainties related to different equations of state, the
velocity dispersion of celestial bodies, and the detectability
of dark heating for neutron stars have been studied in [56].
The percentage variations due to the mentioned parameters
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require separate attention and remain outside this work’s
mandate. However, we have provided approximate esti-
mates of the uncertainties arising from variations in mass
and radius, wherever possible.
The rest of the paper is organized as follows. In Sec. II, we

describe the general formalism associated with the capture of
DM inside celestial objects. In Sec. III, we discuss the origin
of the astrophysical parameters and their associated errors,
which lead tovariations in theDMcapture rate. In Sec. IV,we
focus on the effects of cosmological simulations on certain
empirical velocity distributions. In Secs. V and VI, we
catalog the effective change in the capture rate from the
standard choices, for five different celestial objects. In
Sec. VII we provide a systematic comparison between the
results obtained from astrophysical data to the ones obtained
using cosmological simulations. Finally we conclude the
findings of our work in Sec. VIII.

II. GENERAL FORMALISM OF DM CAPTURE

In this section, we review the basic formalism of DM
capture in astrophysical objects. As a celestial bodymoves in
the galactic halo, the DM particles in the halo get focused on
the body due to its steep gravitational potential. The velocity
of the DM particle upon reaching the surface of the celestial

object is given by w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2χ þ v2esc

q
, where vesc is the escape

velocity of the concerned object and uχ is the velocity of the
DM in the halo. These DM particles scatter with the SM
constituents of the celestial body, and if, after collision, the
DMparticle attains a velocity that is less than vesc, then it gets
captured within the celestial body. The rate of DM capture in
an astronomical object is given by [15,23,30],

Ctot¼
X
S

CS

¼
X
S

πR2pSðτÞ
�
ρχ
mχ

�Z
uesc

0

fðuχÞduχ
uχ

ðu2χþv2escÞgSðuχÞ;

ð1Þ

where mχ , ρχ and fðuχÞ are the mass, DM density at the
location of the celestial object and the velocity distribution
profile of DM in the galactic rest frame. τ is the optical depth
defined as τ ¼ 3σN t=ð2πR2Þ,N t being the total number of
targets in the astrophysical object and σ is the DM-nuclei
interaction cross section and gS denotes the probability that
the final velocity of DMafter S scatterings becomes less than
vesc [30]. The probability that DM particle scatters S times
within the celestial object is given by,

pSðτÞ ¼ 2

Z
1

0

dy
ye−yτðyτÞS

S!
ð2Þ

Evidently, from Eq. (1), the uncertainty in the capture rate
depends on the DM density and the velocity distribution

profile. The uncertainty due to DM density is trivial as it
increases linearly when we move toward denser patches of
the universe. In this paper, we concentrate on the uncertain-
ties arising due to the different velocity distribution profiles
fðuχÞ, incorporating the velocity dispersion and galactic
escape velocity from both observations and simulations
while fixing the DM density.

III. UNCERTAINTIES ASSOCIATED
WITH THE CAPTURE PROCESS

As evident from Eq. (1), the uncertainties in estimating
the rate at which DM gets trapped within celestial objects
depend primarily on the local DM density, local DM
velocity distribution, galactic escape velocity, and DM
velocity dispersion. In the following subsection, we will
discuss the effects of these parameters, which are highly
dependent on the achievements made in astrophysical
measurements.
(1) DM density:

From Eq. (1), we see that any change in the local
DM density ρχ, would lead to a proportional shift in
the capture rate, independent of the celestial object
in consideration. However, recent works show that
DM can also be captured within a distribution of
stars [40,41]. In such a scenario, the total capture rate
due to a collection of stars does not depend linearly
on the DM density. Throughout this work, we will
concentrate on DM capture by a particular celestial
body and fix the value of DM density to be the local
DM density at 0.4 GeV cm−3. As we are concerned
with the relative difference in the capture rate, any
change owing to ρχ will not give any interesting
phenomenological signatures.

(2) Circular velocity of the Sun:
The circular velocity of the Sun with respect to the

galactic center is considered to be the velocity
dispersion (u0) of the DM velocity distribution. Orbit
of the GD-1 stellar stream [57] had constrained u0 in
the range 221� 18 km=s. Similar ranges exist be-
tween 225� 29 km=s in consonance to the kinemat-
ics of maser [58]. These measurements give around
10% error in u0. A more precise assessment of u0 can
be done using the measurement of the apparent
motion of Sgr A�, relative to a distant quasar
[59,60], fixing the total angular velocity of the Sun
(ðu0þV⊛Þ=R⊛) within 30.24� 0.12 km s−1 kpc−1.
Also the GRAVITY collaboration has recently esti-
mated the value of R⊛ with a considerable high
accuracy at 8.122� 0.031 kpc [61]. From the results
of these two observations, the circular velocity
of the Sun has been estimated to be around 233�
3 km=s [62]. We will consider this latest empirical
estimation as the benchmark choice for u0 in this
article. Other relevant observations also lead to similar
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results [63–66]. We will explore the impact of the
deviations of this value within the uncertainty limits
on the capture rate of DM. u0 being related to the
standard deviation of the velocity distribution, any
increment in v0 would flatten the distribution. One
would thereby expect an increase of DM particles at
the high velocity tail of the distribution, making it
difficult for these high velocity particles to get
captured by the gravitational potential of the star.
The effect will be reversed for a decrement in u0.

(3) Galactic escape velocity:
Escape velocity of a galactic halo is the velocity of

a particle below which it does not remain bound to
the gravitational potential the galaxy. Measurements
from the high velocity stars in the RAVE survey
determines uesc in the range 498–608 km=s [67]
having a median of 544 km=s. Recent estimates
from the velocities of 2850 halo stars from the
Gaia velocity survey Data Release-2 [68], has
been revised the local escape speed within
580� 63 km=s. With a prior estimation from sim-
ulations, and a more localized sample of 2300 high
velocity counterrotating stars, the escape speed has
been obtained to be 528þ24

−25 km=s in [69]. This is
also in consonance with the previous results. We will
be using the central value of the latter as the
benchmark escape velocity of DM particles of a
MW like halo. For a particular velocity distribution,
an increase in the uesc keeping the u0 fixed will lead
to an increase of DM particles in the high velocity
tail, suppressing the capture probability which is
largely dominated by low velocity DM particles.

(4) DM velocity distribution:
Equation (1) thoroughly encapsulates the impact

of DM velocity distribution, velocity dispersion and
the escape velocity on the capture rate. DM particles
in MW like galaxies are conventionally assumed to
have a Maxwell-Boltzmann velocity distribution,
with a sharp cutoff at the galactic escape velocity
[70,71]. This description is popularly known as the
standard halo model (SHM) given by,

fðuχÞ ¼
8<
:

1
N

h
exp

�
− juχ j2

u2
0

�i
juχ j ≤ uesc

0 juχ j > uesc:
ð3Þ

Throughout this work we will consider the bench-
mark choice of the two SHM parameters as
u0 ¼ 233 km=s and uesc ¼ 528 km=s, motivated
from the above discussions. However the SHM
provides an oversimplified description of the speed
distribution which might not capture in its entirety
the genuine distributions of low and high velocity
particles in the MW halo.

IV. ROLE OF COSMOLOGICAL SIMULATIONS

Cosmological simulations are widely employed to gen-
erate selected patches of the universe, primarily aiming to
understand the dynamics of our immediate neighborhood.
These include the Milky Way (MW), its DM halo, bulge
component, and other substructures. Baryon physics and
anisotropic effects are often incorporated using hydro-
dynamic techniques.

A. Cosmological simulations

A significant motivation for this work has been derived
from some of the well resolved cosmological simulations
like NIHAO [72], APOSTLE [73], AURIGA [74],
IllustrisTNG [75], FIRE [76], ARTEMIS [77], etc.
Generating initial conditions from cosmological perturba-
tion theory and incorporating the effects of hierarchical
structure formation, mergers, etc, these simulations indicate
that the SHM may not give an accurate description of a
Milky Way-like halo. Such simulations prescribe the actual
DM velocity distribution in haloes to depart from a
Maxwellian distribution [78–80]. Due to its sharp cutoff
at the galactic escape velocity, the SHM tends to over-
predict the number of high energetic DM particles avail-
able. This development has driven modifications in the
SHM framework, in order to reconcile the discrepancies
between the astrophysical observations and the aforemen-
tioned cosmological simulations [81–84]. A discussion on
the non-SHM, isotropic velocity distributions are now
in order.

B. Empirical distributions from simulations

One of the empirically motivated models is the King
velocity distribution, which determines the maximum
velocity cutoff in a self-consistent manner [85]. The
Double Power Law (DPL) has been argued to explain
with much precision, the high-velocity dependence of
double power density profiles like that of the NFW
distribution [80]. The Tsallis model is also a theoretical
distribution based on the Gibbs entropy and inspired by the
Tsallis statistics [86]. Another interesting velocity distri-
bution, the Mao et al. hypothesized in [62], exhibits a
strong correlation of particle velocities to their position and
the characteristic radius of the simulated haloes. In this
work, we have only considered the impact of isotropic
velocity distributions.

(i) King distribution:
Taking into account the finite extent of a DM halo,

the King distribution [87] can be sketched in a self-
consistent manner. Instead of the galactic escape
velocity, the maximum DM particle velocity of the
system umax determines the velocity cutoff criterion
(umax < uesc) for this distribution [88]. This boun-
dary is often called the truncated radius, which
represents the physical size of a halo. Such a
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finite-size halo provides a more realistic description
of galaxies as compared to the isothermal sphere.
The distribution function can be written as

fðuχÞ¼
(

1
N

h
exp

�
u2esc−juχ j2

u2
0

�
−1

i
juχ j≤ umax

0 juχ j>umax;
ð4Þ

(ii) Double Power Law distribution:
The Double Power Law (DPL) is an empirical

velocity distribution of DM particles in the galactic
halo, which has been argued to very well describe
empirical matter distributions such as the NFW,
Hernquist, etc [80]. The velocity distribution is
expressed by the form

fðuχÞ¼
(

1
N

h
exp

�
u2esc−juχ j2

ku2
0

�
−1

i
k juχ j≤ uesc

0 juχ j>uesc;
ð5Þ

where the symbols have their usual meaning. Taking
into account the quasistatic equilibrium nature of the
virialized objects [70], structure formation history,
smooth accretion and violent relaxations [89] accu-
rately into cosmological simulations, favor such
distributions [80]. The DPL velocity distribution
smoothly goes to zero at the escape velocity in
contrast to the SHM and predicts lesser number of
DM particles near the tail of the velocity distribution.
As evident from Eq. (5), as k → 0 the DPL dis-
tribution reduces to the SHM and for k ¼ 1 it tends
to the King distribution.

(iii) Tsallis distribution:
The Tsallis velocity distribution is derived

through a factorization approximation of the Tsallis
statistics [86], an abstraction of the Boltzmann-
Gibbs entropy. It is extensively applied in high
energy collisions [90], Bose-Einstein condensation
[91], black-body radiation, early universe cosmol-
ogy [92] and superconductivity [93]. The velocity
distribution function is given by

fðuχÞ¼
(

1
N

h
1− ð1−qÞ juχ j2

u2
0

i 1
1−q juχ j≤ uesc

0 juχ j>uesc;
ð6Þ

where the symbols have their usual meaning. For
q < 1 the escape velocity is obtained by the relation

u2esc ¼ u20=ð1 − qÞ. This built-in criterion makes the
distribution more robust compared to the SHM.
However, for q > 1, the escape velocity becomes
somewhat arbitrary. In q → 1 limit, the Tsallis
distribution goes to the Gaussian form of the
SHM. Further from Eq. (6) it is evident that this
distribution predicts a continuous and smooth fall
near the tail [78,79,94]. It has been argued in [94]
that the Tsallis distribution provides a better to the
Milky Way like halo simulations that includes de-
tailed baryonic physics.

(iv) Mao et al. distribution:
In Mao et al. [95], an empirical profile having a

wider peak and a steeper tail with respect to the
SHM has been hypothesized as the velocity distri-
bution of DM particles, valid over a wide shape and
size of galactic haloes. The distribution is given by

fðuχÞ ¼
�

1
N ½ðu2esc − juχ j2Þpe−

uχ
u0 � juχ j ≤ uesc

0 juχ j > uesc;
ð7Þ

where the symbols have their usual meaning. Some
recent well resolved simulations which have con-
sidered the sequence of mergers, violent-relaxations
and accretion also prefer such a velocity distribution
function of its DM particles [96]. This model unlike
other variants of the MB distribution is not based on
a Gaussian, instead it is based on an exponential
distribution function with a power law cutoff at the
binding energy or equivalently the escape velocity of
the DM halo.

The values of u0, uesc and other relevant model param-
eters can also be derived from the DM phase space
distributions obtained from some of the well resolved
cosmological simulations of MW like haloes. In this work
we have employed the results of some recent cosmological
simulations like APOSTLE and ARTEMIS that include
baryons along-with DM. For this purpose we have used the
data provided in [97]. Additionally, we use the DM velocity
distribution of m12f halo from FIRE-2 simulation suite
[98] using standard python regression tools in SCIPY [99]
and Mathematica, following the method discussed in [97].
The corresponding values for all the simulations is tabu-
lated in Table I. We provide a brief description of the
simulations in appendix A.

TABLE I. Best fit values used to derive the capture rate for MB, King, DPL, Mao, and Tsallis models.

MB King DPL Mao Tsallis

Simulation uesc (km=s) u0 (km=s) u0 (km=s) u0 (km=s) k u0 (km=s) p u0 (km=s) q

ARTEMIS [77,100] 521.6 184.3 184.6 184.3 0.67 174.7 3.4 209.4 0.839
APOSTLE [73,101] 646 224.1 223 212.7 0.1 165 2.2 257 0.841
FIRE-2 [76,98] 600 273.8 281 279 1.2 280 2.1 276 0.788
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V. UNCERTAINTIES IN DM CAPTURE

Certain unique celestial bodies existing in nature, have
been explored for the capture and subsequent hunt for DM
annihilation, heating or other fascinating signatures, relat-
ing to the existence of DM. An elaborate analysis of
astrophysical signatures have been performed for various
celestial bodies, resulting in stringent bounds on the
scattering cross-section of DM and SM states. However,
the limits are subject to uncertainties from DM density and
velocity distributions around the celestial body. As dis-
cussed earlier, the uncertainty due to the DM density is
nothing more than a scaling of the capture rate. Therefore,
we can safely concentrate on the uncertainty related to the
DM velocity distributions and its corresponding parametric
values. In this section we make a systematic catalog for
some well-motivated gravitationally bound celestial
objects. We compute the uncertainties in the capture rate
due to the previously mentioned velocity profiles, using the
best fit values obtained from cosmological simulations and
astrophysical observations.
The systemic effects of astrophysical uncertainties for a

wide range of celestial bodies have been quantified by the
relative change of capture rate from the standard MB
distribution with the benchmark values using,

Δ ¼ Ci − CMB
Bench

CMB
Bench

: ð8Þ

Here Ci denotes the capture rate corresponding to the
nonstandard velocity distributions and/or any digression in
the values of u0 and uesc. In this section, we have
considered the DM-nucleon cross-section to be in the order
of saturation cross-section for the concerned celestial body,
to emphasize the multi-scatter domain of capture frame-
work. The relative changes in the capture rate for the
optically thin and the geometric limit have been discussed
and presented in appendix B.

A. Neutron stars

Stars above 8M⊙ undergo supernovae explosions at the
end of their nuclear fusion cycles, leaving behind a dense
core of degenerate neutrons known as neutron stars (NS).
The gravitational collapse of a neutron star is balanced by
the degeneracy pressure of neutrons. As the neutron stars
are considered to be the densest objects in our universe
apart from black holes, they are ideal to probe DM-SM
interactions [22].
To study the impact of astrophysical variability on the

capture rate, we consider a typical NS of mass 1.5M⊙ and
radius 10 km [15]. It is the core that accounts for approx-
imately 99%of theNSmass.Wewill consider theNS to have
a neutron degenerate core of constant density and that DM
majorly scatters with neutrons.Wework with a DM-nucleon
scattering cross-section of 10−45 cm2.

In Fig. 1, we present the estimated changes in the capture
rate due to the uncertainties and non-MB distributions
introduced in Sec. III, relative to the benchmark values of
MB and equipping Eq. (8). The relative changes for SHM,
King distribution, DPL distribution, Mao et al. distribution
and the Tsallis distribution are shown by the magenta,
yellow, red, green and blue colored plots respectively. The
solid, dashed and dotted curves denote the relative changes
introduced by fitting the velocity distribution parameters to
the ARTEMIS, APOSTLE and FIRE-2 haloes respectively.
The shaded bands show the variations in the relative capture
rate for u0 ¼ 233� 3 and uesc ¼ 528þ24

−25 , evaluated from
astrophysical observations. For the distributions considered
here, we note that the largest departures in capture rates,
with respect to the capture rate evaluated at the benchmark
values of MB is due to the Mao et al. velocity distribution.
In the range of astrophysical uncertainty, we report a
maximum change of 98% in the capture rate for the
Mao distribution. Similarly, if we consider u0 and uesc
from cosmological simulations, we find the APOSTLE and
FIRE-2 curves to lie in close proximity of the SHM.1 We
have evaluated the parameters relevant to this work, for the
FIRE-2 simulation, which is additional to ARTEMIS and
APOSTLE considered in [97]. In addition, among the three
simulations considered here, FIRE-2 has slightly finer mass
and spacial resolutions and considers accretions at the solar
circle while incorporating mesh-free hydrodynamics. In
case of the NS considered here, we report the correspond-
ing value to be 22% from the estimated parameters of
FIRE-2 simulation provided in Table I. The relative
changes estimated for each distribution for the FIRE-2
simulation is given in Table II. On a similar note, the
deviations obtained for the APOSTLE and ARTEMIS
simulations are at 63% and 181% respectively.
As can be seen from Eq. (1), the velocity distribution

leaves a direct footprint on the capture rates. In Fig. 8a we
plot the velocity distributions for the different velocity
profiles considered, using a the benchmark values of u0 and
uesc. Unlike SHM where a sharp cutoff is introduced in the
velocity distribution at the galactic escape velocity, the non-
SHM distributions gradually attain zero at uesc. Therefore,
the non-SHM distributions do not overpredict the number
of particles present in their tails. Hence one would expect a
reduced capture rate for the non-SHM distributions like the
King, DPL, Mao and Tsallis relative to SHM.
Lower the initial velocity, more likely it is for the

particles to get captured. Therefore, it is the low velocity

1The value of u0 for the APOSTLE lie close to the central value
of the astrophysically measured quantities. Hence, the capture
rate computed using APOSTLE data show least departure from
the capture rate obtained from the benchmark values of SHM.
From a similar argument, capture rate estimated from the
ARTEMIS simulation shows maximum deviation from SHM.
The effects due to a change in u0 although similar, exceeds the
effects due to changes in uesc.
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tail of the velocity distributions which are sensitive to the
DM capture rate. An increase in the DM velocity dispersion
would result in a flattened profile. Consequently, more
number of DM particles can be found in the low and high
velocity tails of the distribution, accompanied by a reduc-
tion in the number of particles near the most probable
velocity. This getting reflected through Eq. (1), would
result in a reduction of the DM captured rate. The effect
although similar, is quiet less due to an increment in the
galactic escape velocity. This explains the variations in
capture rate, when computed using the best fit values from
different simulations for a particular distribution.

In Fig. 1, we find the relative change in the capture rate to
be insignificant and almost constant at low masses of DM.
It is only above∼2 × 105 GeV that the relative change with
respect to the benchmark SHM increases appreciably. For
the massive particles which have velocities close to the
most probable velocity, would require multiple scatters
before they can be captured by the NS. For the typical NS
that has been considered here, a massive DM particle of
mass 100 PeV moving with an initial velocity ∼90 km=s,
requires ∼10 scatters before its velocity becomes less
than the escape velocity of the NS. This is why the
multiscatter framework becomes important in order to

FIG. 1. The relative change in the DM capture rate using Eq. (8), for a neutron star of mass 1.5 M⊙ and radius 10 km. The
DM-nucleon scattering cross-section is fixed at 10−45 cm2. The individual plots show the relative change in capture rate for MB, King,
DPL, Tsallis, and the Mao distribution, given by magenta, yellow, red, green and blue colors, respectively. The shaded band in each plot
refers to the variation in the relative capture rate by taking into account the astrophysical uncertainty in the estimates of u0 and uesc. The
solid, dashed and dotted lines show the variations for the ARTEMIS, APOSTLE and FIRE-2 simulations respectively.

TABLE II. Variations in the relative change in the capture rate with respect to benchmark values of MB, for the uncertainties related to
astrophysical observations and the best fit values of FIRE-2 simulation.

Δ (in %) for
Neutron star

Δ (in %) for
White dwarf

Δ (in %) for
Brown dwarf

Δ (in %) for
Exoplanet

Δ (in %) for
the Sun

Halo model N-body Astro N-body Astro N-body Astro N-body Astro N-body Astro

MB 10–17 2–9 14–17 1–8 13–18 2–9 7–13 6–8 1–3 3–9
King 10–17 3–10 13–16 7–18 12–18 2–18 8–15 1–18 1–4 2–13
DPL 11–20 7–29 12–16 7–23 10–19 2–25 8–15 3–25 1–5 2–15
Tsallis 9–21 8–49 10–20 8–48 1–21 8–49 8–16 24–49 1–5 3–15
Mao 10–22 8–98 11–22 8–100 12–23 8–112 10–18 37–116 2–6 3–16
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probe higher orders of DM mass. This effect has been
qualitatively shown in figure 8b and discussed in
appendix C. In Fig. 8(a) we plot the velocity distributions
up to ∼90 km=s, up to which we get a significant
contribution of the distributions to the capture rate. For
the observationally motivated values, we find that the area
under the curve near the small velocity tail of the Mao et al.
distribution being maximum, provides the strongest
deviation from the SHM capture rate. Followed by the
Tsallis, DPL and King distributions.
The uncertainties relating to the capture and detection

of old NSs have been discussed in [56]. For a range of NS
equation of states, the capture rate can vary up to 40%
having a mass of 1.5 M⊙. However, variations in the NS
mass can be accounted to be around 10%, which trans-
lates to a 35% change in the DM capture rate [102].
The most surveyed impact of DM capture inside old NSs
is the study of their heating signatures. Nevertheless, NSs
observed in the UV regime are not ideal for probing
dark heating signatures [103,104]. For an infrared tele-
scope like the James Webb Space Telescope (JWST),
its Near-Infrared Camera (NIRCAM) can potentially
detect such heating signatures owing to the capture of
DM [56,105]. The maximum uncertainty in the NS
capture rate translate to a 66% change in the projected
limits of DM-nucleon scattering cross-section, consider-
ing the potential detection of a NS with surface temper-
ature of 1600 K [21,24].

B. White dwarfs

White dwarfs (WD) are the stellar-core remnant of a low
mass star, which are not massive enough to initiate later
stages of burning at their cores. Such a star balances its
gravitational collapse by its electron degeneracy pressure.
A typical white dwarf is mostly comprised of oxygen and
carbon, however the dominant contribution comes from
carbon nuclei.
We consider a typical carbon dominated WD of unit

solar mass extending upto a radius of 104 Km. We consider
a DM-nucleon scattering cross-section of the order of
10−38 cm2.
In Fig. 2 we plot the relative changes in the capture rate

calculated from Eq. (8) for the different velocity distribu-
tions, similar to Fig. 1. We report a change of 100% in the
capture rate taking into the uncertainties introduced from
observations, for the Mao et al. velocity distribution.
Whereas, we find a corresponding 22% change in the
capture rate using the best fit parameters for the FIRE-2
simulation, provided in Table I. The variations in the DM
capture rate for the individual distributions taken up for this
work are summarized in Table II. For APOSTLE and
ARTEMIS we find a corresponding deviation of 65% and
186% respectively. Similar to our study of NS, we notice
the multiscatter framework to set in at a DM mass of
∼105 GeV, from where the change in the relative capture
rate increases significantly.

FIG. 2. Same as Fig. 1, but for a white dwarf of mass 1 M⊙ and radius 104 km. The DM-nucleon scattering cross-section is fixed at
10−38 cm2.
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Apart from the uncertainties discussed in this work, the
ambiguities while determining the mass and radius of a
WDwould lead to similar but reduced effects in the capture
rate. The errors obtained in determining the mass and
radius of a unit solar mass WD is found to be 1% and 3%
respectively [106,107]. These errors can lead to a maxi-
mum 17% variation in the DM capture rate. Assuming the
high DM density at the M4 globular cluster, projected
bounds on the DM-nucleon scattering cross-section
have been derived from the heating signatures of old
WDs [29–31]. The uncertainty in determining the lumi-
nosity quoted in [108] would translate to an uncertainty of
only 2% in the WD effective temperature. Assuming the
DM dispersion velocity to be 8 km=s and DM density to be
798 GeV cm−3 at the M4 cluster [29,31], the projected
limits on DM-nucleon scattering cross-section can vary up
to 124% for Mao et al. distribution, for DM mass
of 103 GeV.

C. Brown dwarfs

Brown dwarfs are substellar objects which lie in between
the mass range of planets and stars, with masses about
15–75 times that of Jupiter and a radius comparable to that
of Jupiter. The density of BDs although greater than that of
planets, are not dense enough to start Hydrogen burning in
their cores. This makes them ideal to search for heating
signatures resulting from the capture of DM.

We consider a DM-nucleon scattering cross-section of
10−36 cm2 in BDs of the size of Jupiter (RJ), having a mass
55 times that of Jupiter (MJ).
Taking into account the observational uncertainties, we

report a maximum change of 113% in the DM capture rate
for the Mao et al. velocity distribution, using Eq. (8). A
similar change in the capture rate can be identified at 22%
by considering the best fit values from FIRE-2 simulation.
The values of which are tabulated in Table I. For the
APOSTLE and ARTEMIS simulations, we report a maxi-
mum variation in the capture rate at 79% and 209%
respectively. Figure 3 shows the variation in the capture
rate for the different velocity distributions, similar to Fig. 1.
To understand the effect of the limitations related to the

mass and radius of BDs, we utilize the values quoted in
[109]. The observational errors are 8% and 7% respectively
for the mass and radius of a BD. This renders a maximum
40% variation in the capture rate, which is less than the
variations in capture rate predicted in this work. The
exoplanets with effective temperatures less than 500 K
can be measured through the Mid-Infrared Instrument
(MIRI), whereas the ones with effective temperature above
500 K can be measured with the Near-Infrared Imager
and Slitless Spectrograph (NIRISS) of the JWST [32].
Considering the possible detection of Oð100Þ K BD [32],
the projected limit on DM-nucleon scattering cross-section
can vary up to 67% due to the maximum uncertainty in
capture rate.

FIG. 3. Same as Fig. 1, but for a brown dwarf of mass and radius 55MJ and RJ respectively. We have considered a DM-nucleon
scattering cross-section at 10−36 cm2.
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D. Exoplanets

Planets are the smallest known celestial objects heavy
enough for their self-gravity to give them a spherical shape.
Those orbiting a star and having cleared the neighborhood
around their orbits are termed as planets. Though the term
exoplanet is used for the planets which are not a part of our
solar system, the analysis we have followed can also be
applied to the gaseous planets present within our solar
system. The milky way galaxy is estimated to host a billion
stars. Jupiter like gaseous planets have a high density and a
large radius, which makes them ideal candidates for the
study of DM capture [32,110]. In comparison to NSs, the
temperatures of exoplanets can be measured up to large
distances from the galactic center, for which they can probe
DM-density dependent heating signals with higher signifi-
cance and lower exposure time.
We consider a typical exoplanet of mass and size equal to

that of Jupiter and consider a DM-nucleon scattering cross-
section of 10−34 cm2. As discussed in [33], the effective
escape velocity of a planet also depends on the escape
velocity of its host star, evaluated at the planet’s position.
However, a considerable portion of exoplanets are esti-
mated to have been ejected from their host stars’ planetary
environment [32,111]. To keep our analysis generic, we
have not assumed any influence from the host star.
For the considered exoplanet we find a maximum

deviation of 116% in the capture rate, with respect to
the benchmark values of SHM, for the Mao et al. velocity
distribution for the observational uncertainties. Whereas,
if we consider the input parameters from the best fit to

FIRE-2 simulation, we find a corresponding deviation of
17%. The relative change in the capture rate for the
individual distributions are tabulated in Table II. For the
APOSTLE and ARTEMIS simulations we obtain a maxi-
mum change of 82% and 213% in the capture rate
respectively. The uncertainties arising from different veloc-
ity distribution have been shown in Fig. 4.
The uncertainties of 3% and 6% in determining the

radius and mass respectively, of a Jupiter sized exoplanet
can translate to a 30% uncertainty in the DM capture rate
[112]. A similar analysis for DM capture within Jupiter has
been studied in [113]. Jupiter being a part of the solar
system has most of its properties precisely measured.
Therefore, the uncertainties in measuring the radius and
mass of Jupiter are only Oð10−5%Þ and they can only
produceOð10−4%Þ uncertainty in the capture rate [114]. As
discussed in [32], the exoplanets with effective temper-
atures inOð100Þ K can be measured through the MIRI and
NIRISS of the JWST. The projected limit on DM-nucleon
scattering cross-section, based on a plausible detection of
the above mentioned low temperature exoplanet can have
an uncertainty of 71% due to the quoted maximum change
in capture rate.

VI. UNCERTAINTY IN SOLAR DM CAPTURE

In this section we will focus on the uncertainties related
to DM capture inside our Sun. The general formalism of
DM capture discussed in Sec. II is applicable throughout
the class of celestial bodies that can be approximated to

FIG. 4. Same as Fig. 1, but for an exoplanet of mass MJ and radius RJ. The DM-nucleon scattering cross-section is fixed at 10−34 cm2.
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have a constant density. Sun being a main sequence star is
enriched with elements from hydrogen to iron, hence
cannot be approximated to have a constant density. The
rate of DM capture within the Sun therefore requires a more
rigorous approach. The solar capture rate is given by
[52,53,55,115],

C⊙ ¼
X
i

�
ρχ
mχ

�Z
R⊙

0

4π r2dr

×
Z

uesc

0

duχ
fv⊙ðuχÞ

uχ
½u2χ þ vescðrÞ2�

×
Z

vescðrÞ

0

dvR−
i ðwðrÞ → vÞjFiðqÞj2: ð9Þ

Here vesc is the escape velocity, wðrÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2χ þ vescðrÞ2

q
is

theDMvelocity at a distance r from the center of the Sun and
R⊙ denotes the solar radius. jFiðqÞj2 represents the nuclear
form factor for the ith target nuclei defined in [52,53,55].
This form factor turns out to be 1 if we consider DM scatter
with a nonzero spin nucleus like hydrogen. In Eq. (9), the
termR−

i ðw → vÞ defines the rate of scattering ofDMwith the
target nuclei, such that theDMattains a lower velocityv from
a velocity w that can be read as [52,55],

R−
i ðwðrÞ → vÞ

¼ ðmχ þmiÞ2
2mχmi

niðrÞσiv
wðrÞ Θ

�
v−

����mχ −mi

mχ þmi

����wðrÞ
�
: ð10Þ

Here niðrÞ is the number density of nuclei i at a distance r
from the center of the Sun, which has been obtained from
[116]. The velocity distribution profile in Eq. (9) is the DM
halo velocity distribution measured by an observer at Sun
which is given by [52],

fv⊙ðuχÞ ¼
1

2

Z
1

−1
d cos θ⊙f

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2χ þ v2⊙ þ 2uχv⊙ cos θ⊙

q �
;

ð11Þ

where v⊙ and cos θ⊙ are the solar velocity and the angle
between the velocities of the Sun and the DM particle. The
rate at which DM gets captured inside the Sun, depends on
the nature of DM and nuclei interaction. For spin dependent
(SD) scattering, it is the hydrogen nucleus which primarily
contributes to the capture mechanism. However, for the spin
independent (SI) scenario, all the elements from helium to
iron act as scattering nuclei, which translates to an enhanced
capture rate for the SI case.
As presented in Figs. 5 and 6, we report a change of 16%

and 15% for the SD and SI scenarios respectively, within
the range of observational uncertainties discussed in
Sec. III in the Mao et al. distribution. Whereas, for the
FIRE-2 simulation, we find a corresponding deviation of
6% and 5% for the SD and SI scenarios respectively. On
similar grounds the departure from the benchmark SHM for
the APOSTLE and ARTEMIS simulations are at 5% and
4% for the SD and 23% and 22% for the SI scenarios
respectively.

FIG. 5. Same as Fig. 1, but for the spin-dependent scenario of the Sun. The DM-nucleon scattering cross-section is fixed at 10−40 cm2.
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Capture of DM inside the Sun depends majorly on the
solar model which accurately encompass the abundance of
its various nuclei. For computing the solar capture of DM,
we have used the AGSS09 model [117]. Implementing
other motivated models may lead to alterations in the said
capture rate. In order to quantify this uncertainty, we have
also evaluated the capture rate using the GS98 solar model
[118]. We find a maximum uncertainty of 3% and 18% for
the SD and SI interactions respectively. Unlike other
celestial bodies discussed above, the Sun being a main
sequence star, cannot be probed with dark heating signa-
tures. However, the annihilation of the DM particles can
produce neutrinos which can escape from the solar interior
and reach Earth-based experiments for which the system-
atic uncertainties is Oð10%Þ considering the IceCube
observatory [119]. The maximum uncertainty in the capture
rate would lead to 19% and 18% variation in the SD and SI
DM-nucleon scattering cross-section bound respectively,
obtained by analyzing neutrino events.

VII. COMPARING THE RESULTS FROM
SIMULATIONS AND OBSERVATIONS

Throughout the previous sections, our discussions on the
capture rates motivated by cosmological simulations and
astrophysical uncertainties, calls for a comparative analysis
between the outcomes presented from the two. An attempt
in understanding the influence of cosmological simulations
on the capture rate, necessitates an a priory knowledge of

their working. Both APOSTLE and FIRE-2 simulations
show finer spacial and mass resolutions in comparison to
most of the existing simulations, including the ARTEMIS
simulation suit. A well resolved simulation involving
intricate mergers, baryonic physics and accretions helps
in bridging the gap between theoretical predictions and
observational data. This helps us to understand as to why
APOSTLE and FIRE-2 have u0 and uesc nearer to the
central values determined from observations. This can be
attributed to the fact as to why the capture rates estimated
from APOSTLE and FIRE-2 data, closely resemble the
capture rate with benchmark values of SHM. For the
different distributions considered in this work including
the SHM, King, DPL, Mao and Tsallis distributions, we
note a maximum ∼24% change in the capture rate for the
FIRE-2 simulation for the parameters presented in Table I.
Whereas for the APOSTLE and ARTEMIS simulations, the
number becomes ∼82% and ∼213% respectively, provid-
ing a clear indication that the estimated numbers are highly
correlated to the underlying dynamics governing the
simulations. Incidentally, if we compute the relative change
in capture rates from observational uncertainties, we arrive
at a maximum ∼116% change, relative to the benchmark
SHM. Hence, these numbers computed from simulations
and observation widens the prospects for detecting and
constraining DM and also points at new physics beyond
SHM. In Table II, we summarize the numbers obtained for
SHM and non-SHM distributions for the celestial objects
considered in this work. We find that for most of the halo

FIG. 6. Same as Fig. 1, but for the spin-independent scenario of the Sun. The DM-nucleon scattering cross-section is fixed at
10−40 cm2.
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distributions it is the astrophysical measurements which
provide most significant departures from the benchmark
values of SHM.

VIII. CONCLUSION

WIMPs being the most popular and well explored
candidate for particle DM, has provided some of the
strongest constraints on DM mass and DM-SM scattering
cross section. However, the absence of a positive WIMP
detection signal has motivated an avenue for the search of
DM beyond ground based direct detection experiments and
extending to celestial objects, stars and planets. The idea is
to explore directions which can probe lower DM-nucleon
cross sections for a diverse range of DM mass. As a course
of action, we systematically study the effects of observa-
tional uncertainties and cosmological simulations on the
capture rate of DM within celestial objects. The accepted
nomenclature is to employ a Maxwell-Boltzmann velocity
distribution with typical values such as u0 ¼ 233 km=s and
uesc ¼ 528 km=s, in order to detect, explore and constrain
the properties of particulate DM. We report digressions in
capture rate from this standard choice due to the intro-
duction of observational uncertainties and nonstandard,
isotropic, distributions which are motivated from well
resolved and sophisticated cosmological simulations.
Additionally, we probe different DM-nucleon scattering
cross sections inside a diverse class of celestial objects.
Apart from the astrophysical uncertainties which imparts
the main essence to this work, other model parameters like
radius, mass and equation of state of the celestial objects
can also introduce variations in the capture rates. We have
provided some back of the envelope estimates on the
change in capture rate due to these additional effects
wherever possible. We have found them to yield
Oð10%Þ changes in the capture rate, which is less in
comparison to the figures derived from variations in
velocity distributions and its associated parameters.
Although a detailed approach accounting for all possible
uncertainties would make such a study more robust, it
would require a dedicated introspection and hence remains
beyond the mandate of this work.
The rate at which ambient DM losses its energy in order

to thermalize and eventually get captured and annihilated
inside celestial objects, is conjectured to be sensitive to the
population of DM particles, particularly at the low velocity
tail of its distribution. This in turn depends on the Sun’s
circular velocity u0, giving the velocity distribution its
characteristic spread. Remaining within the chassis of SHM
and astrophysical errors, we report a maximum ∼10%
change in capture rate from astrophysical uncertainties.
Whereas, well a resolved and detailed cosmological sim-
ulations like FIRE-2 can invoke a maximum ∼24% change
in the capture rate. We expect this number to go up if the
resolution of the simulations and the processes involving

structure formation are not taken into account with sig-
nificant accuracy.
As we move beyond SHM, empirical, isotropic, non-

SHM distributions provide larger variations in the relative
capture rate with respect to the benchmark SHM. All non-
MB distributions like the King, DPL, Mao and Tallis fall
smoothly near the velocity tails, predicting less number of
particles in those regions. Therefore, for the same set of
astrophysical parameters, the non-MB models seem to
predict a reduction in the rate at which DM gets capture
as compared to their MB counterpart. In case of the
nonstandard distributions we report a ∼116% change in
the capture rate as a result of the uncertainties related to
relevant observations. However, this number can be as large
as ∼213% for the ARTEMIS simulation. The results
obtained from our analysis hints at significant reinterpre-
tation of the conclusions concerning the present day and
upcoming indirect searches of DM.
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APPENDIX A: SIMULATIONS EMPLOYED

(1) APOSTLE:
We have used the values for the halo A1, identified

as a MW-like halo from the APOSTLE (A Project Of
Simulating The Local Environment) simulation suit
[73], thevalues ofwhich have been adapted from [97].
The selection criterion is based on the conditions
that the total halo mass (M200) in the range
5 × 1011 < M200=M⊙ < 2 × 1013, having rotation
curves similar to the observed MW like rotation
curves, stellar mass (M⋆) in the observed mass range
4.5 × 1010 < M⋆=M⊙ < 8.3 × 1010, having a sub-
stantial stellar disc [120]. Apostle uses three different
levels of mass resolution for the primordial gas (DM)
particles, namely 1.0ð5.0Þ × 104 M⊙, 1.2ð5.9Þ ×
105 M⊙ and 1.5ð7.5Þ × 106 M⊙ respectively. Maxi-
mumgravitational softening lengths of 134 pc, 307 pc
and 711 pc.

(2) ARTEMIS:
The ARTEMIS (Assembly of high-Resolution

Eaglesimulations of Milky Way-type Galaxies) sim-
ulation suit [77] studied the evolution of 42 MW-like
haloes, in the mass range of 8 × 1011 < M200=M⊙ <
2 × 1012. For this work we have used the parameters
stated in [97], which is for themedianDMdistribution

DEBAJIT BOSE and SAMBO SARKAR PHYS. REV. D 107, 063010 (2023)

063010-12



of the 42 MW-like galaxies discussed in [100].
ARTEMIS is one of the largest suit of well re-
solved cosmological simulation run till date, with
both baryons and DM particles of masses 2.2 ×
104 M⊙ h−1 and 1.2 × 105 M⊙ h−1, respectively.

(3) FIRE-2:
The FIRE (Feedback In Realistic Environments)-

2 simulations are run with the GIZMO code [121]
using the mesh free finite-mass (MFM) Lagrangian
Godunov method for hydrodynamics, while gravi-
tational interactions are solved using the Tree-PM
code GADGET-3 [122]. We use the main halo from
the m12f simulation [123], which experiences more
mergers at late cosmological times. The m12f
assume a ΛCDM cosmology with ΩΛ ¼ 0.728;
Ωm ¼ 0.272;Ωb ¼ 0.0455; h ¼ 0.702; σ ¼ 0.807,
and ns ¼ 0.961. The host halo in m12f has a virial
mass ofM200 ¼ 1.7 × 1012 M⊙, virial radius R200 ¼
380 kpc and DM particle number 7.44 × 107 [98].
The mass of baryonic particles is approximately
7070 M⊙ and 5000 M⊙ for the stars. The Plummer
equivalent gravitational softening is 4 pc for stars
and 1 pc for gas particles. DM particles in the zoom-
in region have mass resolution of 3.5 × 104 M⊙
and a softening length of 40 pc. The total stellar

mass of the Galactic disk of the m12f host halo is
6.9 × 1010 M⊙.

APPENDIX B: OPTICALLY THIN
AND GEOMETRIC LIMIT

In this section, we discuss and present our findings on
the relative change in capture rate inside the celestial
bodies, described in Sec. V for the DM-nucleon scattering
cross section below and above the saturation cross section.
Following Eq. (1), we calculate the capture rates below the
saturation cross section, i.e., in the optically thin limit.
While the mass and radius of the celestial bodies remain
unchanged, the DM-nucleon scattering cross section is
reduced to 10−47 cm2 for NS, 10−40 cm2 for WD,
10−38 cm2 for BD and 10−36 cm2 for the exoplanet. As
the relative change is more prominent for the Mao et al.
distribution, we have shown the variations in Δ, with DM
mass, for different celestial bodies in Fig. 7. The blue,
green, magenta and yellow colored plots are for the NS,
WD, BD and exoplanet respectively. The solid, dashed and
dotted lines depict the relative changes for ARTEMIS,
APOSTLE and FIRE-2 respectively, while the shaded
regions show the variations that come from the uncertainty
in the astrophysical observations.

FIG. 7. The relative change in the DM capture rate with respect to the MB benchmark values as computed from Eq. (8), for the neutron
star, white dwarf, brown dwarf and exoplanet depicted by blue, green, red and yellow colored plots respectively. The shaded band in
each plot refers to the variation in the relative capture rate by taking into account the astrophysical uncertainty in the estimates of u0 and
uesc. The solid, dashed and dotted lines show the variations for the ARTEMIS, APOSTLE and FIRE-2 simulations respectively. We have
considered the mass and radius of celestial bodies to be same as before and the DM-nucleon scattering cross section for NS, WD, BD
and exoplanet is kept at 10−47, 10−40, 10−38 and 10−36 cm2 respectively.

IMPACT OF GALACTIC DISTRIBUTIONS IN CELESTIAL … PHYS. REV. D 107, 063010 (2023)

063010-13



For a DM-nucleon scattering cross section much greater
than the saturation cross section, the coupling between DM
and nucleon becomes so strong that the capture rate can be
approximated to be in the geometric limit of the celestial
object. This implies that all the DM particles which enter
the celestial body get captured. The geometric capture rate
is given by [47,55]

Cgeo ¼ πR2

�
ρχ
mχ

�Z
uesc

0

fðuχÞduχ
uχ

ðu2χ þ v2escÞ; ðB1Þ

where the symbols carry the meanings stated earlier. It is
evident from Eq. (B1) that the relative change in the
geometric capture rate is independent of the mass. In
Table III, we have cataloged the relative change in the
geometric capture rate for different celestial bodies, con-
sidering the Mao et al. distribution.

APPENDIX C: PARAMETRIC DEPENDENCE
ON CAPTURE RATE

In this section, we discuss how the astrophysical param-
eters appearing in Eq. (1), impact the rate at which massive
DM particles gets captured. As discussed in Sec. III the

effect of u0 and uesc on the capture rate can be understood
from Fig. 8(a). For the same set of astrophysical param-
eters, the area under the curve can be seen to maximum for
the Mao et al. distribution, followed by the Tsallis DPL,
King and MB distributions respectively. This gets reflected
when we look into the deviations produced by the non-MB
distributions with respect to the benchmark values of MB.
In Fig. 8(b) we plot the required number of scatters required
for a DM particle of mass mχ to get entrapped by the
gravitational potential of the NS in consideration, traveling
with an initial velocity uχ. The criteria is given by,

gNðwÞ ¼ Θ
�
vesc

�
1 −

1

2
βþ

�
−N

2

− w

�
ðC1Þ

Here the symbols carry their usual meaning and

βþ ¼ 4mtmχ

ðmtþmχÞ2, mt being the mass of the target nuclei.

Therefore, a DM particle of mass 100 PeV, with an
incumbent velocity ∼90 km=s would require at least
∼10 scatters before its velocity becomes less than the
escape velocity of the NS.

FIG. 8. Left panel: variation of the normalized DM velocity distribution as a function of DM velocity for the benchmark choice of
parameters. Right panel: contours showing the required number of scatterings as a function of DM velocity at DM masses of 0.1 PeV,
1 PeV, 10 PeV and 100 PeV, shown by the red, blue, green and yellow contours respectively.

TABLE III. Relative changes in the capture rate Δ, in the geometric limit for Mao et al. distribution.

Δ (in %) for astrophysical Δ (in %) for simulation

Celestial body uncertainty APOSTLE ARTEMIS FIRE-2

Neutron star 18.45 3.56 30.44 7.19
White dwarf 18.39 3.56 30.34 7.16
Brown dwarf 11.53 3.11 19.67 3.92
Exoplanet 12.54 1.53 17.78 7.42
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