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We present a measurement of the momentum spectra of 7+, K+, pi, A, A, and Kg produced in
interactions of negatively charged pions with carbon nuclei at beam momenta of 158 and 350 GeV/c. The
total production cross sections are measured as well. The data were collected with the large-acceptance
spectrometer of the fixed target experiment NA61/SHINE at the CERN SPS. The obtained double-
differential p-p spectra provide a unique reference dataset with unprecedented precision and large phase-
space coverage to tune models used for the simulation of particle production in extensive air showers in

which pions are the most numerous projectiles.

DOI: 10.1103/PhysRevD.107.062004

I. INTRODUCTION

When cosmic rays collide with the nuclei of the
atmosphere, they initiate a cascade of secondary particles
called air shower. The interpretation of cosmic-ray data
from air-shower arrays such as KASCADE-Grande [1],
IceTop [2], Telescope Array [3], or the Pierre Auger
Observatory [4] relies to a large extent on the understanding
of these particle cascades in the atmosphere, specifically
on the correct modeling of hadron-air interactions that
occur during shower development. However, it is a well-
established fact that air shower simulations using current
state-of-the-art models of high-energy hadronic inter-
actions produce significantly less muons than observed
in data [5-15].

The majority of muons in air showers are created in
decays of charged pions when the energy of the pion is low
enough such that its decay length is smaller than its
interaction length in air. The projectiles creating these
pions are typically produced at equivalent beam energies
below a TeV [16-18] which is well within the reach of
current accelerators. However, only a very limited amount
of data exists on the interactions of the most numerous
projectile in air showers, the z-meson [19].

In this paper, we present new data from the NA61/
SHINE experiment at the CERN SPS on the particle
production in interactions of pion beams at 158 and
350 GeV/c¢ with a thin carbon target (used as a proxy
for nitrogen, the most abundant nucleus in air). After a brief
introduction to the experiment in Sec. II, we will describe
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the various data analysis steps that lead to the results
presented in this paper. These steps are sketched in Fig. 1
for a better orientation of the flow of the analysis and
the corresponding sections in which they are described in
this article. The processing and selection of data and
simulations are introduced in Sec. IIl. The three main
analyses of the cross section, VY decays, and identified
charged particles are explained in Secs. IV-VI, respec-
tively. The calculation of the particle spectra and the
estimation of their uncertainties is outlined in Sec. VII,
where the measured production spectra of 7+, K*, p*, A,
A, and K{ are presented. In Sec. VI we conclude
by comparing our measurements to the predictions of
hadronic interaction models used for the modeling of air
showers.

II. EXPERIMENTAL SETUP
AND DATA TAKING

The data reported in this paper were taken in 2009 with
the NA61/SHINE instrument, a wide-acceptance hadron
spectrometer at the CERN SPS on the H2 beam line of the
CERN North Area [25]. The experimental setup used to
record z~-C interactions is shown in Fig. 2.

The main part of the detector consists of five time
projection chambers (TPCs) which were inherited from
NAG61’s predecessor, the NA49 experiment [26]. Two
vertex TPCs (VTPC-1 and VTPC-2) are located inside
the magnetic field produced by two superconducting dipole
magnets. For the measurements presented in this paper the
two magnets were operated at full electric current providing
a field of 1.5 and 1.1 T, respectively. Two main-TPCs are
located downstream of the VTPCs to measure particles bent
in the left and right hemispheres (MTPC-L and MTPC-R).
An additional small TPC is placed between VTPC-1 and
VTPC-2, covering the very-forward region, and is referred
to as the gap-TPC (GTPC). The combined bending power
of the magnets is 9 Tm and the coordinates on a track are
measured with a precision of a few 100 pm. The resolution
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FIG. 1.

of the measurement of particle momenta in the TPCs
depends on the track topology, i.e., on the overall track
length and the number of position measurements [27].
Typical values for the momentum resolution are
o(p)/p*> =7x107* (GeV/c)™' for low-momentum
tracks measured only in the VTPC-1 (p <8 GeV/c)
and ~3 x 1073 (GeV/c)™! for tracks traversing the full
detector up to the MTPCs (p = 8 GeV/c).

For the study reported in this paper, the SPS delivered a
secondary hadron beam originating from interactions of
400 GeV/c primary protons impinging on a 10-cm-long
beryllium target. The negatively charged hadrons (h™)
produced in these interactions were transported through
the H2 beam line to the NA61/SHINE experiment. A beam
momentum of 158 GeV/c was requested for the first part

(Sec. VIIE)

dE/dz
analysis
(Sec. VI)

Schematic view of the analysis presented in this paper.

of data taking and 350 GeV/c for the second part, each of
which lasted one week. At these momenta the negatively
charged beam particles are mostly 7~ mesons. They are
identified by a differential ring-imaging Cherenkov detec-
tor (CEDAR) [28] and the fraction of pions was measured
to be ~95% for 158 GeV/c and ~100% for 350 GeV/c
(see Fig. 2 in [37]). The CEDAR signal is recorded during
data taking and then used as an offline selection cut.

Downstream of the CEDAR three proportional chambers
are used as beam position detectors (BPDs) to measure the
trajectories of the incoming particles. Two scintillation
counters (S1 and S2) and three veto counters (VO, V1, and
V1’) define the beam trigger with the coincidence

Theam = S1 A S2 A VO A VI A VT, (1)
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FIG.2. Experimental setup of the NA61/SHINE experiment [25] (configuration for the z~-C data taking). The coordinate system used
in this paper is indicated on the lower left. The incoming beam direction is along the z axis. The magnetic field bends charged particle
trajectories in the x — z (horizontal) plane. The drift direction in the TPCs is along the y (vertical) axis. A zoomed view of the beam and

trigger instrumentation is shown as an elliptical inset at the bottom.

see inset in Fig. 2. The beam trigger is a zero bias trigger.
Furthermore, an interaction trigger,

Tint = Tbeam A g» (2)

is defined as the anti-coincidence of the incoming beam
particle and S4, a scintillation counter with a diameter of 2 cm
placed between the VTPC-1 and VTPC-2 along the beam
trajectory at about 3.7 m from the target. If an inelastic
interaction occurs then the produced particles typically have
momenta considerably lower than the beam momentum and
are thus bent away from the beam trajectory such that no
particle reaches S4. The anticoincidence with S4, therefore,
serves as a minimum-bias interaction trigger.

During data taking a prescaled fraction of the Ty, and
T, signals can trigger the data acquisition system to read
out the TPCs and write a raw event to disk. For most of the
data taking period, the pre-scaling was 0.4% for the zero-
bias beam trigger and 100% for the minimum-bias inter-
action trigger.

The target used for this study was an isotropic graphite
plate with a thickness along the beam axis of 2 cm and a
density of p = 1.840 g/cm?, equivalent to about 4% of a
nuclear interaction length. 90% of data was recorded with
the target inserted and 10% with the target removed. The
latter data was used to subtract interactions that took place
in the material upstream and downstream of the target. In
total, 5.5 million events were recorded with the target

inserted at a beam momentum of 158 GeV/c and 4.5 mil-
lion events at 350 GeV/c.

III. DATA PROCESSING AND SELECTION

A. Reconstruction

The raw data recorded during data taking are processed
with the standard NA61/SHINE reconstruction chain (based
on tried-and-tested algorithms developed by the NA49
collaboration) to obtain high-level physics information such
as the charge and momentum of the produced particles. First,
charge clusters are identified in the raw data of the TPCs and
their three-dimensional positions are reconstructed from the
centroids in drift time and in position on the TPC readout
pads. A pattern recognition combines these clusters to form
local track segments in each TPC separately. The local track
segments are matched to global tracks for which the track
parameters (track position at reference plane, charge, and
three-momentum) are fitted.

The beam trajectory before the target is determined using
the position measurements from the BPDs. The position of
the nominal main interaction vertex is estimated as the
intersection of the reconstructed beam trajectory with a
plane located at the center z-position of the 2 cm-carbon
target. Global tracks compatible with this position are then
re-fitted with this vertex hypothesis leading to main-vertex
track candidates with track parameters at the nominal
interaction vertex. Furthermore, the z-position of the main
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interaction vertex is reconstructed by fitting a common
origin of these global tracks along the beam trajectory.
Depending on the track multiplicity, the resolution along
the z-axis for the vertex position obtained in this way
exceeds the target thickness, therefore better main-vertex-
constrained track-momenta can be obtained by using the
nominal interaction vertex in the middle of the target
instead. Yet, the reconstructed vertex position is useful
for the rejection of obvious out-of-target interactions during
the event selection (see below).

In addition to the main-vertex hypothesis, each combi-
nation of positively and negatively charged global tracks
within one event is investigated for a common origin
downstream of the target from the decay of a long-lived
neutral particle (so-called V° events). All pairs with a
distance of closest approach < 1 cm anywhere along their
trajectory downstream of the target are re-fitted with the
constraint to originate from a common vertex resulting in
VO candidates that will be analyzed in Sec. V.

The results of the reconstruction are stored in a dedicated
ROOT-based [29] output format [30] for further processing
during data analysis.

B. Simulation

Through this analysis, we will use simulations of the
measurement to correct the raw-data spectra for various
distortions originating from the detector acceptance, re-
interactions with the detector material and within the target,
feed-down from weak decays etc. For this purpose we
simulated z~-C interactions at both beam momenta with the
hadronic event generators EPOS 1.99 [31] and QGSJet 11-04
[32] with the cRMC program [33]. The 1.99 version of the
EPOS model was used rather than its newer “LHC” variant
as the former is better tuned to interactions at SPS energies
[34]. The particles produced by these generators are then
passed to a simulation of the passage of particles through
the material and magnetic field of the NA61/SHINE setup
using the GEANT3.21 package [35]. The hits generated in the
active detector volumes are digitized to produce the same
raw information as for real data and an interaction trigger is
simulated by checking whether any of the charged particles
hit the S4 counter. The simulated information is then
processed with the same reconstruction algorithms dis-
cussed in the previous section and the results are stored in
the same output format as the reconstructed data.

C. Event selection

We apply the following event-selection criteria [36] to
obtain a set of high-quality interaction triggers.

Pion projectiles are selected with the CEDAR (see
previous section) and a pile-up of interactions is avoided
by rejecting events in which the S1 scintillator detected
another beam particle within £2 ps of the time of the
interaction trigger. Furthermore, it is required that the
direction of the beam was well measured with the three

beam position detectors. These three cuts select high-
quality z~ projectiles based on measurements from the
beam detectors upstream of the target.

Further event selection criteria define the subset of
z~-projectiles with an interaction in the target. Here we
analyze the particles produced in events recorded with the
minimum-bias trigger. Furthermore, we reject events with
an interaction vertex reconstructed far from the center of the
target (|Az| > 17 cm), since such events mostly originate
from interactions outside of the target.

With these criteria we select 2.8 x 10 and 2.6 x 10°
minimum-bias triggers recorded with an inserted C-target
at 158 and 350 GeV/c, respectively. By construction, due
to the restriction to events with a reconstructed vertex close
to the target position, only very few events recorded with a
removed target survive the selection (<7 x 10° events in
each dataset). The sum of simulated events with an inserted
target is 7.2 x 10% and 6.0 x 10° for beam momenta of 158
and 350 GeV/c, respectively.

D. Track selection

The set of selection criteria given below is applied to the
tracks measured in the TPCs. They are constructed to
assure good quality of the momentum measurements and to
select regions of the detector with a solid understanding of
the detection efficiency.

1. Track quality

The total number of clusters on the track must be > 25
and the sum of clusters in both VTPCs must be > 12, or the
number of clusters in the GTPC must be > 6. These cuts
assure a good momentum determination in either the
VTPCs within the magnetic field, or a large lever arm
for forward tracks measured with a combination of GTPC
and MTPC [38].

2. Fiducial acceptance

For each particle charge, we restrict the analysis to bins
in azimuthal angle, total momentum, and transverse
momentum, (¢, p, pr), in which the track selection
efficiency is larger than 90% for simulated tracks [39].
This cut mainly removes tracks at the edges of the detector
for which the efficiency drops rapidly, as illustrated in the
example shown in the top-left panel of Fig. 3. Since the
TPCs have a larger width than height (cf. lower left panel in
Fig. 3), the acceptance is not uniform in ¢» and especially
poor along £z /2. But since neither the beam nor the target
are polarized, the particle yields are independent of ¢ and
we can thus restrict the analysis to ¢ regions where the
detection efficiency is near 100%. The fiducial volume
selected by the acceptance cut therefore leads to a near-
geometric acceptance that is given by the number of
accepted ¢-bins [38]. The acceptance for positively charged
tracks is visualized in Fig. 3.
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Top left: example of the charged particle multiplicity at (p, pr) = (5.3,0.4) GeV/c as a function of track angle ¢. Red squares

are simulated data and black circles are measurements. Bottom left: event display illustrating the aspect-ratio of the TPC chambers
(blue boxes) and showing reconstructed tracks (red lines), clusters (yellow points) and the primary interaction vertex (orange point).
Right: 3D view of the acceptance definition for positively charged tracks. Each (¢, p, pr) bin which does not satisfy the acceptance

criteria is empty.

3. Origin at primary vertex

Furthermore, we require that the distance between the
position of the intercept of the extrapolation of the track
(reconstructed without vertex-constraint) to the interaction
plane and the position of the main interaction vertex must
be smaller than 4 cm in both horizontal and vertical
direction. This cut removes out-of-target interactions and
tracks from particle decays (“feed-down”).

Furthermore, we require that the distance between the
extrapolation of the track (reconstructed without vertex-
constraint) to the interaction plane and the interaction point
must be smaller than 4 cm in both horizontal and vertical
direction. This cut removes out-of-target interactions and
tracks from particle decays (feed-down).

After the track selection, the measured tracks are split
into two subsets called right-side tracks (RSTs) and wrong-
side tracks (WSTs). The former group is defined as the
tracks that bend away from the beam axis, while the
latter as the tracks that bend toward the beam axis [40],
ie., p,g >0 (RST) and p,g <0 (WST), where p, =
p sinfcos ¢ and p and ¢ are the momentum and charge of
the track. These conditions simplify to gcos¢ > 0 for
RSTs and gcos¢ < 0 for WSTs for the usual case of
forward production in the laboratory frame, 6 > 0. The
distinction between the two track topologies is motivated
by the fact that a right- and a wrong-side track with

the same p and pr, cross different regions of the
detector, which has important implications for the particle
reconstruction and identification step based on the dE/dx
measurements (see Sec. VI). Furthermore, this subdivision
defines two independent datasets that can be compared to
estimate the systematic uncertainties of the measured
particle multiplicities, see Sec. VII D 2.

IV. CROSS-SECTION ANALYSIS

The measurement of the production cross section [41] in
7z~ -C interactions closely follows the analysis procedure
detailed in Ref. [42]. The experimental interaction cross
section is measured by counting the number of interaction
triggers, N(Tpeam A Tine), Within the recorded zero-bias
beam triggers, N(Tpeam), to obtain the interaction trigger
probability

N(Tbeam A Tint)
P =———=. 3
T N (Tbeam) ( )

The interaction probability in the carbon target is then
obtained by correcting for out-of-target interactions via

pL - PR
Py = W, (4)
T

int
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where the trigger probabilities measured with the target
removed are denoted by a superscript R and the ones with
the target inserted with a superscript L.

The interaction trigger cross section is given by

mA 1
L= 1 , 5
%iie = TN, “(1 —Pim) )

where N, is Avogadro’s number and p, A, and L are
the density, molar mass and length of the target, respec-
tively. The logarithmic term, ln(l_#[,im) = P+ 3 P2 +
1P} + -, accounts for the exponential attenuation of
the beam inside the target.

The experimentally accessible interaction trigger cross
section can be related to the production cross section by
correcting for the residual contributions to oy, originating
from elastic and quasielastic scattering (o, and 6yc).
Furthermore, a correction for inelastic interactions, to
which the interaction trigger is not sensitive to, is needed

(6)

Oprod = (Gtrig - Gelfel - O'qefqe) 7
f prod
where fo, fqe and fpoq are the fractions of elastic,
quasielastic, and production events that lead to an T; ; trigger.
fea and f . thus give the fraction of false-positive interaction
triggers from (quasi)elastic interactions and 1 — fq is the
fraction of false-negative production interactions.

We derived model predictions for oy and o4 by
performing a Glauber calculation [43] of z~-C interactions
using a fit to previously measured cross sections of z7-C
[44] as an input. The resulting cross sections are listed in
Table I where the quoted systematic uncertainty originates
from a different assumption on the inelastic screening in
7~ -C interactions [45].

The fractions f depend on the chosen interaction trigger
condition. We use the FTFP_BERT physics list of GEANT

4.9.4.p01 [49] to estimate f¢ and f .. For systematic checks,

we assume that the angular distribution of quasielastic
scattering in 7~ -C does not differ significantly from the one

TABLE 1. List of correction factors used in Eq. (6) to convert
the trigger cross section to the production cross section. The
quoted uncertainties are systematic uncertainties compared to
which the statistical uncertainties are negligible. The fractions f
are given for a trigger radius of 0.9 and 0.6 cm (see text) for the
beam energies of 158 and 350 GeV/c, respectively.

Beam momentum 158 GeV/c 350 GeV/c
6/mb 35.1+0.8 36.4 £+ 0.9
Gqe/Mb 14.0 0.4 144404
fa 0.0012 0.00

fae 0.27 +£0.03 0.06 £+ 0.02
Sprod 0.91 £ 0.02 0.87 +0.02

for pion-proton scattering and can thus be modeled using
the elastic slope By, in #~-C scattering. f},;oq Was estimated
by generating interactions with the hadronic models FLUKA
2011.2.9 [50], EPOS 1.99 [31], QGSJeto1 [51], QGSJet 103 [32],
Venus4.12 [52], SIBYLL 2.1 [53], UrQMD1.3.1 [54,55] using the
INTTEST mode of CORSIKA [56]. The arithmetic mean of
the different predictions of f .4 is used to correct the data,
and the maximum and minimum values as an estimate of
the systematic uncertainty.

In previous cross-section analyses within NA61/SHINE
we used the absence of a signal in the S4 counter to define
an interaction. But, as can be seen in Fig. 20 in the
Appendix A, especially for the 350 GeV/c data studied
in this paper, the radius of 1 cm of the S4 would lead to a
large model-dependent correction for 6,4 with Eq. (6).
Therefore, we instead use the GTPC to define an offline
interaction trigger by requiring the absence of a track within
a radius ry;, from the beam extrapolation at 3.7 m down-
stream of the target (i.e., at the z-position of the S4 plane,
located before the GTPC). We choose the trigger radius
which minimizes the quadratic sum of statistical and
systematic uncertainty of the measured cross section
leading to an ry, of 0.9 and 0.6 cm for beam energies
of 158 and 350 GeV/c respectively, see Ref. [57]. The
analysis is performed on the zero-bias beam trigger data
with 4.8(2.0) x 10° and 6.5(2.2) x 10° events at 158 and
350 GeV/c, respectively, where the number in brackets
refers to the data taken with a removed target.

With the above definition of the offline interaction
trigger, we find an interaction probability of

Py = 0.0293 £ 0.0003(stat),  Pream = 158 GeV/c

(7)
and

P; =0.0284 £0.0003(stat)  pream = 350GeV/c (8)
and the cross section fractions as listed in Table 1.

Evaluating Eq. (6) with the trigger cross section derived
via Eq. (5) from these measurements as well as with the
correction factors listed in Table I, leads to our estimates of
the production cross section in z~-C interactions of

Oprod = (171 & 2(stat) & 4(sys)) mb 9)
at Ppeam = 158 GeV/c and
Oproa = (178 £ 2(stat) & 5(sys)) mb (10)
at Ppeam = 350 GeV/c.
The systematic uncertainty includes contributions

from the inefficiency of the GTPC, uncertainties of the
detector simulation, and the uncertainties of the correction
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FIG. 4. Production cross section in 7~ -C interactions (red) and " -C interactions (blue). Measurements by NA61/SHINE are shown as
filled circles, previous measurements from [58,61-63] are indicated by open symbols. Predictions from the Glauber model with different
values of the inelastic screening are shown as dashed lines (4 = 0.1, 0.3, 0.5, 0.7, and 0.9 from top to bottom).

factors quoted in Table I. The largest contribution of about
3.5 mb originates from the model uncertainty of fpoq-
In Appendix A we provide the efficiency map correspond-
ing to the two beam energies such that in the future it will
be possible to recalculate f,q with a different set of
models, and possibly smaller systematic uncertainty.

The obtained cross sections are presented in Fig. 4 along
with the theoretical prediction using the Glauber theory [43]
for several assumptions on the inelastic screening parameter
A[45] (from top to bottom 4 = 0.1,0.3,0.5,0.7,and 0.9) and
previous measurements [58,59,61-63] adjusted to 604
[60]. As can be seen, the only previous dataset on the
production cross section in z~-C interactions from Ref. [58]
agrees well with our measurement and the total uncertainty
of the cross sections presented here matches the statistical
precision of this old measurement (no systematic error was
quoted in this reference). Furthermore, our measurement
agrees well with the Glauber predictions for a broad range of
inelastic screening assumptions, but small values are dis-
favored and the preferred range is within 0.5 < 4 < 0.9,
corresponding to the elastic and diffractive p—p cross
sections being of comparable magnitude.

V. VO ANALYSIS

As a first step of the analysis of particle spectra, we
investigate the production of the neutral weakly decaying
particles A, A, and K$. The production spectra of these
strange particles provide important constraints for the tuning
of hadronic interaction models, see, e.g., Ref. [64].
Moreover, a good knowledge of these spectra is also
important to distinguish particles created directly in z7-C

interactions from particles originating from weak decays, see
Sec. VIIB.

Neutral weakly decaying particles with an average decay
length (c7) of the order of a few to tens of centimeters can
be detected by NA61/SHINE experiment through their
charged decay products. This type of particle is tradition-
ally called V°, because of its neutral charge and the
V-shaped decay topology. Although the V° itself does
not create a track in the TPCs, the products of its decay may
do, allowing us to reconstruct the position of the decay
vertex and, by using the momenta of the daughter tracks,
reconstruct the properties of the parent particle.

In Table II we list the three VO particles studied in this
work together with the branching ratio of the decay
channels investigated here. V° candidates are selected by
calculating the distance of closest approach (dca) for each
combination of one positively and one negatively charged
track. To assure a good momentum resolution, both tracks
should in total have more than 30 clusters each and more
than 15 clusters in the VTPCs. Each combination with a
dca < 2 cm downstream of the main vertex is refitted under

TABLE II. List of the V° particles measured in this work,
together with their mass and decay length. The last two columns
give the decay channel used for the reconstruction as well as its
branching ratio [44].

VO Mass[GeV/c?] ¢z [em] Decay Branching ratio (%)
A 1.1157 780  pta 63.9
A 1.1157 789 " +p 63.9
Kg 0.4976 2.68 e 69.2
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a common vertex hypothesis. To increase the signal-to-
background ratio, the reconstructed V% momentum is then
extrapolated to the vertex plane and the radial impact

\/ (b./2)* + b}, is required to be < 2 cm.

Here b, and b, denote the coordinates of the impact point in
the target plane with respect to the main vertex and the
factor 1/2 accounts for the fact that the resolution in the xz
bending plane is approximately twice as large as in the
vz-plane. The efficiency of this cut is > 90% in all of the
phase space bins studied here.

A further reduction of the background is possible by
selecting events with a reconstructed decay vertex far from
the target, as the background arises mostly from combi-
nations involving non-V tracks from the main vertex.
A large distance cut, d,;,, improves the purity of the
sample, but also diminishes the selection efficiency,
e = exp(—yct/dy,) for an ideal detector. Therefore an
optimal selection distance that minimizes the uncertainty of
the extracted signal is chosen, depending on the V° particle
type and momentum as described in Ref. [65].

For the measurement of the multiplicity of V particles,
we study the distribution of the invariant mass m;,, of
combinations of candidate tracks,

parameter, b, =

= (py +p-)°

= (m% + m?)c* (11)
in bins of p and pr (cf. Appendix B). Here the subscripts +
and — refer to the positively and negatively charged
daughter particles, p. denote their four-momenta and

+2(ELE_~pyp-c?),

(p)=4.92 GeV/c, {p_)=0.73 GeV/c (p)=5.12 GeV/c,

Do the reconstructed three-momenta of candidate tracks.
Equation (11) is evaluated for three mass combinations m .
corresponding to the main A, A, and Kg decays listed in
Table II and the energies E.. are calculated accordingly via
E. = /m%c*+ |p.|*c®>. Examples of invariant mass
distributions are shown in Fig. 5. As can be seen, the
“real” combinations peak around the mass of the V°
whereas the background of unrelated track combinations
exhibits a broad and nearly flat distribution.

The number of Vs is extracted in a Poissonian like-
lihood fit [66] describing the invariant mass distribution as
the sum of the signal template and the background function.
For this purpose, the signal distribution is modeled using
the shape of the reconstructed VO as predicted by the
detector simulation and for the background distribution a
polynomial function is used. We found that a second-
degree polynomial provides a satisfactory description of the
data in the chosen m;,, interval. A third-degree polynomial
was used to estimate the systematic uncertainties of the
background shape description (see Sec. VIID 2). These
signal and background templates are illustrated as blue and
red histograms in Fig. 5. The number of V’s produced in
the fitted p-pr bin is then inferred from the normalization
of the fitted distributions.

VI. dE/dx ANALYSIS

The spectra of identified particles produced at the main
vertex are obtained by extracting the average particle yields
in each kinematic bin from the measured distributions of
the energy loss of tracks in the TPCs. For this purpose,

<pT>=0.73 GeV/c (p)=6.46 GeV/c, <pT>=1 .02 GeV/c

F o 300f R
350 A EA - Kg
E 120~ a
300 C 250:*
E 100[~ r
250 N 200f
a 80|~ r
. 200; 150
é 150; 60; i
g g - 100
100}~ F -
sof— 20, 50:_+
o 5 $ ‘
- A + -y |
2}+ + + 2:I L44.] + ++ + l 27J | 1240 + +| +
20 ++++§ it “H}H”HH* ++++++ “ OJ*rHr*”# bt ++Hu+ +HH H14 09; i++++u+¢r+++ Hity +me +¢% i
oF 4 M of LA I i
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m,.,(p.) [GeV/c? m,(7*p) [GeV/c?] m,,, (%) [GeV/c?

FIG.5. Examples of the fitted m;,, distributions for the 158 GeV/c dataset with target inserted for A (left), A (middle), and Kg (right).
The black markers show the measured m;,, distributions. The curves show the results of the fit with the signal in blue, the background in
red and the total in gray. On the bottom of each plot we show the residual distributions, i.e., the difference A between the observed and
fitted number of entries in units of the uncertainties ¢ of the observed number. The (p) and (pr) of the phase space bin are indicated on

the top of each panel.
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FIG. 6. Energy deposit vs momentum of negatively and positively charged tracks for the 158 GeV /¢ dataset. The dashed lines indicate
the average energy deposit for each particle type (see Fig. 25 in the Appendix C for pye,m = 350 GeV/c).

we calculate the truncated mean [67], (dE/dx); =

2/N; ZQ{Z dE/dx;;, of the charges dE/dx;; of the 50%
of clusters with the lowest charge among the N; clusters
detected along each particle track j. As in the Bethe
formula [68], (dE/dx) depends on p/m = fy and can
thus be used to identify particles of different masses m at a
particular momentum p. The two-dimensional distribution
of energy deposit and momenta of selected main-vertex

tracks at a beam momentum of 158 GeV/c are displayed in

1032— g=-1 li
C aK
I B
1025— Bd
—
AR
04 02 0 |og10((32E 00 0.4 0.6 08

Fig. 6 along with a Bethe-inspired parametrization of the
mean energy deposit for the particles considered here, i.e.,
electrons, pions, kaons, protons, and deuterons and their
anti-particles.

An example of the distribution of the (dE//dx) of tracks in
a particular p and pt bin is shown in Fig. 7 for negatively
and positively charged particles. The production yields
of different particle types are determined by fitting the
distribution with the sum of (dE/dx) -templates for
electrons, pions, kaons, protons, and deuterons. The shapes

10° = q =+ Ii
i BK
- ip
107 fd
© % phbhik b gt b H
A A *#WMF
04 02 0 Iog10((é?5 " 0.4 0.6 0.8

FIG.7. Example of the dE/dx distributions for one phase space bin ({p) = 2.19 GeV/c and (pt) = 0.35 GeV/c) of the 158 GeV/c
dataset. The black markers show the measured distributions and the colored areas show the result of the dE/dx fit for different particles.
Negatively and positively charged particles are shown on the left and right, respectively. Fit residuals are shown in the lower panels in

units of the statistical uncertainty of the data distribution.
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of these templates are based on previous studies from NA49
and NA61/SHINE [69-71] which describe the distribution
of energy deposit of each particle type by the sum of
asymmetric Gaussians taking into account the distribution
of N; (number of clusters per track) and the distribution of
momenta within the bin.

The fitting is performed using a binned maximum-
likelihood method. In the general case, 10 particle fractions
(5 particle types and 2 charges) and 10 model parameters
are taken as free parameters of the fit. Most of these model
parameters are nuisance parameters that allow the mean and
width of the distributions to stray away from the global
dE/dx parametrization. In that way, residual systematic
offsets of the calibration of cluster charges in different parts
of the detector can be corrected.

As illustrated in Fig. 7, in general the dE/dx -fits lead to
a very satisfactory description of the data. The example
shown here is close to a momentum where the mean dE/dx
values of protons and kaons as well as the one of electrons
and deuterons overlap (cf. Fig. 6). In case of a near-
complete degeneracy between the fitting templates of
different masses in certain momentum bins (“Bethe cross-
ings”), the fitted yields of these ambiguous particles are
excluded from the final results.

VII. DERIVATION OF THE PARTICLE SPECTRA

The V° and dE/dx analyses described in the previous
two sections result in the number 7 of identified tracks
(7, K%, p, P, A, A, and K2) in bins of p and pr for each of
the two data taking modes, i.e., with the target inserted and
removed. For the choice of binning, see Appendix B.

Given these measurements, the double-differential
particle production spectra can be computed for each
particle as

1 d2ﬂ - Csim flI - bflR
Npwadpdpr — ApApr Ny — by

(12)

This quantity is the track multiplicity per production event
in a certain p-pr bin, sometimes also referred to as average
multiplicity. Here Ap and Apt denote the widths of the
phase-space bin and the transverse component pt of the
momentum vector p is defined with respect to the beam
direction u,, pr = +/p*>— (upp)?. Cgm is a correction
factor derived from simulations that will be discussed in the
next section. The indexes I and R refer to target inserted and
removed, respectively, and N is the number of selected
minimum-bias interaction-trigger events. The factor b is the
so-called target-removed factor, and it normalizes both
target inserted and removed dataset to the same number of
beam particles. Given the number of events, N, , and the
probability of a beam particle to produce an interaction
trigger, Pr,_, the number of beam particles for a given
dataset can be estimated as Nypem = Nt /Pr,. P, 18

measured from zero-bias beam triggers, see Eq. (3). The
target-removed factor is given by b = NL__/NR and its
value is about five, corresponding to the time spent in

target-removed configuration during data taking.

A. Correction factors

The selected number of events N and the estimated
number of particles 7 in a given phase space bin are biased
estimators of the true number of production events N,q and
the true number of produced particles n. These biases are
corrected for with the help of simulations for which it is easy
to determine the ratio of generated and measured spectra,

()G

where n and N, are the values from the event generator, 72
and N, are obtained after the detector simulation, event
reconstruction, and event and track selection. Two simulated
datasets generated with different hadronic interaction models
(see Sec. III) are used for systematic studies.

To gain further insights into the different contributions to
the correction factor it is useful to split Cy;,, into event- and
particle-contribution factors, referred to as « and f in the

following,
1’\\, A
Cim = < >/< . > :a/ﬁ (14)
Ngen Ngen

The a factor is a property of the dataset as a whole and thus
depends only on the beam energy, whereas the f factor
depends on the phase space bin and on the particle type.
We get a = 0.872 £0.004 and 0.732 +0.012 for beam
momenta of 158 and 350 GeV/c, respectively. These
values were determined from the arithmetic average of
the two simulated datasets, with the upper uncertainty
range corresponding to the result predicted by EPOS 1.99 and
the lower range to the one from QGSJet 1I-04. These values
give the product of the efficiency of the vertex-z cut
(cf. Sec. IIIC) and the efficiency of the minimum-bias
interaction trigger (cf. Sec. II). The former amounts to
approximately 0.975 with a good agreement between real
and simulated data. Therefore, « is dominated by the trigger
efficiency and is thus mainly a model-dependent correction,
since the efficiency depends on the fraction of events with a
high-momentum charged particle triggering the S4 scintil-
lator. Overall, the two hadronic generators used here show a
good overall agreement in their predictions of a. In the
following, we will use the average value for the correction
and the difference for systematic uncertainty. A slightly
larger uncertainty would result if the standard deviation of
efficiencies of all the models shown in Fig. 20 of the
Appendix A would be used as an estimate of the systematic
uncertainty. Note that for the majority of phase-space bins,
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the total correction for the trigger efficiency is small, as it ~ high-momentum particle in the TPCs and another high-
affects both N and N wen- The correction is mostly relevantat ~ momentum particle hitting the S4 scintillator.

high momenta when the trigger efficiency affects N, but The f correction factors as a function of p and pr are
given by the ratio of the generated and measured number of

not N since the conservation of the beam momentum ev PR _
tracks. They are shown in Fig. 8 for =, K=, p™, A, A, and

does not allow for the simultaneous presence of a
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FIG. 8. f correction factors for the 158 GeV/c dataset (see Fig. 23 in the Appendix C for pyeam = 350 GeV/c).
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K. Note that the $ factors for the V's also include the
effect of the V© cuts, presented in Sec. V.

The geometrical acceptance of the detector is the
dominant contribution to the f§ factor at large pr. Most
of the overall structure visible in the f plots is due to the
acceptance and reflects the aspect ratio of the TPCs
(rectangular in the xy plane) and the bending of particles
in the magnetic field. At particle momenta of ~5 GeV/c,
the TPCs provide full coverage for pp <0.2 GeV/c
increasing up to pr <1 GeV/c at ~30 GeV/c. Due to
the requirement on the number of clusters in the different
TPCs (cf. Sec. IIID), the coverage decreases at higher
momenta due to the forward gap between the TPCs and at
lower momenta due to the strong bending of particles in the
magnetic field. The fiducial acceptance cuts assure that
these effects are taken into account by a purely geometrical
correction and the corresponding efficiency is simply given
by the number of fiducial ¢ bins in the map of the (¢, p, pt)
acceptance.

Other corrections subsumed in S are related to the
efficiencies of the event selection which, as mentioned
above, partially cancels out with the a correction. By
construction, the reconstruction and selection efficiency
within the fiducial acceptance is > 90%, but typically
> 95%. f also includes the effects of bin migration due to
the finite momentum resolution (n4., is counted in a bin of
generated p and pr whereas 7 in a bin of reconstructed
momenta). In most of the bins, this correction is at the
subpercent level, as the bin width is much larger than the
momentum resolution. Only at p = 40 GeV/c this correc-
tion becomes significant but stays <5% over the whole
phase space studied here.

Finally,  also includes corrections for “feed-down”, i.e.,
the fact that a fraction of the measured particles are not
produced in the main target interaction, but instead, in
processes like interactions of secondary particles inside
the target or in the detector material, or the decay of
unstable particles which are produced in the main interaction.

Therefore, in contrast to the corrections discussed before,
which are efficiency corrections (7/ng, < 1), the feed-
down correction gives rise to 71/nge, > 1. The particles
most affected by feed-down are protons and antiprotons for
which a substantial fraction originates from weak decays,
most prominently the decays of A and A, leading to
factors >1 in p-pr regions where the other efficiency-type
corrections are near unity (see the p™ panels in Fig. 8).
Due to the potentially large model dependence of this
correction, it is treated with special care as detailed in the
next section.

B. Feed-down from weak decays

According to the two hadronic generators used here, the
contribution of weak decays is negligible for K+, but
typically several percent for & and up to 20% for p™,
depending on the phase-space bin. K3 decays are respon-
sible for 270% of the feed-down to charged pions and A and
A decays dominate the feed-down to p and p respectively.
The A(A) and K production varies substantially among
different hadronic event generators and therefore the model
dependence on the 3 correction for 7+ and p* could be very
large. To avoid the corresponding large systematic uncer-
tainties, we use here the measured spectra of A, A, and K(S) to
correct the feed-down contribution from these particles.

The procedure adopted for this purpose is based on a
reweighting of the simulated particles which are produced
from the decay of A, A, and K2, see also Ref. [42]. This
weight is determined by the ratio, R, between the recon-
structed spectra of these spectra in data and simulation. In
Fig. 9 we show examples of the ratios for the three V©
particles for the model EPOS 1.99 and beam momentum of
158 GeV/c. A fit of R as a function of p and py is
performed by using a log-normal function in p which
parameters are interpolated as a function of pt by a second-
degree polynomial function. This parametrization is
shown as colored lines in Fig. 9. The weight given for
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FIG. 9. Ratio between the measured and generated spectra, R, as a function of p (EPOS 1.99) for A, A, and Kg particles. The markers
show different py bins and the colored lines show the result of the parametrization. On the bottom of each panel the differences A
between the observed value of R and the parametrization divided by its uncertainty ¢ are shown.
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the simulated particles is then computed by using the
parametrization of the ratio between measured and gen-
erated spectra. Note that since R is calculated from the ratio
of reconstructed V° spectra without feed-down correction
from heavier baryons such as Q and E, it also adjusts the
feed-down contribution from Vs produced in decays of
these baryons.

Concerning the weak feed-down for the particle spectra
of V', the correction is negligible for K2, but can reach up
to 25% for A and A, in which case the decaying particles
are mostly charged and neutral E baryons as well as Q*.
Since we did not measure the production spectra of these
particles, this correction is fully model-dependent with
correspondingly larger uncertainties than achieved for 7+
and p* from the primary interaction.

C. Integration over py

For some purposes it is useful to calculate the single-
differential spectra, 1/N dn/dp, by integrating the double-
differential spectra given by Eq. (12) over pt. Since the
measured spectra do not cover the full pt range, an
extrapolation is needed to perform this integration. We
therefore fit the double-differential spectra as a function of
pt for each p bin and then use the integral of the fitted
function to extrapolate the measured spectra to full phase
space in pr.

We found that a Gaussian function convoluted with an
exponential one gives a very satisfactory description of the
spectra. For the purpose of evaluating the systematic
uncertainty of the extrapolation we also used an exponen-
tial in transverse mass, myp = \/p3c? + m?c*, which
describes the data equally well. The pt -integrated spectra
are computed by summing the measured spectra over all the
available pr bins and adding the integral of the fitted
function over the remaining pr range. Single-differential
spectra are calculated only for p bins where the fraction of
the extrapolation is smaller than 5% of the total for the
charged hadrons and 20% for the V° particles.

D. Uncertainties

1. Statistical uncertainties

The statistical uncertainties of the measured spectra,
Eq. (12), are dominated by the statistical uncertainties of 7i;
originating from the dE/dx -fit in case of charged hadrons
and from the invariant-mass-fit for VO particles. These are
in general larger than the simple Poisson uncertainties,
o(fy) Z /. Since the number of target-removed tracks
is substantially smaller than the target-inserted ones,
the statistical uncertainties on bhn® can be neglected.
Furthermore, the statistical uncertainty of Cy;, due to the
limited number of simulated tracks is taken into account,
but it constitutes only a minor contribution to the overall
uncertainty.

2. Systematic uncertainties

The contributions of different sources to the overall
systematic uncertainty of the charged hadron and V°
spectra as a function of p are displayed in Fig. 10 and
are listed in the following with the corresponding label in
the figure given in brackets.

Modeling of the energy loss distributions (dE/dx).—The
uncertainties related to the dE/dx model used for the fit to
establish the fractions of z*, K*, and p* are estimated by
repeating the fit with different configurations of the model
of the dE/dx distribution including different assumptions
of the center position of the Gaussian constraints on the
mean value of the dE/dx of the six particles (moved
separately by two standard deviations in both directions)
and different assumptions of the shape and signal depend-
ence of the distribution (see Ref. [65] for more details). The
resulting spectra obtained with these model variations are
compared to the standard spectra and the size of the
uncertainties is taken as the differences between the
extreme cases and the standard one.

Minimum bias interaction trigger efficiency (12).—
Distortions of the spectra due to the minimum bias inter-
action trigger are corrected for with the Cy;,, correction factor,
see Eq. (14). Since both, the number of events and the number
of tracks are affected by the trigger, the model differences
were estimated by combining both @ and S factors. To
compute the systematic uncertainties, we first isolate the
contributions of the trigger efficiency to the correction factor,
ar, and fr,, and then compute the factor ay, /7, for the two
event generators separately. The relative differences between
the extreme values of az, / 7, and the average one are used to
define the relative systematic uncertainties.

Main-vertex cut (vtx Z).—The model dependence of Cg,
due to the cut on the z position of the main vertex in the
event selection is evaluated analogously to the systematics
of the interaction trigger.

Feed down (FD).—The systematic uncertainties of the feed-
down correction are estimated by comparing the differences
between the corrections predicted by the two different event
generators. The corresponding systematic uncertainties for
the feed down to Vs are substantial, but since the pre-
dictions of the feed down to z*, K*, and p* from A, A, and
K{ are constrained to the VO data, the feed-down-related
systematics for the charged hadron spectra are small.

Event topology (RST/WST).—The dataset is subdivided into
two statistically independent subsets based on the sign of
the product g cos ¢, where g denotes the charge and ¢ is the
azimuthal angle (see Sec. III D). Since neither the beam
nor the target is polarized, we expect identical spectra for
the two datasets. Differences between the particle spectra
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derived for the two datasets are small (<3% in most of  simulated events and add them in quadrature to the other
the phase space bins), but larger than the statistical  contributions.

uncertainties. We interpret these differences as an evalu-

ation of the residual disagreement between the measured  Selection of V° candidates (V° sel.).—The minimum
data and the idealized detector simulation originating  number of clusters required for the daughter tracks of
from, e.g., calibration uncertainties not present in the  the V° selection is changed from 30 to 20 and both,
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Miny background model (BG).—The shape of the back-

the signal extraction and the calculation of Cg,

ground used for the my,, fit of V° candidates is changed
from a second-degree to a third-degree polynomial. The

systematic uncertainty related to the background subtrac-
tion is then estimated as the relative difference between the

are repeated. This cut variation results in slightly differ-
ent VO spectra and the differences are conservatively
added to the overall systematic uncertainty of the V°

spectra.

=) o
~ W
Z o T 0 = © NI =)
DN O=HON D N D G26973r09227354 S ©
Oahagabmnaddinn g 0 A8 %0 e R N i e B e i B v B i
o E S F o o =R : : : MD M AN A =0~ NN~ oo
AR FANN A~ DI FNAANN—S S =
H O D0 O MmN O
NN HOSDROI=DIDF NN — D ERNR S A A A S S S H O 0 O
ERANR S o = ) 00 = 01D 00— S
> 4 0O & ¢ « b 4 0 @ ¢ « D> 4 ¢ « O @
¢ e D> 400 & D> 4«00 ¢ D> a0 >OOG
s> eaE O o> < <D e & =
W o
° p
=2 iy
3 ke el
™|
-
= &
® D> 40O & D> 4«10 O & & VA P4 DO e D>ad e X
+ +
e N
KN =
o> a0 @ ¢OD> a0 O ¢ @ > m rPa4E0 e @OeD> 4«00 & & m
o
+5W +
| |
[ S ISC) &
o> 40O POeD> a0 OF D> 4B G P4 EO®EOeD> 4«00 @ e D>
N
S
se> 40OV SD> <T@ s OS> 40 08 Pe4D e s e> <D OB e D> -
=
—
e D> A0 O® SO D> A0 0O S>> <400 & PAOD® D> A«00 & @ D> < ¢ -
o> A0 O COD> C«0 O &> <00 & > >PA4aD® o> a0 O F e D> 4 + -
geD A0 O C o> A0 O T o> 40 0 @ > o v PAD O &> A0@ & & > 4 & - °
dep a0 O COD> 0O COeD> 4«00 ¢ > DIO. PACDO® o> a0 O & D> 4 ? & L]
erpeDOCce>P <D@GOD>ADO®S D> OO
Pe4D O s eD> <O ® % D> < + - °
ep A COeD> a0 O o> a0 0 ¢ > oe
epAaIOCOD <D OEOD> 400 D > O «De s ep><De s> d e -
epD A0 COeD> a0 O CeD> 4«00 ¢ > a (=} b4 T O OeD> a0 O ¢ D> 4 ® o
S
s 2 0z = % & = T
=) =) =] =] = = = =] =) =) = = = =
= = = = = = —
H&U &_u poad N H&U &t poxd N
le-(o/A2D)] = w0l -/ a2D)] — w0l
[ dPT
4E 0 4 e > 4 B 4@ 8 E e D> V
w 3
° <
=}
2= 3
™| N
= K]
@
4eDP A0 O D> < IO & > - PeEoeseD> <« B @ =<
+ +
+ 1= e
& [ =
o> 40 ® 2> <« 00 & @ D> \—r rPeaeED O e D> a0 0 & \—/
&} &}
o
+\UW +
R |
B[~ o &
tepADO s eD> IO O G o> 4 BE ® &} Pe4D O ceD> <00 2 o
o
I
Geb AN OG> A0 O oD A E O & PeADe s e <0 @& > -
<
—
ee>A0O e D> <00 ¢ D> <0 0 @ PAaD O ¢OeD> a0 O ¢ > D> -
oD A O P> A0 O ¢ o> a0 2 > P40 ® +OD> <00 ¢ @D L d ]
sepe4DOCeDIDOGSD AT O® D> O S >A4DoeceDd <00 & e D> ¢ - o e
@eep>aOO® D> <« 0O &> 40O D > DIO. PADO®SOD> <00 & @ D> @ @ = e
@e> A0 O ¢COD> «00 &> <00 & > oe
PAOI OO eD> <0 @G> D> + - e
epqaOO®COD> «0 O CeD> <400 ¢ > oe
eped e cOeD> a0 O D> <00 @ > a IR A RS R A * e
epe4DecepP«DOOeD>D A O®©E > O o PAE O G OD> <D O B eD @ e 8
S
2 2 = =T B B B 2 2 3 3z 5 B 0B
=) =} o =) = = = =] =} =) = = =1 =
= = = = = = =
Ldp dp Py Ldp dp Py
l-(/A2D)] — uOT l-(/A*D)] — — w01
P o 1

2.0

i)

0.0

2.0

0

1.0

0.5

0.0

pr [GeV/d]

pr [GeV/d]

o
=
V92616274 INE=2]
OESBSEmMwaddEnny R NZOR
CH LSS F LA 4RI AT R
AO=IDFOANN~—~ —HO~1D FMNMMOAN A~
N = ODOI=OIDF DA — O
EI R R R R i R R R i e N S R R
e D> 400 & D> 4«00 ¢ D> 4«40 ¢ D> a0 0
> 430 & D> «
=
<
&}
=)
wn
o
-
<
*D> A0 0O D> «a B0 @ & X
+
|
&
o> 40 0 o> a0 O ¢ o
&}
+
[}
&
e>p a0 ce>ADO®E >D
P> 400 F > a0 O & o>«
D> A0 0 eD> A0 O ¢ & D> 4
> D> 400 D> A0 0 ¢ D> 4 <
ebpeaTes e <00 D> < 8
DR - I i I <« B
ebdTeCe> <D @G> < <« B
o> 400 s> a0 O @ o>« R
> 4D0 ce> A0 @G oD <
.u = = P w o ~
S S = = = = s
= = = =
Ldp dp Py
[-(o/n2D)] w0l
up T
DR
Z
<
&}
=)
Yol
o
=
]
4o @eOep>AaEe & X
+
&
D> A0 0 e D> AT O F e D> m
T
|
&
D> 400 D> a0 O FeD> 4B
DR - R - RS -
oD A0 OO D>D AT O o> 4D @
o> A dOeD>D A0 & eD>an @ > <
D> A0 0 o> a0 O FeD> 44D @ >4
*P>P A0 0 s> A0 O0CeD> A0 * pane
o> A0 @ o> a0 O SeD> Al L) peanOe
epaD o COD> a0 OCOeD> <O @ paOe
D A0 0 PS> a0 o> 4B € >a
PeDece><OI@Oe> 40 & DO
. = = % w o ~
S =) =] = = = S
= = = S
Ldp dp Pordp
[-(/A2D)] — W01
1

2.0

1.5

1.0

0.0

2.5

2.0

i)

1.0

0.5

0.0

pr [GeV/d]

pr [GeV/d]

FIG. 12. Production spectra of 7, K*, and p(p) in #~-C interactions at pyeun = 350 GeV/c. For each bin in momentum p, the
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particle multiplicity, obtained by the new background  pr-integrated spectraare displayed in Figs. 15 and 16 and will
function, and the standard one. be discussed in more detail in the next section. Tables of the
measured spectra can be downloaded at [72].

E. Results
The measured double-differential spectra of 7%, K*, p*, VIIL DISCUSSION
A, A, and K9 spectra in z~-C interactions at 158 and For a first assessment of the validity of hadronic

350 GeV/ ¢ are shown in Figs. 11-13. The single-differential, interaction models used in air-shower simulations, we
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spectrum was multiplied by 10" with the value of m shown on the right. Error bars show the statistical uncertainties.
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FIG. 14. Ratio of particle spectra for data (points with statistical error bars) and models (lines). Ratios at beam energies 158 and

350 GeV/c are displayed on the left and right column respectively.

062004-19



H. ADHIKARY et al.

PHYS. REV. D 107, 062004 (2023)

compare the ratio of measured particle spectra to the model
predictions in Fig. 14. Solid lines denote recent model-
tunes [73-77] based on LHC and fixed target data, whereas
dashed lines show previous versions of these models
[31,53]. Most of the models agree reasonably well with
the measured pion charge ratio shown in the first row of
Fig. 14, but both versions of the SIBYLL model overpredict
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FIG. 15.

the ratio at high particle momenta for the 158 GeV/c
dataset. The kaon charge ratio in the second row is best
described by Epos LHC. All models underpredict the
antiproton-to-proton ratio at low momenta shown in the
third row and the shape of the momentum-dependence of
this ratio with two inflection points is best reproduced by
EPOS 1.99. We compare the production of charged to neutral
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Comparison of the py -integrated particle production spectra of 7, K*, and p(p) at 158 GeV/¢ with predictions of hadronic

interaction models. The data is shown as black circles with statistical error bars. Systematic uncertainties are displayed by gray rectangles.
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kaons in the fourth row by computing the ratio of
1(KT4+K") to K¢, where K is the shorthand for the
production spectrum of the particles. This ratio is expected
to be unity from simple arguments based on the counting of
valence quarks of the beam and target. Indeed all models
but the old version of SIBYLL predict a value close to 1
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whereas our data suggest values in the range of 1.2 to 1.3.
The difference to the expectation of 1 is about three
times the systematic uncertainty assigned to the integrated
kaon spectra, see Figs. 10 and 24. Finally, the ratio of
A to A baryons is best described by the EPOS 1.99 model,
whereas all recent model retunes slightly overpredict
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FIG. 16. Comparison of the py -integrated particle production spectra of z, K=, and p(p) at 350 GeV/¢ with predictions of hadronic
interaction models. The data is shown as black circles with statistical error bars. Systematic uncertainties are displayed by gray rectangles.
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the production of A at intermediate momenta of
p/pbeam ~0.1.

Furthermore, we compare the pp-integrated data to pre-
dictions from hadronic interaction models in Figs. 15-17. As
can be seen, none of the models provides a satisfactory
description of our data and each of the recent retunes has its
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worst description of the charged pion spectra and it under-
predicts p and A production. QGsJet 1104 fails spectacularly to
reproduce kaon-production in z7-C interactions and also
produces too few p and A particles. In many aspects, the
previous version of the EPOS model (EPOS 1.99) gives a better
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FIG. 17. Comparison of the pr -integrated particle production spectra of A, A, and Kg at 158 and 350 GeV/c¢ with predictions of
hadronic interaction models. The data is shown as black circles with statistical error bars. Systematic uncertainties are displayed by gray

rectangles.
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predicted by hadronic interaction models over the whole range of beam energies relevant for air showers.

prediction of our data than the current EPOS LHC version. In
particular, EPOS 1.99 provides the best description of the
charged pion spectra and a near-spot-on prediction of p
production, whereas the newer version of the model gives the
best match to our A measurements. It will be interesting to see
air shower predictions of future versions of these models that
describe all aspects of our data.

For a further qualitative analysis of the relevance of this
measurement to the “muon puzzle” in cosmic-ray-induced
air showers, it is useful to recall that the key to model
muon production in air showers is to correctly predict the
fraction f of the energy that remains in the hadronic
cascade in each interaction and is not lost to the electro-
magnetic component via z° production. In a simplified
model with the production of only charged and neutral
pions, this fraction is f =2/3 and after n interactions
(2/3)" of the initial energy is left in the hadronic
component. Muons are produced when the pions reach
low energies and decay, which happens after about
n = 8 generations of interactions for an air shower
induced by a primary of 10?° eV [79]. In a more realistic
scenario the energy transfer to the hadronic component is
f=1(2/3+A), where A accounts for hadronic particles
without dominant electromagnetic decay channels such as
p° mesons [74,80] or baryons [31]. Then a fraction
of (2/3+A)"=~(2/3)"(1+3/2nA) of the initial cos-
mic-ray energy can produce muons after n interactions
and only if the value of A is accurately known through-
out the whole chain of interactions, there is hope for a
precise prediction of the muon number in air showers.

The production of p° mesons in z~-C interactions has
already been addressed by NA61/SHINE in Ref. [81]

and the integrated production spectrum gives A o = (7.7 £
0.1(stat.) = 0.2(syst.))% at 158 GeV/c. Here we can
comment on the baryon production for which the best
proxy is the production of antiprotons since protons can
also originate from target fragmentation. The average
energy fraction transferred to antiprotons is displayed in
Fig. 18, and is obtained by integrating the measured
pdn/dp spectra including an extrapolation to the full beam
momentum [65]. This gives Aj = (1.59 4 0.01(stat.) +
0.07(syst.) £0.01(mod.))% and (1.76 4+ 0.01(stat.) +
0.08(syst.) £ 0.35(mod.))% at 158 and 350 GeV/c, where
the last of the three quoted uncertainties is due to the
model-dependence of the extrapolation to full beam
momentum. Note that the anti-proton fraction is a good
indicator of the production of baryon-antibaryon pairs in
general. In the simplest assumption we have Ap,ryon 2 445,
which implies Apyryon ~ A 0, i.€., both processes are about
equally important for the evolution of air showers. Our
measurement can be used to normalize the model
differences at low energies (cf. Fig. 18), leaving then only
the energy-evolution of Ay, as the remaining uncertainty
of baryon production in air showers.

IX. SUMMARY

In this article, we presented a new measurement of
particle production in interactions of negatively charged
pions with carbon nuclei at beam momenta of 158 and
350 GeV/c. We estimated the production cross section and
determined the double-differential p-pt spectra of pro-
duced 7%, K*, p%, A, A, and K{. These spectra are of direct
relevance to air shower physics, because pions are the most
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numerous projectiles in air showers and because the mass
of the chosen target is very close to the one of air [§2]. Our
measurement thus provides a unique reference dataset with
unprecedented precision and large phase-space coverage to
enable future tuning of models used for the simulation of
particle production in extensive air showers in which pions
are the most numerous projectiles. None of the current
state-of-the art hadronic interaction models describes the
measured particle spectra well. A tuning of these models to
match the measurements from NAGI/SHINE at SPS
energies will significantly reduce the uncertainties in
predictions of muons in air showers.
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APPENDIX A: CROSS SECTION

The interaction trigger is set by an offline requirement
on the absence of tracks within a radius ry;, with respect
to the beam particle 3.7 m downstream of the target,
i.e., after passing through the magnetic field of the
first superconducting dipole magnet. To ease a possible
re-analysis of the measured trigger cross section with
different choice of model corrections, we show a visual
representation of the efficiency of this requirement as a
function of curvature ¢/ p and transverse momentum pr in
Fig. 19. These efficiency maps are available electronically
at [72]. The cumulative efficiencies for our choice of
models is shown in Fig. 20 as a function of ry,. These
efficiencies can be thought of as the result of folding the
(q/p, pr)-distribution of a specific process with the two-
dimensional efficiency map.
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FIG. 19. Efficiency of the interaction trigger for particles with a certain curvature ¢/ p and transverse momentum p+ for the two beam
energies 158 (left, trigger radius 0.9 c¢cm) and 350 GeV/c (right, trigger radius 0.6 cm).
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FIG. 20. Fraction of events leading to a forward particle within a given radial trigger distance from the beam. Columns show from left
to right simulations of elastic, quasielastic, and production interactions. The top row shows the fractions for beam energies of
158 GeV/c and the bottom row for 350 GeV/c.
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FIG. 21. [Illustration of the phase-space binning used for the
charged hadron analysis.
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APPENDIX B: BINNING

The data analysis is performed by splitting the data into
2-dimensional phase-space bins of the p and p variables. For
the charged hadron analysis a unique phase-space binning
was defined. The p intervals are nearly uniformin lg p. Only
small adjustments were done to move the crossing points of
the energy deposit function of different particles closer to the
center of the bins. Since some of these bins in the crossing
regions will be removed from the analysis, this strategy has
been effective to reduce the number of removed bins. The
average width of the 1g p intervals is Alg(p/(GeV/c))=
0.1. Concerning the py intervals, the bin width increases with
pr from Apr = 0.1 to 0.5 GeV/c. In Fig. 21 we show the
phase-space binning used for the charged hadron analysis.

Because the V? analysis is done independently for the A, A,
and K, the phase-space binning is not required to be unique.
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FIG. 22. Tllustration of the phase-space binning used for the V© analysis. The plot on the left show the binning used for A and A, and
the plot on the right shows the binning used for K.
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However, because the statistics is similar for A and A, the
same binning was defined for these two particles. For either
A(A) or K the p intervals vary from Alg (p/(GeV/c)) =
0.2 to 0.3. Concerning the p intervals, the widths vary from
Apr = 0.2t00.8. In Fig. 22 we show the binning used for the
VY analysis.

APPENDIX C: ADDITIONAL PLOTS FOR THE
350 GeV/c DATASET

For a more concise flow of the main part of this
article, some of the plots are only shown for the
158 GeV/c dataset. In this appendix, the counterparts
for the 350 GeV/c data are presented.
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FIG. 23. f correction factors for the 350 GeV/c dataset.

062004-26



MEASUREMENT OF HADRON PRODUCTION IN z~-C ... PHYS. REV. D 107, 062004 (2023)
at 15 T
= dE/dx « T2 v ovtx Z C
1oi o feed-down RST/WST e sum a-
- | °
5:,: 2; All:::::....o .:l
— r g ® — B Yooy e e
X oA 2 2 290940, o2 X B Ty yyétrvam A
R & 1222290220 N = L R R R 22
% Of-&- E§-F-FE-EeE880dG0 w  Ofee-geRRon n MW E R g RD.8.0.55
R :Q fgff..-isggéél R F 'ss!lmiﬂ’gsgzgﬁé?x
© Eo4 U . [} © N n - "
_5F I P . L
E [ N —2: s . A: : . PRI * LN g 1
_10 L u
L e 747— ° °
-15 A | A | L A | A |
1 10 10 1 10 10
p [GeV/c] p [GeV/c]
K™ ¢ K™ a0p
30; 30; .
20 20F
E o ° o M [
— wf * : 5" — 10F ¢ g & .
o\o F g H s e PRy ; 0\0 E L] 2. a e o 2
= E N = E A e 0=
g opdee b b PR e g gttt bbb bbb e
r ' = r .
© -10F ® . _ © -10 . ’ .
E H = E .
—20F * N _20F- ° .
F E []
_30F . —30?
E L L _a0E L A |
1 10 10?7 1 10 10?7
p [GeV/c] p [GeV/c]
+ —
P 0F F
= 20 .
15F o . .
10i oo o " L : °
E "o, 10 [} [ . "
— 5 ° Ll | ° o . o " —_ r 2 N oo ™
X E ass & g 280 = X C needlnm .
g obdii it ey y oLt R
o o “2a g = . e e g o r - . e %o 1
-5 P ® . L . H
g . : 101 v v
— — - ’
Tk . : :
_15; . -20—
-20F . sl . N | E . sl . N |
1 10 10 1 10 10
p [GeV/c] p [GeV/c]
F OFaBG  sV0sel T2 °F
10 H FovixZ FD ® sum 6
E 20F E
r . . . : r 4}
5 . 10F s ° .
— o g E o o 0 ® 2 * 5 1 ¢ e .
£ F Pt - I F o588 g s BoEod
g OF g ege OF A S S A O =gy
o o - & E s 5 e o 72:7 , . 3 ¥ g ®
b v -10p~ " . F o« =
C ° . : o —af- .
,10:_ A -0k _ N s 40
F F A - Ks
N N il il -30= P il | | o " il |
10 10? 10 10? 10 10?
p [GeVic] p [GeVic] p [GeVic]

FIG. 24. Systematic uncertainties of the single-differential spectra dn/dp for the charged hadrons (top three rows) and Vs (bottom

row) as a function of momentum for the dataset recorded with ppe,m = 350 GeV/c.

062004-27




H. ADHIKARY et al.

PHYS. REV. D 107, 062004 (2023)

) 2
S £
> 5
° 2
w 5
© c
1 10 10°
p [GeV/c]
FIG. 25.

indicate the average energy deposit for each particle type.

dE/dx [mip]

g=+1

number of tracks

1 10 102

p [GeV/c]

Energy deposit vs momentum of negatively and positively charged tracks for the 350 GeV/c dataset. The dashed lines

[1] G. Navarra et al. (KASCADE-Grande Collaboration), Nucl.
Instrum. Methods Phys. Res., Sect. A 518, 207 (2004).
[2] R. Abbasi et al. (IceCube Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 700, 188 (2013).
[3] T. Abu-Zayyad et al. (Telescope Array Collaboration),
Nucl. Instrum. Methods Phys. Res., Sect. A 689, 87 (2012).
[4] J. Abraham et al. (Pierre Auger Collaboration), Nucl.
Instrum. Methods Phys. Res., Sect. A 523, 50 (2004).
[5] T. Abu-Zayyad et al. (HiRes-MIA Collaboration), Phys.
Rev. Lett. 84, 4276 (2000).
[6] A. Aab et al. (Pierre Auger Collaboration), Phys. Rev. D 91,
032003 (2015).
[7]1 A. Aab et al. (Pierre Auger Collaboration), Phys. Rev. D 90,
012012 (2014).
[8] A. Aab et al. (Pierre Auger Collaboration), Phys. Rev.
Lett. 117, 192001 (2016).
[9] A.G. Bogdanov, R.P. Kokoulin, G. Mannocchi, A.A.
Petrukhin, O. Saavedra, V. V. Shutenko, G. Trinchero, and
I.I. Yashin (NEVOD-DECOR Collaboration), Astropart.
Phys. 98, 13 (2018).
[10] R.U. Abbasi et al. (Telescope Array Collaboration), Phys.
Rev. D 98, 022002 (2018).
[11] J. A. Bellido, R. W. Clay, N. N. Kalmykov, I. S. Karpikov,
G. L. Rubtsov, S. V. Troitsky, and J. Ulrichs, Phys. Rev. D
98, 023014 (2018).
[12] F. Gesualdi, A.D. Supanitsky, and A. Etchegoyen, Phys.
Rev. D 101, 083025 (2020).
[13] A. Aab et al. (Pierre Auger Collaboration), Eur. Phys. J. C
80, 751 (2020).
[14] D. Soldin (EAS-MSU, IceCube, KASCADE-Grande,
NEVOD-DECOR, Pierre Auger, SUGAR, Telescope Array,
and Yakutsk Collaborations), Proc. Sci. ICRC2021 (2021)
349.
[15] J. Albrecht et al., Astrophys. Space Sci. 367, 27 (2022).
[16] H.-J. Drescher and G. Farrar, Astropart. Phys. 19, 235
(2003).

[17] C. Meurer, J. Bliimer, R. Engel, A. Haungs, and M. Roth,
Czech. J. Phys. 56, A211 (2006).

[18] I. C. Maris, R. Engel, X. Garrido, A. Haungs, M. Roth, R.
Ulrich, and M. Unger, Nucl. Phys. B, Proc. Suppl. 196, 86
(2009).

[19] The hitherto highest-energy dataset on the production of z*,
K*, and p* in z7-C interactions was reported in Ref. [20]
for a beam energy of 100 GeV/c in the momentum range of
30 < p/(GeV/c) < 88 and 0.18 < p1/(GeV/c) < 0.5. At
low beam energies of 3-12 GeV/c, n* and p spectra in
#*-C interactions were reported in Refs. [21-24].

[20] D.S. Barton et al., Phys. Rev. D 27, 2580 (1983).

[21] M. Apollonio et al. (HARP Collaboration), Phys. Rev. C 82,
045208 (2010).

[22] M. Apollonio et al. (HARP Collaboration), Nucl. Phys.
A821, 118 (2009).

[23] M. Apollonio et al. (HARP Collaboration), Phys. Rev. C 80,
065207 (2009).

[24] M. G. Catanesi et al. (HARP Collaboration), Astropart.
Phys. 29, 257 (2008).

[25] N. Abgrall et al. (NA61/SHINE Collaboration), J. Instrum.
9, PO6005 (2014).

[26] S. Afanasev et al. (NA49 Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 430, 210 (1999).

[27] R. L. Gluckstern, Nucl. Instrum. Methods 24, 381 (1963).

[28] C. Bovet, S. Milner, and A. Placci, IEEE Trans. Nucl. Sci.
25, 572 (1978).

[29] 1. Antcheva et al., Comput. Phys. Commun. 180, 2499
(2009).

[30] R. Sipos, A. Laszlo, A. Marcinek, T. Paul, M. Szuba, M.
Unger, D. Veberic, and O. Wyszynski (NA61/SHINE
Collaboration), J. Phys. Conf. Ser. 396, 022045 (2012).

[31] T. Pierog and K. Werner, Phys. Rev. Lett. 101, 171101
(2008).

[32] S. Ostapchenko, Nucl. Phys. B, Proc. Suppl. 151, 143
(2006).

062004-28


https://doi.org/10.1016/j.nima.2003.10.061
https://doi.org/10.1016/j.nima.2003.10.061
https://doi.org/10.1016/j.nima.2012.10.067
https://doi.org/10.1016/j.nima.2012.10.067
https://doi.org/10.1016/j.nima.2012.05.079
https://doi.org/10.1016/j.nima.2003.12.012
https://doi.org/10.1016/j.nima.2003.12.012
https://doi.org/10.1103/PhysRevLett.84.4276
https://doi.org/10.1103/PhysRevLett.84.4276
https://doi.org/10.1103/PhysRevD.91.032003
https://doi.org/10.1103/PhysRevD.91.032003
https://doi.org/10.1103/PhysRevD.90.012012
https://doi.org/10.1103/PhysRevD.90.012012
https://doi.org/10.1103/PhysRevLett.117.192001
https://doi.org/10.1103/PhysRevLett.117.192001
https://doi.org/10.1016/j.astropartphys.2018.01.003
https://doi.org/10.1016/j.astropartphys.2018.01.003
https://doi.org/10.1103/PhysRevD.98.022002
https://doi.org/10.1103/PhysRevD.98.022002
https://doi.org/10.1103/PhysRevD.98.023014
https://doi.org/10.1103/PhysRevD.98.023014
https://doi.org/10.1103/PhysRevD.101.083025
https://doi.org/10.1103/PhysRevD.101.083025
https://doi.org/10.1140/epjc/s10052-020-8055-y
https://doi.org/10.1140/epjc/s10052-020-8055-y
https://doi.org/10.22323/1.395.0349
https://doi.org/10.22323/1.395.0349
https://doi.org/10.1007/s10509-022-04054-5
https://doi.org/10.1016/S0927-6505(02)00203-7
https://doi.org/10.1016/S0927-6505(02)00203-7
https://doi.org/10.1007/s10582-006-0156-9
https://doi.org/10.1016/j.nuclphysbps.2009.09.013
https://doi.org/10.1016/j.nuclphysbps.2009.09.013
https://doi.org/10.1103/PhysRevD.27.2580
https://doi.org/10.1103/PhysRevC.82.045208
https://doi.org/10.1103/PhysRevC.82.045208
https://doi.org/10.1016/j.nuclphysa.2009.01.080
https://doi.org/10.1016/j.nuclphysa.2009.01.080
https://doi.org/10.1103/PhysRevC.80.065207
https://doi.org/10.1103/PhysRevC.80.065207
https://doi.org/10.1016/j.astropartphys.2008.02.002
https://doi.org/10.1016/j.astropartphys.2008.02.002
https://doi.org/10.1088/1748-0221/9/06/P06005
https://doi.org/10.1088/1748-0221/9/06/P06005
https://doi.org/10.1016/S0168-9002(99)00239-9
https://doi.org/10.1016/S0168-9002(99)00239-9
https://doi.org/10.1016/0029-554X(63)90347-1
https://doi.org/10.1109/TNS.1978.4329375
https://doi.org/10.1109/TNS.1978.4329375
https://doi.org/10.1016/j.cpc.2009.08.005
https://doi.org/10.1016/j.cpc.2009.08.005
https://doi.org/10.1088/1742-6596/396/2/022045
https://doi.org/10.1103/PhysRevLett.101.171101
https://doi.org/10.1103/PhysRevLett.101.171101
https://doi.org/10.1016/j.nuclphysbps.2005.07.026
https://doi.org/10.1016/j.nuclphysbps.2005.07.026

MEASUREMENT OF HADRON PRODUCTION IN =~-C ...

PHYS. REV. D 107, 062004 (2023)

[33] T. Pierog, C. Baus, and R. Ulrich, Cosmic Ray Monte Carlo
Package, crmMC, 10.5281/zenodo.4558705.

[34] T. Pierog (private communication).

[35] R. Brun et al., GEANT: Detector Description and Simulation
Tool (CERN, Geneva, 1993).

[36] The event selection criteria used here are identical to the
ones described in Ref. [37] for the same dataset discussed in
this paper. We therefore refer to Sections 2 and 3 of that
paper for a detailed description of the event selection.

[37] A. Aduszkiewicz et al. (NA61/SHINE Collaboration), Eur.
Phys. J. C 77, 626 (2017).

[38] M. Ruprecht, Measurements of the spectrum of charged
hadrons in z~ + C interactions with the NA61/SHINE
experiment, Diploma thesis, Institute for Nuclear Physics,
Karlsruhe Institute of Technology, Karlsruhe, 2012.

[39] Since the acceptance is only a property of the track
momentum and direction (not of the beam momentum or
track multiplicity), it can be determined with high statistical
accuracy averaging all available simulation sets. A total of
2.1 x 107 simulated events were used to construct the
acceptance map. This number is higher than the sum of
simulated events mentioned in Sec. III C, since for the
acceptance study we also included events generated with the
DPMJet 3.06 model, which were not used otherwise for this
study.

[40] The terminology of wrong- and right-side tracks dates back
to NA49 and reflects the fact that the tilt angle of the pads in
the VIPCs were optimized to measure the right-side
topologies.

[41] The production cross section is defined by opq =
Ot — Ol — Oge, Where o, denotes the total cross section,
o, the coherent elastic cross section and o the quasielastic
cross section. Quasielastic interactions are processes in
which no new particles are produced, but the target nucleus
is fragmented.

[42] N. Abgrall ef al. (NA61/SHINE Collaboration), Eur. Phys.
J. C 76, 84 (2016).

[43] R.J. Glauber and G. Matthiae, Nucl. Phys. B21, 135 (1970).

[44] C. Patrignani et al. (Particle Data Group), Chin. Phys. C 40,
100001 (2016).

[45] The inelastic screening is calculated using the scheme
developed for [46] in which a two-channel implementation
of inelastic intermediate states [47] accounts for diffraction
dissociation [48]. The strength of inelastic screening is
influenced by a singe parameter 4 which is given by the
square root of the ratio of single-diffractive and elastic cross
section.

[46] P. Abreu et al. (Pierre Auger Collaboration), Phys. Rev. Lett.
109, 062002 (2012).

[47] N.N. Kalmykov and S. S. Ostapchenko, Phys. At. Nucl. 56,
346 (1993).

[48] M.L. Good and W.D. Walker, Phys. Rev. 120, 1857
(1960).

[49] S. Agostinelli et al. (GEANT4 Collaboration), Nucl. Ins-
trum. Methods Phys. Res., Sect. A 506, 250 (2003).

[50] A. Ferrari, P.R. Sala, A. Fasso, and J. Ranft, FLUKA: A
multi-particle transport code, Report No. CERN-2005-010,
10.5170/CERN-2005-010.

[51] N.N. Kalmykoyv, S. S. Ostapchenko, and A. I. Pavlov, Nucl.
Phys. B, Proc. Suppl. 52, 17 (1997).

[52] K. Werner, Phys. Rep. 232, 87 (1993).

[53] E.-J. Ahn, R. Engel, T. K. Gaisser, P. Lipari, and T. Stanev,
Phys. Rev. D 80, 094003 (2009).

[54] M. Bleicher et al., J. Phys. G 25, 1859 (1999).

[55] V. Uzhinsky, arXiv:1107.0374.

[56] D. Heck, J. Knapp, J. N. Capdevielle, G. Schatz, and T.
Thouw, CORSIKA: A Monte Carlo code to simulate extensive
air showers, Report No. FZKA-6019, 1998, https:/
publikationen.bibliothek.kit.edu/270043064/3813660.

[57] M. Haug, Messung des Wirkungsquerschnitts von Pion-
Kohlenstoff-Wechselwirkungen mit Hilfe des NA61 Detektors,
Diploma thesis, Institute for Nuclear Physics, Karlsruhe In-
stitute of Technology, Karlsruhe, 2012, https://edms.cern.ch/
file/1231693/1/Michael_Haug_Diploma_Thesis.pdf.

[58] A. Carroll et al., Phys. Lett. 80B, 319 (1979).

[59] A. Aduszkiewicz et al. (NA61/SHINE Collaboration), Phys.
Rev. D 98, 052001 (2018).

[60] Here we use Glauber predictions of 6y, Gor, a0d Gy 10
scale all measurements o 6p,q. The measurements of o
from Refs. [61,62] are multiplied by (6proa/00t)Glauber ~
0.77 and the measurement of oy, from Ref. [63] is
multlplled by (Gprod/ainel)Glauber ~0.91.

[61] A. Schiz et al., Phys. Rev. D 21, 3010 (1980).

[62] U. Dersch et al. (SELEX Collaboration), Nucl. Phys. B579,
277 (2000).

[63] S. Denisov et al., Nucl. Phys. B61, 62 (1973).

[64] F.M. Liu, J. Aichelin, M. Bleicher, H.J. Drescher, S.
Ostapchenko, T. Pierog, and K. Werner, Phys. Rev. D 67,
034011 (2003).

[65] R.R. Prado, Experimental studies of the muonic component
of extensive air showers, Ph.D. thesis, Sao Carlos Institute of
Physics, 2018, https://www.teses.usp.br/teses/disponiveis/
76/76131/tde-21062018-150629/pt-br.php.

[66] S. Baker and R. D. Cousins, Nucl. Instrum. Methods 221,
437 (1984).

[67] W. Blum, L. Rolandi, and W. Riegler, Particle Detection
with Drift Chambers, Particle Acceleration and Detection
(Springer, New York, 2008), 10.1007/978-3-540-76684-1.

[68] H. Bethe, Ann. Phys. (N.Y.) 5, 325 (1930).

[69] M. van Leeuwen, Kaon and open charm production in
central lead-lead collisions at the CERN SPS, Ph.D. thesis,
NIKHEFF, Amsterdam, 2003, https://edms.cern.ch/file/
816033/1/thesis_mvl_library.pdf.

[70] G.1. Veres, Baryon momentum transfer in hadronic and
nuclear collisions at the CERN NA49 experiment., Ph.D.
thesis, Eotvos Lorand University, Budapest, 2001, https://
edms.cern.ch/file/818513/1/gabor_veres_phd.pdf.

[71] A. Aduszkiewicz et al. (NA61/SHINE Collaboration), Eur.
Phys. J. C 77, 671 (2017).

[72] CERN EDMS 2781553, https://edms.cern.ch/document/
2781553/1.

[73] S. Ostapchenko, Phys. Rev. D 83, 014018 (2011).

[74] S. Ostapchenko, EPJ Web Conf. 52, 02001 (2013).

[75] T. Pierog, Tu. Karpenko, J. M. Katzy, E. Yatsenko, and K.
Werner, Phys. Rev. C 92, 034906 (2015).

[76] A. Fedynitch, F. Riehn, R. Engel, T. K. Gaisser, and T.
Stanev, Phys. Rev. D 100, 103018 (2019).

[77] The recent update of the SIBYLL model to version ‘“2.3d”
results in similar spectra as the “2.3¢” version shown
here [78].

062004-29


https://doi.org/10.5281/zenodo.4558705
https://doi.org/10.1140/epjc/s10052-017-5184-z
https://doi.org/10.1140/epjc/s10052-017-5184-z
https://doi.org/10.1140/epjc/s10052-016-3898-y
https://doi.org/10.1140/epjc/s10052-016-3898-y
https://doi.org/10.1016/0550-3213(70)90511-0
https://doi.org/10.1088/1674-1137/40/10/100001
https://doi.org/10.1088/1674-1137/40/10/100001
https://doi.org/10.1103/PhysRevLett.109.062002
https://doi.org/10.1103/PhysRevLett.109.062002
https://doi.org/10.1103/PhysRev.120.1857
https://doi.org/10.1103/PhysRev.120.1857
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.5170/CERN-2005-010
https://doi.org/10.1016/S0920-5632(96)00846-8
https://doi.org/10.1016/S0920-5632(96)00846-8
https://doi.org/10.1016/0370-1573(93)90078-R
https://doi.org/10.1103/PhysRevD.80.094003
https://doi.org/10.1088/0954-3899/25/9/308
https://arXiv.org/abs/1107.0374
https://publikationen.bibliothek.kit.edu/270043064/3813660
https://publikationen.bibliothek.kit.edu/270043064/3813660
https://publikationen.bibliothek.kit.edu/270043064/3813660
https://publikationen.bibliothek.kit.edu/270043064/3813660
https://publikationen.bibliothek.kit.edu/270043064/3813660
https://edms.cern.ch/file/1231693/1/Michael_Haug_Diploma_Thesis.pdf
https://edms.cern.ch/file/1231693/1/Michael_Haug_Diploma_Thesis.pdf
https://edms.cern.ch/file/1231693/1/Michael_Haug_Diploma_Thesis.pdf
https://edms.cern.ch/file/1231693/1/Michael_Haug_Diploma_Thesis.pdf
https://edms.cern.ch/file/1231693/1/Michael_Haug_Diploma_Thesis.pdf
https://doi.org/10.1016/0370-2693(79)90226-0
https://doi.org/10.1103/PhysRevD.98.052001
https://doi.org/10.1103/PhysRevD.98.052001
https://doi.org/10.1103/PhysRevD.21.3010
https://doi.org/10.1016/S0550-3213(00)00204-2
https://doi.org/10.1016/S0550-3213(00)00204-2
https://doi.org/10.1016/0550-3213(73)90351-9
https://doi.org/10.1103/PhysRevD.67.034011
https://doi.org/10.1103/PhysRevD.67.034011
https://www.teses.usp.br/teses/disponiveis/76/76131/tde-21062018-150629/pt-br.php
https://www.teses.usp.br/teses/disponiveis/76/76131/tde-21062018-150629/pt-br.php
https://www.teses.usp.br/teses/disponiveis/76/76131/tde-21062018-150629/pt-br.php
https://www.teses.usp.br/teses/disponiveis/76/76131/tde-21062018-150629/pt-br.php
https://www.teses.usp.br/teses/disponiveis/76/76131/tde-21062018-150629/pt-br.php
https://www.teses.usp.br/teses/disponiveis/76/76131/tde-21062018-150629/pt-br.php
https://doi.org/10.1016/0167-5087(84)90016-4
https://doi.org/10.1016/0167-5087(84)90016-4
https://doi.org/10.1007/978-3-540-76684-1
https://doi.org/10.1002/andp.19303970303
https://edms.cern.ch/file/816033/1/thesis_mvl_library.pdf
https://edms.cern.ch/file/816033/1/thesis_mvl_library.pdf
https://edms.cern.ch/file/816033/1/thesis_mvl_library.pdf
https://edms.cern.ch/file/816033/1/thesis_mvl_library.pdf
https://edms.cern.ch/file/816033/1/thesis_mvl_library.pdf
https://edms.cern.ch/file/818513/1/gabor_veres_phd.pdf
https://edms.cern.ch/file/818513/1/gabor_veres_phd.pdf
https://edms.cern.ch/file/818513/1/gabor_veres_phd.pdf
https://edms.cern.ch/file/818513/1/gabor_veres_phd.pdf
https://edms.cern.ch/file/818513/1/gabor_veres_phd.pdf
https://doi.org/10.1140/epjc/s10052-017-5260-4
https://doi.org/10.1140/epjc/s10052-017-5260-4
https://edms.cern.ch/document/2781553/1
https://edms.cern.ch/document/2781553/1
https://edms.cern.ch/document/2781553/1
https://edms.cern.ch/document/2781553/1
https://doi.org/10.1103/PhysRevD.83.014018
https://doi.org/10.1051/epjconf/20125202001
https://doi.org/10.1103/PhysRevC.92.034906
https://doi.org/10.1103/PhysRevD.100.103018

H. ADHIKARY et al.

PHYS. REV. D 107, 062004 (2023)

[78] F. Riehn, R. Engel, A. Fedynitch, T.K. Gaisser, and T.
Stanev, Phys. Rev. D 102, 063002 (2020).

[79] J. Matthews, Astropart. Phys. 22, 387 (2005).

[80] H.-J. Drescher, Phys. Rev. D 77, 056003 (2008).

[81] A. Aduszkiewicz et al. (NA61/SHINE Collaboration),
Eur. Phys. J. C 77, 626 (2017).

[82] It is worthwhile to note that the combined comparison of
models to our new data and to previous measurements of
pions incident on proton and other nuclear targets [8§3-88]
will allow to further tune the physics of hadronic interaction

models, in particular nuclear effects arising from enhanced
multiple scattering in nuclear targets.

[83] J. Whitmore et al., Phys. Rev. D 16, 3137 (1977).

[84] D.S. Barton et al., Phys. Rev. D 27, 2580 (1983).

[85] A.E. Brenner et al., Phys. Rev. D 26, 1497 (1982).

[86] M. Aguilar-Benitez et al., Eur. Phys. Lett. 4, 1261 (1987).

[87] M. Adamus et al. (EHS/NA22 Collaboration), Z. Phys. C
39, 301 (1988).

[88] N. M. Agababyan et al. (EHS/NA22 Collaboration), Phys.
At. Nucl. 66, 114 (2003).

062004-30


https://doi.org/10.1103/PhysRevD.102.063002
https://doi.org/10.1016/j.astropartphys.2004.09.003
https://doi.org/10.1103/PhysRevD.77.056003
https://doi.org/10.1140/epjc/s10052-017-5184-z
https://doi.org/10.1103/PhysRevD.16.3137
https://doi.org/10.1103/PhysRevD.27.2580
https://doi.org/10.1103/PhysRevD.26.1497
https://doi.org/10.1209/0295-5075/4/11/008
https://doi.org/10.1007/BF01548280
https://doi.org/10.1007/BF01548280
https://doi.org/10.1134/1.1540665
https://doi.org/10.1134/1.1540665

