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It is considered in this work the phase transition patterns for a coupled two-scalar field system model
under the combined effects of finite sizes and temperature. The scalar fields are taken as propagating in a
D = 4 Euclidean space with the usual periodic compactification in the Euclidean time direction (with
dimension given by the inverse of the temperature) and also under a compact dimension in the space
direction, which is restricted to size L. In the latter case, a Dirichlet boundary condition is considered.
Finite-size variation of the critical temperature for the cases of symmetry restoration and inverse symmetry
breaking are studied. At fixed finite-temperature values, the variation of the inverse correlation lengths with
the size L might display a behavior analogous to reentrant phase transitions. Possible applications of our
results to physical systems of interest are also discussed.
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I. INTRODUCTION

Studies of phase transitions under different conditions,
like temperature, external fields and chemical potential, just
to cite a few examples, have always been of relevance.
Modeling and describing these phase transitions through
effective field theories with, e.g., scalar fields, find appli-
cations in a variety of physical systems of interest, ranging
from condensed matter to cosmology. Studying the proper-
ties of quantum field theory models involving multiple
scalar fields and understanding how symmetries change in
these models when undergoing phase transitions have
gained relevance recently. The reason for this interest is
that these type of models can have connections ranging
from statistical physics and condensed matter [ 1-5] to high-
energy physics [6-16].

A model that has been of particular interest is a multiple
scalar field system with a O(N ) x O(N,,), for a Lagrangian
density containing scalar fields ¢ = (¢, ..., ¢N¢) and

x = (1, ""XNI)’ with Ny and N, components, respec-
tively. This type of model has long been of interest and have

also been studied before in different contexts [17-29].
Those studies mostly focused on how symmetries in these
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type of systems change with the temperature. The interest
on these type of models derives from the fact that they can
display a rich phase structure depending on the parameter
space available for them. In particular, it is known since the
work done by Weinberg in Ref. [30] that nontrivial phase
transition patterns can be displayed by these type of
models. These phase transitions are, for example, related
to inverse symmetry breaking (ISB), i.e., the breaking of
symmetries at high temperatures, as well as symmetry
nonrestoration (SNR), namely, the persistence of symmetry
breaking at high temperatures. In this work, we are
interested in investigating the patterns of phase transitions
in the above multiple scalar field model, but including the
effects of a finite boundary along a space dimension in
addition to the known effects of temperature.

Studies of finite-size effects in quantum field theory have
long been of importance, like, for example, in understanding
the questions related to vacuum energy, e.g., in the Casimir
energy in different topologies [31-35]. Finite-size effects
have also been shown to lead to phase transitions (see, e.g.,
Ref. [36] and references there in). This can happen since
space compactifications work similarly to the introduction
of temperature in the Matsubara formalism of finite-
temperature quantum field theory in Euclidean spacetime
and where the Euclidean time direction is compactified to a
finite dimension given by the inverse of the temperature [37].
Space compactifications can then modify the effective
masses of the fields in quantum field theory and affect the
symmetry properties of these fields [38].

In a practical context, like in most experiments under
laboratory conditions, the limitation of the system size can

Published by the American Physical Society
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produce important boundary effects. The thermodynamic
limit in these cases might not give a reliable result and, in
fact alter many critical behaviors of the system [39,40].
Likewise, in the studies of heavy ion collisions performed,
e.g., at the Relativistic Heavy Ion Collider (RHIC) and at
the Large Hadron Collider (LHC), it has been indicated that
the mean-free path of quarks and gluons formed is not
much smaller than the typical fireball radius [41]. This
indicates that the thermodynamics of the quark-gluon
plasma (QGP) can have sizable effects from the boundaries
of the system and which has motivated many studies of
finite-size effects towards understanding their contribu-
tions [42-47].

In this paper, we will be interested in studying how the
introduction of a boundary affects the thermodynamics of a
coupled two scalar field system. In particular, we want to
focus on the possible emergence of reentrant phases and
symmetry persistence in systems of this type. This study
complements the many previous studies on similar systems,
which, however, up to our knowledge, have not explored
how a boundary might eventually affect the phase transition
in this context. Even though we do not focus on a particular
application, this study might be of relevance in under-
standing condensed matter systems that can be well
modeled by these type of models in an effective descrip-
tion, besides, as already cited earlier, of also being of
theoretical interest in general. In the present study, we make
use of the nonperturbative resummation of the one-loop
order terms, i.e., in the ring (bubble) resummed approxi-
mation [48-52]. Similar techniques were also previously
used to study ISB and SNR, but in the absence of space
boundaries [22,23,27,28]. The results obtained here are
also compared in the context of the large-N approximation
for the model.

For definiteness, we will also consider the case of a
Dirichlet boundary condition, which is motivated by both
condensed matter type of systems where the wave function
vanishes at the surface of the material and does not
propagate beyond it. This type of boundary condition
has also been claimed to be the appropriate one to consider
for finite-size effects on the thermodynamics of the
QGP [46]. As an additional advantage of using a
Dirichlet boundary condition is that it allows to obtain
simple analytical approximate equations, which facilitate
the analysis and interpretation of the results. As we are
going to show, besides of the ISB and SNR phenomena,
behavior analogous to reentrant symmetry breaking, with
double transition points, can also manifest when space
dimensions are constrained to finite sizes.

The remainder of this paper is organized as follows. In
Sec. II, we review the basics of ISB/SNR for a O(N,) x
O(N,) invariant relativistic scalar field model in the context
of perturbation theory (PT) in the high-temperature
approximation. In Sec. III, the self-energy corrections to
the fields and that are dependent on the temperature and

finite size are derived. The effective masses entering in our
calculations are then computed. In Sec. IV the renormalized
parameters of the model are discussed and the bubble (ring)
resummed masses are given along also the tadpole equa-
tions that give the expectation values for the fields. Our
results are discussed in Sec. V and the possibility of
behavior analogous to reentrant phase transitions at high
temperatures and under the effects of the boundary are
studied. In Sec. VI the large-N approximation is imple-
mented in the model and the results are again compared by
varying the number of components for the fields. Finally, in
Sec. VII our conclusions are given and possible applica-
tions of our results are discussed.

II. THE PERTURBATIVE DESCRIPTION OF
ISB AND SNR AT FINITE TEMPERATURE

The prototype model we consider is that of a O(N,,) x
O(N,,) invariant relativistic scalar field model, with ¢ and y
consisting of scalar fields with N, and N, components,
respectively. The interactions are given by the standard self-
interactions among each field species, with quartic cou-
plings 4, and 4,, respectively and by a quadratic (inter)
cross-coupling A between ¢ and y The Lagrangian density
is given by

1 1 A
£=5(0,0) =5 myd? =
1 1 ) A
—(0,0)2 —=m2t —E A —Z 22 (2.1
+2(m T A s (2.1)

The potential is always bounded for positive couplings, but
the overall boundness of the potential is still maintained
even when the intercoupling 4 is negative, provided that

Aphy > 942, A4 >0, A, >0, (2.2)
and in this case ISB and SNR can emerge at finite
temperature, as first shown in the seminal work in
Ref. [30]. For instance, restricting to the one-loop approxi-
mation and in the high-temperature approximation
(my/T,m,/T < 1), the thermal masses for the ¢ and y

fields are simply

T2
M=+ 1

12

N,+2 N,
’6+ /1,.+7’,1>, Lj=¢.y. (2.3)

Equation (2.3) shows that ISB/SNR can emerge for 4 < 0,
if, for example, m% ;> 0, i.e., we have a symmetric theory
at T = 0 in both ¢ and y directions initially and ISB can
take place in the direction of one of the fields if

- (N;+2
|z|>ﬁ< i+ )
N\ 3

(2.4)
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since the T? coefficient in Eq. (2.3) becomes negative
and then, a symmetry breaking like O(N;) x O(N;) —
O(N;—1) x O(N;) can occur. Note that the boundness
condition Eq. (2.2) prevents that ISB might come to happen
in the other field direction. On the other hand, starting with
a theory in the broken phase in both field directions,
ml2 ;< 0, under the condition Eq. (2.4), we now have SNR,
since there is in principle no critical temperature for
symmetry restoration (SR) in the i-field direction, while
the other field suffers SR as usual at a critical temperature

72m?
T2, =— 4 )

(2.5)

In this case, the symmetry changing scheme is O(N; — 1)x

A natural question to ask is whether these nonusual
symmetry patterns at high temperature would not be just
artifacts of the naive one-loop approximation and high-
temperature approximation. In principle, it could well be
the case that higher-order terms could restore the usual SR
patterns expected commonly. However, many previous
papers using a variety of nonperturbative methods give
support for ISB/SNR [19-28] and also in more recent
works, like e.g., in Refs. [12,53,54]. In the next sections we
will explore this problem when in addition to temperature,
finite-size effects are also included.

III. EFFECTIVE MASSES DEPENDENCE
ONT AND L

We want to extend the above analysis when now there is
a compactification in one of the space dimensions. In other
words, we want to study the above picture of ISB/SNR
when in the presence of finite-size effects. Following the
quantum field theory formalism in toroidal topologies [36],
the finite-size effects can be included by defining the space
in a topology I'Y) = (S!)4 x RP=4, where D is the space-
time dimension and d is the number of compactified
dimensions, such that d < D. Let us see how this can be
generalized to the present problem. For this, let us return to
a moment to the one-loop perturbative Eq. (2.3) and
express it in terms of the original momentum integrals.
In Euclidean D-dimensional momentum space, we then
have that

A4 (N, +2\ [ dPp 1
M? =m?2+2 !
! m’+2< 3 >/(2ir)l)plz€—|—m,2
p PLp 1
+_Nj D 2 27
2 (27)° pg + m;

where i, j represent either ¢ or y. For each compactified
dimension, with finite lengths L ,, a < d, the corresponding
momentum p, in that direction is replaced in terms of

(3.1)

discrete frequencies w, , p, — ®, . The discrete frequen-
cies w, depend on the boundary condition (BC). Some
well know BCs used in the literature under different
contexts are, for example, the periodic, antiperiodic,
Neumann and Dirichlet boundary conditions. For a perio-
dic BC we have

_ 2zn,

w,, L n, € Z, (3.2)
for an antiperiodic BC,
2 1
w, = M’ n, €7, (3.3)
a La
for a Neumann BC,
w, =4 p,eN, (3.4)
a La
while for a Dirichlet BC,
w, = ﬂn“, n, € N.j. (3.5)
a La

The periodic and antiperiodic BCs are well known in the
context of quantum field theory at finite temperature, where
the (Euclidean) time gets compactified with size L — 1/T,
where T is the temperature and the corresponding frequen-
cies are given in terms of the Matsubara’s frequencies for
bosons (periodic BC) or fermions (antiperiodic BC).
Neumann BC applies when, e.g., the derivative of the
wave function vanishes at the boundaries, while for
Dirichlet BC the wave function (or field) is identically
zero at the boundaries and outside the bulk. A Dirichlet
boundary condition (DBC) can be seen then like an
impenetrable barrier.

Thus, for each compactified space dimension, with
finite-lengths L,, we can write the momentum integral
in the corresponding direction as

dp, 1
/m*Z;’

and for d < D compactifications, the momentum integrals,
which we will be interested in this work, they are all of
the form

1 dD—dp
D—d — L ..Ldnlz /(zﬂ)D—d

1
X . (3.7)
(@p, + -+ @p, + ph_y+mi)"

(3.6)

where p?_, is the Euclidean momentum in (D — d)-
dimensions and m; = my,). The momentum integrals in
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Eq. (3.1) are in particular obtained by setting @« =1 in
Eq. (3.7). The momentum integral in the remaining
(D — d)-dimensions in Eq. (3.7) can be performed in
dimensional regularization. Working in dimension 6=
D —d, with D = 4 —2¢ in the MS-dimensional regulari-
zation scheme, we have for Eq. (3.7) the result

1 gl)d =

1 erep?\ € '(v)
- Ll s Ld ¥4 (47:)(D_d)/2r(a)
5 (o,
where v = a — (D — d)/2, p is an arbitrary mass regulari-

zation scale (in the MS-scheme) and yj is the Euler-
Mascheroni constant.

(3.8)

2%/2

2v=dl2710(v) [ d2...a>%

Gfiz(l/;al, ...,ad) =

ca;\ 4% 2xcn;
271,'d/2 UZZ( ) ”d/2< a: )

i=1 n;=1

S
+ -
<2ﬂ>d/2 . Ny, ny=1 n_i
a4

where K, (x) is the modified Bessel function of the second
kind.

For definiteness, in this work we will focus in the case of
boundaries satisfying DBC. With DBC, at the boundaries
the fields vanish (i.e., the fields should not “leak”
beyond the boundaries). Hence, ¢(x; = 0) = ¢p(x; = L) =
x(x; =0) = y(x; = L) = 0, where x; refers to those space
directions suffering the compactification, x; € [0, L]. The
discrete frequencies associated with the DBC are then
given by Eq. (3.5).

Recalling that temperature is accounted for through a
periodic compactification (for bosons) in Euclidean time
and considering the case of one compactified space
dimension using DBC, with length L (i.e., along this
work we consider a slab geometry in the three-dimensional
space; R? x [0, L]), then, we have that Eq. (3.9) changes to

GSpc(viar,ay) A+an’+aill)™, (3.11)

D IPIC

neZ LeN

where a; = 27T, a; = n/L and v = a — (D — 2)/2, with
D =4 -2e.

2”_d/2_lr(y

Performing the sum on the right hand side of Eq. (3.8) is
arduous in general. However, the job can get simplified by
expressing those type of sums in terms of an Epstein-
Hurwitz zeta function [35]

G (viay, ...,ay) = Z (24 atni+ - +ain3)™,
ny,..., ng=—00

(3.9)

where, for example, we can identify c¢=m; a;

(j=1,...d) are coefficients that depend on the BCs
[see, e.g., Egs. (3.2)-(3.5)] and v = a — §/2. Following,
e.g., Ref. [55], we can also express Eq. (3.9) in the form

—d/2)c?%

1

d/2—v

Kl/—d/2 <27[C

Note that Eq. (3.11) can also be written as

1
= —EZ(CZ +ain?)™

nez

+= ZZ ct+ain® +all})™,

nEZ Lez

GCDZBC(V? ar,a)

(3.12)

and the last term is then of the form of Eq. (3.10), while
the first term in Eq. (3.12), under analytic continuation
with the zeta-function method, is obtained by using the
result [35]

I'v-1/2
Z(cz—i—a%nz) v _ Val(v—1/2) RES
= ar F(nu)
47 1w 1pamy
+F(y)aT c

X Zn”‘l/sz_l/z(Zﬂnc/aT).

n=1

(3.13)

Hence, in Egs. (3.17) and (3.18), the function 13" in the
case of DBC is explicitly given by
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m? m?

2

(1),DBC _ i i n; —m;/T
1 WT,L)=— In[—= ) -1 —1 1-

2 (mi. T.L) 167[2€+16ﬂ2|:n</,{2> ]+8 Fan =)

m;T <21

SN -k
+ 272 “—'n 1( )
£ Sp> SLENR N o
2 5 t 2 '
=Gy Y T

The divergent term appearing in Eq. (3.14) is the standard
divergence for the two-point Green function for a scalar field
in the bulk. Thus, as far as regularization and renormaliza-
tion are concerned, the (mass square) divergence can be
removed by adding the standard counterterm of mass in the
vacuum. We note, however, that more generally, when
working with finite-size effects at the level of the effective
action, additional renormalization counterterms are required
as surface divergences also appear [56-58]. In the present
work we will not have to deal with these more general
renormalization and, thus, we will only require the standard
renormalization counterterms in the bulk (see also Ref. [59]
for details on the renormalization under the finite-size effects
in general). Thus, by adding to the Lagrangian density
Eq. (2.1) the appropriate mass counterterms of renormali-
zation, e.g., by redefining the masses of the fields such that
mé - mé + 6m§5 and m} — m? + ém;, the mass counter-
terms are, respectively, given by

1 Ny+2
5m§) = 397 </1¢ 3 mé + ANXm)%),

(3.15)

and

1/ N,+2
om2 = z 16
" T nle (A* 3 (3.16)

The renormalized masses at one-loop order for the ¢ and y
fields then become

mf + /1N¢m(2/)) .

Ay (Ny+2
M3(r.L) =+ % (M22) Mg 7.1

3

A )

+ lelz’R(mX,T,L), (3.17)
and

A (N, +2\

M(T.L) = m} +7 < “ )1;,{(%, T.L)

A )

+—N¢12,R(M¢,T,L), (318)

2

where [ (211)3 (m;, T, L)istheresult obtained in Eq. (3.14) when

the divergence is subtracted.

4752L Zl

2m Lll

(3.14)

|

It is also illustrative to work in the approximation of
small masses, i.e., m;/T < 1 and m;L < 1. In this case, it
is more convenient to return to Eq. (3.11). Isolating the
thermal zero mode (n = 0) from it, we have that

Z Z (m? + ain* +all3)™

nez 1,eN,

= Z m; +a212

11eN,y

+2 Z z (m? + adn* +a23)

neNsg [LEN,g

(3.19)

The first term in Eq. (3.19) can be written in a similar form
as in Eq. (3.13), which, as also in according to Ref. [35],
can be expressed as

> (mi+aili)™

1/ eNL,
\/" ( 1/2) _zy(mlg>—u+l/2
+—a;"| —

2I'(v) ar

v ml2 —v/24+1/4 £ 1/
+_a22y <—2> le{ / Ky_l/z(Zﬂllmi/aL).
=1

(3.20)

The second term in Eq. (3.19) can now be written as

2 g E (m? + azn®* + a2 3)™"
neNsy [1eN,
2 2 _
) } : 2 : i 2 A v
) (4;;2T2 M 4T2L2>

neN. l1eN,

B\~
—2v Z Z <n2+4T21L2>

neN.o I, N

12 —1-v
2T2 Z Z ( 4T21L2>

neN.( I,EN.,

=2(2xT)

=2(2aT)

—2u(22T)~2
O(m}/T*), (3.21)

where in the last part in Eq. (3.21) we have expanded
for m;/T < 1.
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We can now use the following result for the two-
dimensional Epstein zeta-function representation [60]

[e+]
E alnl +a2n2) -
ny,ny

ay® ay* (may\'?T(s—1/2)
— D ppg) 4 G2 (B2 IS ) g
e R
2% _sjo1/4 —sj2+1/4
K 12V s

X Z ni 1/2 ;s+1/2 S 1/2<27[‘ /—1n1n2> (322)

ny,ny=1

In Eq. (3.22) we can choose a; and a, to be either
1/(2TL)? or 1. Obviously the two choices are completely
equivalent, however, in the cases where m;/T <« 1 and
TL > 1/2, the choice a; = 1/(2TL)?* and a, = 1 turns out
to be the suitable one, as it display better convergence
properties in this case. Alternatively, we could also make
the expansion in terms of m;L < 1, which then the choice
a; =1 and a, = 1/(2TL)? is the one that will exhibit
better convergence properties when 7L < 1/2. Given this,
in practice, in all our numerical results, we work with an
interpolated version of these expressions, favoring one case
or the other depending on the value of TL. This strategy is
similar to the one used in Ref. [46].

Using the above expressions, we then obtain the small
masses expansions for Eq. (3.14) and, when |m;|/T < 1
and TL > 1/2 and keeping terms up to quadratic order in
the masses, it is explicitly given by

Igl),DBC<mi’ T, L)

m? T m;T
_ M In [n(2iTL
Toe ~ 2ar M (2TL) =

4
T m; —om,L

n ml2 | 4nT n aTL
n —_— — [
872 ) TETTS

—+21 2iTL 2
i F 2 WCITL ), (3.23)
while for |m;|[L <1 and TL < 1/2, we have that
1P (m,. T. 1)
v M L 27L))) - it
tor%e 27z M M/ CTLD =747
T
toT [In (2m;L) —In (1 — e=2mL)]
n m? I 2r n xTL
n —_— —_— —_—
81’ Lu 7E 3
—+21 2TL 24
i+ 2 Gli/eTL) (3.24)

where in the above expressions 7(x) is the Dedekind eta
function, defined as [61]

— 1ﬂx/12 H 2mnx

As a cross-check of Eq. (3.23), let us consider the bulk
limit L — oo of it. Using the identities,

(3.25)

. In[n(2ix)] p3
lim L T 3.26
ow 2x 12’ (3.26)
and
lim {%x + ln[n(2ix)]} —0, (3.27)

then Eq. (3.23) leads to the high-temperature approxima-
tion, m;/T < 1,

2 2
1),DBC nm: T mT
B T = = lorke T 12 an

n m? | 4nT

n [ —
871'2 P YE
+

O(mi/T*),

(3.28)

which is the correct expression for the thermal integral /(!
in the high-temperature approximation [62].

It is also useful to work the limiting case where Eq. (3.24)
applies. Considering now the different dimensional param-
eters satisfy m << T < 1/L and applying again the identities
(3.26) and (3.27) now to Eq. (3.24), we obtain

m? 1

1),DBC
I§> (mi, T, L)yt = —Tﬂlze B2

—i-m’2 In 27 _
87’ Lu VE

+ O(m?L™2/T?).

(3.29)

The limiting case shown in Eq. (3.28), by dropping the
divergent and mass dependent terms, leads automatically to
the perturbative quadratic mass as given by Eq. (2.3). On
the other hand, for m < T <« 1/L, we get similarly that

M?(L)~m?+

1 (N;+2, N, .
S ), =y (330
48L2< 5 l+2> i,j=d¢.x. (3.30)

Hence, the roles played by T and L get reversed. Therefore,
we expect that for sufficiently small values for L, an initially
broken symmetry will get restored whenever (N; + 2)4,+
3N ;A > 0. Otherwise, if (N; +2)4; + 3N ;4 <0, but still
satisfying the boundness, Eq. (2.2), when m? > 0, ISB will
emerge, while for m? < 0 we can have SNR. More interest-
ingly, since by keeping L fixed and for large 7" we have that
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FIG. 1. Panel (a): The variation of the renormalized two-point
function with 7" and L. Panel (b), the same but for fixed values of
the temperature. We have assumed p = m for illustration.

I gl){‘DBC ~ T? /12, while keeping T fixed and small L we have

JDBC 1 /(48L?), it is expected that the thermal

renor
two-point function will necessarily have a minimum for
some ranges of 7 and L values. This is in fact confirmed by a

plot of the renormalized function / g)’DBC (m;, T,L)inFig. 1.
(1).DBC

As an immediate consequence of the behavior of 1, ¢
as a function of T and L will be the possibility of having

behavior analogous to reentrant phase transitions as we will
demonstrate in Sec. V.

instead / (21

IV. RENORMALIZED MASSES AND COUPLINGS
AND RESUMMATION PROCEDURE

Let us discuss in this section both the dependence of the
renormalized masses and couplings with the scale and also
the resummation procedure we have adopted to analyze the
phase transition patterns at both finite temperature and size.

A. Dependence of the masses and couplings
with the renormalization scale

Before presenting our results, let us discuss the depend-
ence of the masses and coupling in our model with the
renormalization scale p.

As already mentioned in the previous section, it is
enough for us here to work the renormalization of the
system in the bulk. Working at the one-loop level, the
renormalized masses and coupling constants can then be
readily computed (see, for instance Ref. [63]) and they are
given by

Ay my
_ A, (N, +2\ m? 2
o= (7)o ()
Ao g i
B (B e
- (Ng+8)23  (m3\ 3N, (i
Tyt Py, (22 Zn (22, (.
Rl =4t ey n<M2)+ 2 n(fﬂ)’ (43)
- (N,A8)2 /mP\ 3N, (i
I, (T n(—2), (4.4
Ay () =4, + 6(47)? T e 5 W) (4.4)

> > Ny+2)12 iy
- m)(2 —1+1In m_éf +Mln m_;ﬁ
167 U 6(4n) U

N (N, +2)14, n <m§) ’

iy T (4.5)

P

with the above equations depending on the renormalization
scale u through the MS parameters of the renormalized
Lagrangian. Note that in the above equations we are
expressing all bare quantities (which does not depend on
the scale p), and that appears on the right-hand side of the
equations, as a barred quantity. The renormalized param-
eters, on the other hand, are all dependent on the scale p.

Finally, note that the above equations apply to the
symmetry restored case where m? > 0. In the symmetry
broken case, the procedure is well-known (see, for instance
Refs. [64-66] for details of the corresponding renormal-
ization group (RG) procedure); the fields are shifted
around the true mininum, leading to bare and renormalized
masses, when in the vacuum, replaced by rhlz - 2|m$| and
m? — 2|m?|, respectively.

The renormalization scale dependence on both masses
and couplings are given in terms of their respective RG
expressions, given in terms of the RG functions $ and y,,
given, respectively, by [63]
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0A;
=t 4.6
Bi=n o (4.6)
and
01ln m;
= ! 4.7
Ym, = M o (4.7)

which, for our respective masses and couplings and at one-
loop (%) order, give

B (Ny+2)
Ym, = 27 (1) (4)? [/%(/4)3’"3)(/4)
AN, 300 (48)
1 (N, +2)
ymz = 2m§(ﬂ)(4ﬂ:)2 |:/1)((iu> 3 m)zf(iu)
AN (49)
2 2
ﬁ/@, = (N(/)3+ 8) (;‘/)_7([/;3 + 3N;( ?47(:;2 ) (4.10)
2 2
5, = (Nx3_+8)?£7([’;2 + 3N¢%, (4.11)
A (N +2) A g (k)
Pi=14 (47)? 3 (47)?
(Ny +2) A(u) A, (u)
Gt (4.12)

Equations (4.8)—(4.12) form a coupled set of flow
equations determining how the masses and couplings
change under different renormalization scales. In particular,
we can also see from, e.g., Eqs. (4.10)—(4.12), that their
solution is also equivalent to solving the coupled set of
linear equations,

Aol =2a(p0)+ o ()

) [M Ho

000+ 3N )0 (13

_ 1 K
Ay () = A, (o) +W In (/70>

o[er

1, (o) (1) + 3N¢ﬂ<uo>4<u>} L (414)

_ Apo) K
) = ) + 50 1 ()

<[5 (M52 a0 +5 (M52) 4 )
()
X B <N¢3+ 2)’1115(#0) +% (NX;_ 2)’%(#0)}

g 0 () 200200

47

which also make apparent how the renormalized couplings
are related through a change of the scale from, e.g., yq to p.
The results obtained from the flow equations given above
give the standard way of nonperturbatively resumming
through the RG equations the leading order corrections
(in this case the leading log-dependent corrections) to the
coupling constants. These equations also show that the
couplings evolve with the scale in a logarithmic way.
Suitable choices of the scale can minimize these logarith-
mic contributions. It is common in the literature in general
that at high temperatures to take the scale proportional to
the temperature, u ~ T. In particular, a suitable choice of
scale has been shown to be given by [50] ¢ = 2aT.

The typical strategy is followed; for example, in the hard-
thermal loop analysis of the thermodynamics (see, for
example, Ref. [67]), we can express all physical quantities
in terms of the renormalized, scale-dependent parameters.
Working similarly here, this means, for instance, the set of
renormalized parameters are given at the reference scale .
By a change of the scale (e.g., with the temperature, or, in
our present problem can also be with L), the new set of
renormalized parameters related to the original ones fixed
at the reference scale y, are then obtained by solving the
coupled flow equations, Eqgs. (4.8)—(4.12), for the new
value p. The bare parameters are then finally determined
by inverting the set of equations (4.1)—(4.5), getting
I’I’T¢ (m¢, m)(, /145, ﬂ%, ﬂ), etc.

At finite sizes, we also see from the equations derived
earlier [Egs. (3.23) and (3.24)] that those equations suggest
that a more suitable scale might be u~1/L when
TL < 1/2. In practice, in all of our numerical analysis
we will adopt for the reference scale uy = 22T or
o =2x/L, depending whether the temperature or the
(inverse of the) length size dominates the loop integrals.
As typically adopted in the literature to check the variation
of the results with the scale y, we will then vary y in a range
a = u/uy = [1/2,2]. Either way, the logarithmic depend-
ence on the scale will imply that all of our results will be
weakly dependent on the particular choice of y, provided
that the couplings, 7 and 1/L are not too large. In the
parameters we will be working with our examples in Sec. V,
this will always be the case.
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B. The bubble (ring) resummed gap equations for the
masses and field expectation values

We want to investigate the full phase structure for the
multiple field system. However, it is well known that PT
breaks down at high temperatures and, in particular, close to
critical points [37]. Here, we go beyond the perturbation
theory by using the bubble (or ring) dressed method for finite-
temperature scalar fields [48]. In the bubble resummation
procedure, the one-loop terms with the temperature and
finite-size effects are self-consistently resummed by using
the gap equations for the masses, which is similar as pre-
viously considered in ISB/SNR earlier studies [22,27,28,68].
In this case, this is equivalent of solving the coupled system
of gap equations for the renormalized masses,’

=+ 2 (M2 )
+;le‘2f,)e(Mx, T.L), (4.16)

=+ (M) o,
+:N¢1§fz)e(M¢vTvL)’ (4.17)

where the renormalized one-loop function I&?e is given by
Eq. (3.14) with the divergence subtracted.

The fields are shifted around their expectation values,
¢~ ¢+¢ and y — 7+, where ¢ = (¢) and 7 = (1),
while (¢') = 0 and (') = 0. The expectation values for the
fields are then defined through their respective coupled
tadpole equations, given by, respectively, in terms of the

one-particle irreducible (1PI) one-point functions F((;) =

and I“)((1> = 0. At the one-loop level and resummed bubble
approximation, we have that

(Ny+2)- - 1) ~
=l (@ T L)

(4.18)

(4.19)

'Note that these equations can also be seen as the extension to
multiple fields of the foam-diagram resummation defined, e.g., in
Ref. [50].

where Q¢ and QX are defined, respectively, by

) Jy-0 3
Q) =M+ 5 + 37 (4.20)
02 2 ZX—Z 2_2
Q=M+ 7P+ 50 (4.21)

We now have the complete set of necessary equations to
analyze the phase structure of the coupled two-scalar field
system.

V. RESULTS

Let us now consider the combined effects of temperature
and finite size in the phase transition patterns in the two-
scalar field model. But before studying the coupled two-
field system, it is instructive to first analyze the case of only
one field, e.g., ¢, which can be easily obtained by setting
the intercoupling A to zero in the equations defined in the
previous section.

A. The one-scalar field case

Setting the tree-level mass square term in the potential as
negative, i.e., rhé = —|my|> = —m?, in Fig. 2 we show the
effective mass M, (T, L) and the field expectation value (¢)
in the DBC as a function of L for fixed temperature values
[panels (a) and (c)] and as a function of the temperature for
fixed values of L [panels (b) and (d)].

From Figs. 2(a) and 2(c) we can see that the effect of the
compact dimension allows the system to have a double
critical point, where the symmetry can get broken in
between two values of critical length L. This is a reentrant
phase transition, which might be of interest in condensed
matter systems [27,28,69,70]. These type of transitions are
also of interest for understanding, for example, phase
transitions in superconducting films, as studied previously
in Ref. [71], which considered the finite-size effects in a
Ginzburg-Landau model with periodic boundary condi-
tions. The same trend of transitions also is seen to happen
here in the context of DBC. In Figs. 2(b) and 2(d) the SR
behavior as a function of temperature is shown for some
fixed values of length L. Here we note that although there
seems to be no multiple critical points in the temperature
(e.g., the appearance of two critical values of temperature),
it shows instead that for small values of L the critical
temperature tends to grow as L increases, but then 7', starts
to decrease beyond some value of L. Note that the phase
transition points agree between the results shown for either
the effective gap mass or the field expectation value, as they
should. We can also notice from the results displayed in the
panels of Fig. 2 that the transition is always continuous,
which characterize a second-order phase transitions for all
the cases displayed in Fig. 2.
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FIG. 2. The effective gap mass squared for ¢ and the expectation value (¢) in the one-field case (1 = 0) in the case of a symmetry
breaking tree-level potential as a function of the length L for fixed values of temperature (panels a and c) and as a function of the
temperature 7 for fixed values of length L [panels (b) and (d)]. The renormalization scale is here fixed at the reference scale, y = u (see
Sec. IV A), the renormalized coupling constant is 4, (o) = 0.1, we have also considered N, = 1 and all dimensional quantities are in

units of the renormalized mass m = m(uy).

At this point, it becomes useful to analyze the depend-
ence of any of these results with the variation of the scale.
Let us remainder that a sensitive of the results with the
renormalization scale u can also be seen as an indicator of
the reliability of the approximation method which is being
used in our study, i.e., the bubble resummation scheme
explained in Sec. IV B. For instance, the effective mass here
is directly related to the 1PI two-point function at zero

momentum, T'* (0,0) = —M? and T'*) must satisfy the RG
equation [72],

2)
dar'
p——=0. (5.1)
du

Of course, since we cannot evaluate I' 52) to arbitrary

precision, the level of sensitive of it on the renormalization
scale gives us an indication of the level of accuracy of the
method used in its derivation.

As already explained at the end of Sec. IVA, we follow
the standard procedure usually adopted in many of the
studies in the context of the hard thermal loop and vary u
with respect to the reference scale by a factor of two,

u/uy = a = [1/2,2]. This typically gives a good indicator
of how relevant thermodynamical quantities (like the
pressure) are sensitive to the scale [67]. Taking for instance
the example shown in Fig. 2 in the cases of T/m(pg) = 25
and m(ug)L = 0.1 [solid line in Figs. 2(a) and 2(b),
respectively], the effect of changing the scale is very small.
This is illustrated in Fig 3 by zooming in around each of the
critical points shown in there. Our results show that the
considered variation of the renormalization scale leads to a
change in the critical points by around the one percent level
and smaller. This is in a sense consistent with the fact that
we are considering not large couplings neither is the
temperature is too large to cause a significant change here
(recalling from the flow equations that variations with the
scale are logarithmic).

Figure 3 shows the behavior for the effective mass M
close to the transition points in the temperature and length.
The same can be done also for the field expectation value
(¢) shown in Figs. 2(c) and 2(d). Let us recall that the
inverse of the effective mass is equivalent to the correlation
length of the field, £, = 1/M,, while (¢) makes the role of
the order parameter for the phase transition, much the
same way as the correlation length and magnetization,
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FIG. 3. A detailed view of the variation of the critical points with respect to changes in the renormalization scale around the reference

value p. The region around the two critical points in the length L shown in Fig. 2(a) for T/m(uy) = 25 are here shown in the panels (a)
and (b). Panel (c) shows the region around the critical point in the temperature for the case with m(uy)L = 0.1 shown in Fig. 2(b).

respectively, for an Ising system in three spatial dimensions
in the context of statistical physics [73]. The way these
quantities approach the critical point are specified by the
critical exponents v and f, which can be defined as

L In [My(7)]

v 11—% In |z| 5.2)
_ . 1n (¢)(z)

P = e (5:3)

where, in the usual prescription, z denotes the reduced
temperature, 7 = (T —T,)/T. and T\ is the critical temper-
ature. In the present problem, the critical point can be
approached by varying either the temperature or the length
L. Hence, we can define 7 with respect to either T or L,
according to the equivalence between T and 1/L already
discussed at the end of Sec. III, and make estimates
concerning the critical exponents v and f. Already, from
Fig. 3 we can see that the effective mass square always
approaches the critical point in a linear way. Since we
expect that M}  |¢|* as 7 — 0, hence, v = 1/2. The same

can be studied for how the expectation value of the field
approaches the critical points. Taking sufficiently small
values for 7, we verify that here too we get f = 1/2. These
are the mean-field critical exponents and which are
expected for the level of approximation we are presently
considering. Deviations from the mean-field values are
only expected to happen when the full two-loop order terms
are also resummed and to approach the expected critical
exponents for this problem can only be achieved through a
three-loop and higher-order resummation scheme (see, e.g.,
Ref. [63] for some examples).

Finally, for illustration, the different transition behaviors
displayed in Fig. 2 are shown in the phase diagram depicted
in Fig. 4, where the regions of symmetry breaking, (¢) # 0,
and symmetry restored, (¢) =0, are shown in the
plane (L, T).

The variation of the renormalization scale in the same
range considered in Fig. 3 only leads to very small changes
(at most at the one percent level) in the critical curve shown

in Fig. 4 and, therefore, it is not shown explicitly. The phase
diagram depicted in Fig. 4 shows that the critical temper-
ature fast increases when L is increased when starting from
very small values (mL 2 0.03), reaches a maximum at
mL ~0.05 and then decreases towards large L. The
horizontal dashed line indicates the critical temperature
in the case of the absence of finite-size effects (L — o0),
whose value for the parameters used in Fig. 4 is found to be
T.(L - o)/m=~15.5. The behavior analogous to re-
entrant phase transitions as a function of L are clearly
visible when taking constant temperature values and that
happens with temperatures in the range 15.5 < 7/m < 28.

The phase structure behavior displayed in Fig. 4 is easy
to understand when we look at the temperature and size
dependence of the loop integral / él) discussed at the end of
Sec. III. The reentrant behavior is directly related to the fact

that the loop integral / él) displays a minimum for ranges of

30F

(B0
C{#)=0

TIm

0.0 0.1 0.2 0.3 0.4 0.5
mlL

FIG. 4. The phase diagram for the one-field case in the plane
(L, T) for the case of the same parameters used in Fig. 2. The
horizontal dashed line indicates the critical temperature in the
case of L — oo, T.(L - o0)/m ~15.5.
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values for T and L as shown in Fig. 1. For fixed L and
increasing T, as Iél) o« T2, eventually SR is realized.

Finally, when L is decreased with fixed 7, again we see

that since now [ (21> o 1/L?, then the symmetry will also be

restored for sufficiently small values of L, as it is explicitly
seen in Fig. 4.

B. The two-scalar field case

Let us now study the multiscalar field case, i.e., includ-
ing both ¢ and y with a nonvanishing intercoupling A
between them. We are mainly interested in exploring a
parameter space where the usual SR can happen at high
temperatures along a given field direction, while the other
field experiences ISB. Let us first recall that from the PT
estimates from Sec. II, considering a negative intercoupling
A, when Eq. (2.4) is observed, but still satistfying the
boundness condition Eq. (2.2), we expected an ISB phase
transition in the i-field direction, when m,2 > 0, or, equiv-
alently, a SNR, when m? < 0. According to the previous
discussions, these phase transition patterns are expected at
either at high temperatures (at fixed L), or, likewise, at
small values of the length, L < 1/m, 1 /T (at fixed T). By
focus on the ISB case, let us investigate first the parameter
space that leads to this phase transition pattern.

Without loss of generality, we can consider, for
example, the two sets of renormalized couplings.” Set I:
Ay =08,4,=0.025, and 1=-0.04; and Set II
Ay = 08,4, = 0.07, and 4 = —0.075, along also with the
initial choice Ny, = N, = 1. Both sets of couplings satisfy
Eq. (2.2). Then, with the perturbation equations in the high-
temperature approximation, e.g., Eq. (2.3), they predict an
ISB phase transition along the direction of the y field
whenever m2 > 0. On the other hand, for m? < 0, SNR
should manifest, in which case the y-field expectation value
should always remain as nonvanishing, (y) # 0. The
symmetry behavior along the ¢ field direction depends
only on the sign of its mass square term entering in the
Lagrangian density. For mé > (, it (in the ¢ field direction)
remains in a symmetry restored phase, (¢) = 0, while
considering initially (at 7 = 0) a symmetry broken (SB)
phase along the ¢ field direction, i.e., mi < 0, the usual
symmetry restoration at high temperatures is expected. Of
course, had we chosen different assignments for the
couplings, the roles of the ¢ and y fields are expected to
be reversed under the phenomena of SB/SR and ISB/SNR.

2Unless stated otherwise, we work with all parameters defined
at the reference scale u,. We could likewise work directly with the
scale independent parameters, the barred quantities of Sec. III.
For the coupling constants that we will be considering the
difference between the barred parameters and unbarred ones
(which explicitly depend on the scale) are always very small and
the use of one or another set of parameters does not affect our
results in any qualitative or significant quantitative way.

0.08) “'z..

0.06+ SR

<>< ..
0.04r ;"'c,
Unbounded
0.02¢
&
%,
S
0.00 1 1 1 1
-0.08 -0.06 -0.04 -0.02 0.00
A
FIG. 5. The parameter space able to lead to inverse symmetry

breaking in the case of a fixed value of 45 = 0.8. The black and
white (open) dots in the figure indicate, respectively, the locations
for the parameter sets I and II used in our numerical studies. The
solid line delimits the region satisfying the boundness of the
potential. The dotted and dashed lined delimits the separation
between the SR and ISB phases in the cases of PT and the
nonperturbative bubble resummation procedure in the case of the
bulk (L — o0) and for a sufficiently high temperature. The dash-
dotted line in between them indicates a boundary set when using
a finite value for L, mL = 0.075.

For definiteness, in the analysis that follow, we will
consider that ¢ suffers the usual SR at high temperatures,
while y should experience ISB, i.e., we choose the mass
renormalized parameters such that mg) < 0 and mf( > (0 and

under the above given choice of representative values for
the two sets of coupling constants. Of course, other
combinations of parameters could be used but the results
could be similarly interpreted.

It is useful to show the two sets of couplings that we are
considering here in a given plane in the coupling constants
parameter space. With 1, = 0.8. in Fig. 5, we present the
parameter available for ISB. The location of the sets I and II
are represented by the black dot and white (open) points,
respectively. The region in between the solid and dotted
lines is the region for ISB predicted by PT according to
Eq. (2.4) and when L — oo. The region for ISB according
to the nonperturbative results coming from the solution of
the gap equations is, however, delimited by the solid and
dashed lines (also when L — oo). Note that there is
reduction of the parameter region available for ISB when
compared to PT.” The dash-dotted line delimits the region

3This figure can be compared for instance to the similar one of
Ref. [23] (given by Fig. 1 in that reference), which considered
instead the method of the exact renormalization group to analyze
ISB. The reduction of the parameter region is equivalent to the
one we obtain here.
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for ISB for the case of finite L, which is taken as L =
0.075/m in the example shown in Fig. 5. Note that the
finite-size effect is to enlarge the region for ISB when
compared to the result at L — oo.

In both parameter sets I and II we expect that the field ¢
will experience the usual SR as the temperature increases.
Also, as in the one-field case studied in the previous
subsection, as we decrease L, SR is also expected. This
is explicitly illustrated in Fig. 6, where the transition pattern
for ¢ in both sets of parameters is shown. Figure 6 shows
again the characteristic reentrant (double transition point)

115
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FIG. 6. The phase diagram for ¢ in the coupled field case in the
plane (L,T). The horizontal dashed line indicates the critical
temperature in the case of L — oo, T.(L — o0)/m ~5.52 (set I)
and T.(L - o0)/m ~5.63 (set II).

like behavior as the compactification size L is changed and
a maximum critical temperature that can be reached when L
changes. Note that in the results shown in Fig. 6 and the
next ones, we have verified explicitly that the change in the
scale p only leads to small corrections, just like in the one-
field case, and causes no change in our conclusions
regarding the phase transition patterns reported here.
Thus, all the following results are presented only at the
reference scale .

The situation becomes more interesting when we now
analyze the transition pattern for the field yw. In the
parameter set I we expect the field y to display ISB just

40+
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mL
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FIG.7. The phase diagram for y in the coupled field case in the
plane (L,T). The horizontal dashed line in the case of panel
(a) indicates the critical temperature in the case of L — oo,
T.(L - o0)/m=~488.
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like in the case of the bulk case (L — o). This is indeed the
case as shown in Fig. 7(a) when L is increased. However, as
expected, ISB also manifests in the small L region, for the
same reason as discussed for the transition in the ¢
direction (though now instead of SR, we have ISB) and
it is again due to the behavior displayed by the loop
function in terms of L and T. Note that now, we have a
reentrant transition to a symmetry restored phase in
between the two extremes. However, for the parameter
set II, which resides in between the dashed line (L — o)
and the finite L region shown in Fig. 5, we do not expect
ISB to persist for large values of L, as the dash-dotted line
moves towards the dashed line and the point will reside in
the SR phase. Thus, here, ISB is truly only a consequence
of the finite-size effect as illustrated in Fig. 7(b).

VI. FINITE N EFFECTS AND COMPARISON
WITH THE LARGE-N APPROXIMATION

So far, in the previous section we have restricted to
cases where N, = N, = 1, i.e., in the context of a two-field
model with symmetry Z, x Z,. Let us now investigate how
those results might get affected by finite N effects. It is
useful in this context to compare the finite N results
with the ones derived in the context of the large-N
approximation.

In the large-N (LN) approximation (for a review, see,
e.g., Ref. [74]) both coupling constants and fields are
normalized by N, such that, for instance, A; = 4;/N;,
A= A/\/NgN,, ¢ = /Ny, and y — /Ny, while the
rescaled coupling are kept fixed as N; — co. Without loss
of generality, we will consider N, = N, = N. Note that in
the LN approximation, the simple one-loop expressions,
e.g., Egs. (3.17) and (3.18), become exact, since higher-
order terms become suppressed by factors of 1/N;. Next,
we will compare the LN approximation result for the phase
diagram in the plane (L,T) for ¢ and y with the
corresponding finite N ones constructed in this approach.
In Fig. 8(a) we show the result for the phase diagram for ¢,
while in Fig. 8(b) it is shown the result for y. We have used
the values N =2, N =3, and N =4 for comparison,
which can be motivated by, e.g., coupled complex scalar
fields with O(2) x O(2) symmetry, coupled Heisenberg
type of models with O(3) x O(3) symmetry, or a coupled
linear ¢ model with O(4) x O(4) symmetry, respectively.
The set of parameters considered was set II, which was
used in previous subsection. We note that for the large-N
case, as also for the finite N examples shown in Fig. 8, the
point represented by the parameter set II moves to the ISB
inner region shown in Fig. 5. Hence, as oppositely seen in
Fig. 7 in the case of Ny, = N, = 1, here ISB persists even at
larger values of L. We also note from the results shown in
Fig. 8 that in the LN approximation we still observe
reentrant phases with double critical values for L in both
the ¢ and y directions.
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FIG. 8. The phase diagram for ¢ (panel a) and for y (panel b) in
the coupled field case in the plane (L, T') using the LN approach.
The parameters chosen are the same as the set II considered in
Figs. 6 and 7, mé =-m; =m*>0, 1, =08,4, =0.07, and
A= —0.075. The horizontal dashed line indicates the critical
temperature in the LN approximation and in the bulk case

(L = o), TH(L — 00)/m=~117, and T (L — o0)/m = 22.

VII. CONCLUSIONS

In this work we have investigated the possible phase
transitions patterns in a two-field multicomponent scalar
model with symmetry O(N,) x O(N,) when both thermal
and finite-size effects are present. While in the bulk (in the
absence of space boundaries) phenomena like ISB have
shown to be present at high temperatures, when the inter-
coupling between the fields is negative, the phase transition
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patterns when finite-size effects are present become more
involved. The finite-size effects allow the system to display
behavior analogous to reentrant symmetry breaking (which
can happen in between two phases of symmetry restoration)
and vice versa, where symmetry restoration can happen in
between two phases of symmetry breaking. These type of
phenomena can happen for both fields depending on the
choice of parameters and they are a consequence of the
behavior of the one-loop integral as a function of 7" and L,
which presents a minimum depending on the choice of
temperature and length. In this work we have analyzed these
phase transition phenomena with the use of the bubble (or
ring) resummed gap equations for both the effective masses
for the fields and for their expectation values, (¢) and (y).
The results were also compared with the large-N approxi-
mation. The behavior analogous to reentrant symmetry
breaking for the fields was shown to be present in both cases.
We have considered in this paper the Dirichlet boundary
condition for the space compactification in a slab geometry in
the three-dimensional space, R? x [0,L]. The Dirichlet
boundary condition is a well-motivated condition for differ-
ent physical systems as has been argued in the recent
literature. For practical purposes, it is also computationally
convenient since there are no zero modes when working with
the discrete frequencies and, consequently, direct simple
equations in the limit of large temperature can be derived. We
have obtained the expressions for the two-point one-loop
self-energy correction contributing to the effective masses
and we have also made use of the renormalized parameters
(masses and coupling constants). We have shown that typical
variations of the scale around a reference value do not change
in any significant way the transition patterns describe and
found in this work, with the variations with the scale
remaining small. This fact can be used as an additional
argument concerning the reliability of the approximation
used. Our results can, in principle, also be extended to higher
loops, which would allow eventually to explore regions of
larger couplings than the ones we have considered here.
Other types of geometries can also be considered as
future developments of this work. But still, the simpler slab
geometry here considered can be of interest in practical
physical applications, most notably, like in condensed
matter problems where, for example, the thickness of thin
films are important [75-79]. With the advent of even more
miniaturized electronic devices, it is extremely relevant to
analyze how the size and interface effects change the
properties and performances of nanomaterials. In particu-
lar, similar phase transition behaviors as a function of the
thickness that resembles the ones we have seen here, have
also been observed in different materials. For instance, a
rapid grow of the critical temperature with the thickness
and then a smooth decrease of T, as it appears in Figs. 2, 6,
and 8, for example, have been experimentally measured in
different materials displaying superconductivity transitions
(see, e.g., Ref. [80]). In this context, even though we have

here considered a relativistic type of model, our results can
still be of interest in applications in the condensed matter
context. For instance, excitons type of systems exhibit a
relativistic dispersion relation [81] and, furthermore, are
effectively modeled as a multifield scalar model for which
our results can be directly applied to. Our results can also be
of interest for high-energy relativistic systems. Relativistic
type of systems typically modeled by multifield scalar
models with both inter and intracouplings include for
example those in the context of color-flavor superconduc-
tivity [82—-84], which the study of the effect of space
compactifications can be of relevance. In addition, other
applications are also possible, like, for example, to infer
possible finite-size effects in the transition from a quark-
gluon plasma to hadronic matter in the case of the fireball
formed in the collision of heavy ions. The pancake like
shape of the formed plasma (for a review, see, e.g.,
Ref. [85]) suggest that at the central region our slablike
geometry might be relevant and these consequent finite-size
effects to be important in the interpretation of the transition
and thermodynamics of the plasma, as suggested, e.g., in
Ref. [46,86,87]. In addition, other system of possible
relevance could be in the physics of compact stars. The
structure of hybrid type of stars typically involves crust like
structures which is important in the description of the
stability and structure of these type of compact stellar
objects (see, e.g., Ref. [88] and references therein). It is
conceivable that in the presence of more than one crust type
of structure, if thin enough, finite-size effects as the ones
studied here can also be important. Finally, while we have
investigate the transition patterns in a thermal environment,
the same can also be performed in the context of quantum
phase transitions, which also find applications in the
context of multifield type of models like the one studied
here [89]. The study of finite sizes in these type of systems
can also be of interest as well.

Applications in the context of any of the above men-
tioned type of systems and others require, of course, a
separate dedicated study. Other extensions of our work can
also include the uses of other boundary conditions and the
analysis under different nonperturbative methods. These
further developments are clearly of interest and we hope to
address some of them in the future.
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