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A phenomenological study for determining the chirality structure in lepton-flavor-violating Higgs
decays h → τμ at the LHC is presented. We estimate the effects of the τ polarization in the analysis and the
importance of determining the relative visible momentum ratio x, and show the analysis with a collinear
mass mcol1 by assuming one missing particle is appropriate. We find that the sensitivity would be
generically affected up to �4–6% in terms of the BRðh → τμÞ upper bound, and show the altered bounds
on the ðjyμτj; jyτμjÞ plane. We further study the benchmark scenarios, and demonstrate the sensitivity study
for the chirality structure using the relative visible momentum ratio. We find that the two fully polarized
cases, the τR and τL scenarios consistent with the recently reported excess, are distinguishable at 2σ level
for 1000 fb−1. We also show that a further improved study potentially provides a similar sensitivity already
for 139 fb−1.
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I. INTRODUCTION

The discovery of 125 GeV Higgs boson [1,2] is certainly
one of the most important discoveries in particle physics. It
has been proven so far that properties of the Higgs boson
are consistent with the standard model (SM) predictions.
However, the present data do not rule out possibilities of
new mechanisms of electroweak symmetry breaking or
new electroweak physics beyond the SM. The effects
of such new physics would modify the couplings of the
125 GeV Higgs boson from the SM predictions or
introduce new interactions that are absent in the SM. An
example of the latter is the lepton-flavor-violating Higgs
(HLFV) processes, which involve introduction of off-
diagonal components of the Yukawa coupling yij for the
lepton sector in the effective Lagrangian term:

−Lhll ¼ yijl̄LihlRj þ H:c:; ð1Þ

where the HLFV couplings are induced at the tree level or as
the loop effect. The twoHiggs doublet models (2HDMs), for
instance, induce theHLFV couplings at the tree level [3–14],
meanwhile the seesaw models [15–21] and minimal super-
symmetric standardmodels [3,16,22–34] at theone-loop level.
The off-diagonal components are responsible for HLFV

decays, h → lilj (i ≠ j), where h → lilj mean the sum of
the processes h → lþi l

−
j and h → l−i l

þ
j . Any observation of

HLFV decays is a clear evidence of new physics beyond
the SM. The prospects of probing HLFV decays at the
LHC and future colliders have been widely explored in a
model independent way [3,35–43] and in the various
models [3–34,44–69].
Among h → lilj processes, the h → μe is strongly sup-

pressed due to the stringent constraint on yμe from the rare μ
decay [70]. On the other hand, the h → τe and h → τμ are
less constrained. In this paper, we focus on h → τμ since
we would expect naturally larger effects and also h → τe is
known to be experimentally more challenging. The relevant
Yukawa coupling yτμ is also constrained by the low-energy
LFV processes, where the strongest one is coming from
τ → μγ. However, those constraints are still weaker than the
current bounds in the HLFV decays by the ATLAS [71,72]
and CMS [73] collaborations. Even with the future τ → μγ
measurement at Belle II [74], the constraints on yτμ from
the HLFV decays will still be the most stringent. Current
measurements of branching ratios (BRs) of the HLFV
decays h → lilj at the LHC give the constraints on

*mayumi.aoki@staff.kanazawa-u.ac.jp
†kanemu@het.phys.sci.osaka-u.ac.jp
‡takeuchi@mail.sysu.edu.cn
§lalu_zamakhsyari@stu.kanazawa-u.ac.jp

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP3.

PHYSICAL REVIEW D 107, 055037 (2023)

2470-0010=2023=107(5)=055037(14) 055037-1 Published by the American Physical Society

https://orcid.org/0000-0003-2073-9913
https://orcid.org/0000-0002-2477-9085
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.107.055037&domain=pdf&date_stamp=2023-03-24
https://doi.org/10.1103/PhysRevD.107.055037
https://doi.org/10.1103/PhysRevD.107.055037
https://doi.org/10.1103/PhysRevD.107.055037
https://doi.org/10.1103/PhysRevD.107.055037
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


ȳij ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jyijj2 þ jyjij2

q
. At the future hadron and lepton

colliders, we expect to improve the limit on ȳτμ and also
to probe the chirality structure of the Yukawa matrix, for
example, the ratio yτμ=yμτ through the measurements in the
HLFV decays.1 Therefore, the way to probe the chirality
structure in the leptonic Yukawa sector would play an
important role in distinguishing the models if such proc-
esses are observed.
In this paper, we study the HLFV decay h → τμ at the

LHC, and study the chirality structure of the process in the
SMEFT. The numbers of signal events for h → τLμR and
h → τRμL, and those of backgrounds are evaluated. We
focus on the gluon fusion (GGF) Higgs boson production in
the simulation as a main production mode and hadronic τ
decay modes are considered. We show that the collinear
mass based on one missing particle assumption is important
for getting the better discrimination sensitivity between
h → τLμR and h → τRμL. We show the resulting sensitivity
on the off-diagonal elements of the Yukawa coupling
matrix, and express it in the (jyτμj, jyμτj) plane.
This paper is organized as follows. In Sec. II, we

summarize the current constraints on the μ − τ sector.
Theoretical frameworks of the HLFV for new physics
beyond the SM are described in Sec. III. In Sec. IV, we
discuss the collider simulation of the HLFV process h →
τμ taking the polarization effects of τ lepton into account,
and present the results on the upper limit of the BR of
h → τμ, and the corresponding HLFV Yukawa couplings
yτμ and yμτ. We also consider the three benchmark
scenarios with different chirality structures, which are
inspired by the recent excess reported by ATLAS, and
demonstrate the way to discriminate the scenarios.
Section V is devoted to the discussion and summary.

II. EXPERIMENTAL STATUS

The ATLAS and CMS have searched for h → lilj and
provide the upper bounds on those BRs. For our interest
in HLFV h → τμ, the upper limit on the BRðh → τμÞ at
95% C.L. is reported as [71,73]

BRðh → τμÞ ≤ 0.28% ðATLASÞ and 0.15% ðCMSÞ;
ð2Þ

at the total integrated luminosity of 36.1 and 139 fb−1, res-

pectively.2 These limits are interpreted as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jyμτj2þjyτμj2

q
<

1.5×10−3 (ATLAS) and 1.11 × 10−3 (CMS), respectively.

The projected limit at the high luminosity LHC (3000 fb−1)
has been estimated at ∼10−4 [42,43]. Furthermore, the
HLFV decay would also be searched for in the future eþe−
colliders, where the sensitivity for the HLFV branching
ratios would also reach ∼10−4 as shown by several analyses
[4,41,55,61,80].
The LFV Yukawa couplings relevant to the h → lilj

process also induce the low-level LFV processes, such as
li → ljγ and li → ljlklk processes. The bounds for the
relevant low-level LFV processes in the τ-μ sector are
given in Table I. Although they are all around ∼10−8,
the τ → μγ measurement provides the strongest bound,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jyμτj2 þ jyτμj2

q
< 0.016 [38,81]. This bound is still

weaker than the current bound from the HLFV decay
process of h → τμ. All future sensitivities are promised to
increase up to one or two orders of magnitude as summa-
rized in Table I. The HLFV couplings of yμτ and yτμ are also
constrained from the measurements of the anomalous
magnetic moment ðg − 2Þμ [82], the muon electric dipole
moment [83], the tau electric dipole moment [84,85], as
well as the lepton-nucleus scattering μN → τX [86–88],
whereas they are weaker than the constraints from τ → μγ.

III. THEORETICAL FRAMEWORK
FOR THE HLFV PROCESS

We here briefly introduce the HLFV couplings in a
model-independent manner following the effective-field
theory extension of the SM (SMEFT). This is well
motivated in the current situation with the absence of
new physics signatures at the LHC, which supports any
new particles responsible for a new physics would be well
beyond the current electroweak scale. The type III 2HDM
is also introduced as an example concrete model which
induces the HLFV couplings at tree level.

A. Standard model effective-field theory

The general form of the SMEFT is given by

LEFT ¼Lð4Þ
SMþ 1

Λ

X
a

Cð5Þ
a Qð5Þ

a þ 1

Λ2

X
a

Cð6Þ
a Qð6Þ

a þO
�

1

Λ3

�
;

ð3Þ

TABLE I. Current experimental bounds and future sensitivities
for several low-energy LFV observables in the τ − μ sector.

LFV process Present bound BR Future sensitivity

τ → μγ 4.4 × 10−8 [81] ∼10−9 [74]
τ → μμμ 2.1 × 10−8 [89] 5 × 10−10 [74]
τ− → e−μþμ− 2.7 × 10−8 [89] 5 × 10−10 [74]
τ− → μ−eþe− 1.8 × 10−8 [89] 5 × 10−10 [74]
τ− → eþμ−μ− 1.7 × 10−8 [89] 4 × 10−10 [74]
τ− → μþe−e− 1.5 × 10−8 [89] 3 × 10−10 [74]

1There are models to predict such an asymmetry. See, e.g.,
[75–79].

2Recently, the ATLAS collaboration gives the bound BRðh →
τμÞ < 0.18%, which is obtained from the combined searches in
μτ and eτ channels with 138 fb−1, and exhibits 2.2σ level upward
deviation in comparison with the expected sensitivity 0.09% [72].
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whereΛ is the NP scale,QðdÞ
a are the d-dimension operators

composed of the SM fields, and their associated Wilson

coefficients CðdÞ
a are in general complex (flavor indices

have been suppressed). The dimension-five operator is the
Weinberg operator that gives rise to the neutrino Majorana
mass [90], so this is not our concern. The higher dimension
d > 6 contributions are suppressed for HLFV, so that our
main focus for HLFV is the dimension-six operators. The

operator Qð6Þ
a is usually presented in the Warsaw basis

[90,91], and the one that is relevant for HLFV is given by

Qlφ ¼ ðφ†φÞL̄0
LC

lφl0Rφ; ð4Þ
where L0

L and l0R are the lepton SUð2ÞL doublet and singlet,
respectively, in flavor space, and φ is the SUð2ÞL Higgs
doublet. Other dimension-six Warsaw operators that induce
the HLFV couplings are suppressed, or can be reduced to
Eq. (4) via field redefinitions, Fierz identities, and equa-
tions of motions [58].
After the electroweak symmetry breaking, the lepton

Yukawa Lagrangian in the SM, −LSM
Y ¼ L̄0

LY
ll0Rφþ H:c:.,

where Yl is the Yukawa matrix, and the effective low energy
Lagrangian by the operator Qlφ, LHLFV, can be written as

−ðLSM
Y þ LHLFVÞ ¼ l̄0L

�
vffiffiffi
2

p
�
Yl − Clφv2

2Λ2

�

þ hffiffiffi
2

p
�
Yl − 3Clφv2

2Λ2

��
l0R þ H:c:; ð5Þ

where the first and second terms cannot be diagonalized
simultaneously. Rotating the lepton into mass state,

l0L ¼ VLlL; l0R ¼ VRlR; ð6Þ
we obtain the Yukawa coupling matrix for Lhll in Eq. (1) as

yij ¼
mij

v
δij −

v2ffiffiffi
2

p
Λ2

ðV†
LC

lφVRÞij; ð7Þ

which is an arbitrary nondiagonal matrix. The off-diagonal
elements in Eq. (7) lead to the HLFV decays h → lilj with
branching ratios given by

BRðh → liljÞ ¼
mh

8πΓh
jȳijj2; ȳij ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jyijj2 þ jyjij2

q
;

ð8Þ
where mh ¼ 125 GeV is the SM Higgs boson mass, and
Γh ≃ 4.1 MeV is the total SM Higgs boson decay width.
When the chiral interactions are written explicitly for
BRðh → τμÞ, we obtain

BRðh → τLμRÞ ¼
mh

8πΓh
jyτμj2;

BRðh → μLτRÞ ¼
mh

8πΓh
jyμτj2: ð9Þ

B. Two Higgs doublet model

The 2HDM is a model with an extension of a electro-
weak scalar doublet. If there is no discrete symmetry that
prevents the flavor changing neutral current is introduced,
then the Yukawa matrices can no longer be simultaneously
diagonalized so flavor-violating interactions are appeared
at the tree level. Assuming CP conservation, the 2HDM
provides four more additional scalars, i.e., the CP-even
neutral Higgs boson H, the CP-odd neutral Higgs boson A
and the charged Higgs bosons H� beside the SM-like
Higgs boson h.
In the Higgs basis, H1 and H2 can be parametrized as

H1 ¼
� Gþ

1ffiffi
2

p ðvþ φ1 þ iG0Þ
�
; H2 ¼

� Hþ

1ffiffi
2

p ðφ2 þ iAÞ
�
;

ð10Þ

where Gþ and G0 are the Nambu-Goldstone bosons.
The CP-even neutral components φ1 and φ2 can be

rotated to the mass eigenstates h and H by an orthogonal
rotation with the mixing angle θβα as

�
φ1

φ2

�
¼

�
cos θβα sin θβα
− sin θβα cos θβα

��
H

h

�
: ð11Þ

Note that h is the SM-like Higgs boson for sin θβα ≃ 1.
The lepton Yukawa sector is given by

−L2HDM
Y ¼ L̄0

LY1l0RH1 þ L̄0
LY2l0RH2 þ H:c:; ð12Þ

where Y1 and Y2 are the Yukawa matrices. The relevant
terms to the HLFV decays after the electroweak symmetry
breaking are given as

−L2HDM
Y ⊃ l̄0L

vY1ffiffiffi
2

p l0R þ l̄0L

�
Y1ffiffiffi
2

p sin θβα þ
Y2ffiffiffi
2

p cos θβα

�
l̄0Rh

þ H:c: ð13Þ

Rotating the leptons into their mass basis, we obtain

−L2HDM
Y ⊃ l̄L;iðmijδijÞlR;j

þ l̄L;i

�
mijδij
v

sin θβα þ
cos θβαffiffiffi

2
p ξij

�
lR;jhþ H:c:;

ð14Þ

where m is the diagonal lepton mass matrix,

mij ¼
vðV†

LY1VRÞijffiffiffi
2

p ¼ diagðme;mμ; mτÞij; ð15Þ
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and ξij ≡ ðV†
LY2VRÞij, which is generally a nondiagonal

matrix. The second term in Eq. (14) corresponds to Lhll in
Eq. (1), and BRs of the HLFV decays are given by3

BRðh → liljÞ ¼
mh cos2 θβα
16πΓh

jξ̄ijj2; ξ̄ij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jξijj2 þ jξjij2

q
:

ð16Þ

The BRs for chiral processes are given by

BRðh → τLμRÞ ¼
mhcos2θβα
16πΓh

jξτμj2;

BRðh → μLτRÞ ¼
mhcos2θβα
16πΓh

jξμτj2: ð17Þ

IV. ANALYSIS AT THE LHC

A. Polarized taus

At the LHC, constraints on the HLFV couplings yτμ and
yμτ are obtained by interpreting the search results of h → τμ
process. In principle, the current studies should already be
sensitive to the chirality structure. To understand that, let us
summarize the properties of the τ decays. We mainly focus
on the case that the τ leptons decay hadronically τ →
hadronsþ ντ in the h → τμ events, that is

pp → h → τ�μ∓ → τ�h þ ντ þ μ∓: ð18Þ

Here and in the following, we denote the visible compo-
nents of the hadrons as τh, which is expected to be
identified as a τ-tagged jet at the collider experiment. In
addition to the leptonic decay contributions from the eν
(17.8%) and μν (17.4%) modes, main hadronic decay
modes of the τ leptons are categorized into the following
three groups:
(1) π� mode (9.3%): τ� → π�ντ,
(2) ρ� mode (25.5%): τ� → ρ�ντ → π�π0ντ,
(3) a�1 mode (27%): τ�→a�1 ντ→π�π0π0ντ=π�π�π∓ντ.

All three mesons π, ρ, and a1 are found in a one-prong
mode, but in principle we can distinguish them by the
number of neutral pions, meanwhile a1 is also found in a
three-prong mode. In the all hadronic decay modes, these
contributions are 98%. Thus, we consider only these modes.
These hadronic decay modes carry the information on

the polarization of τ leptons [96,97], i.e. whether τL or τR.
One of such simple observables is the fractional energy of τ
decay products xi ¼ Ei=Eτ (i ¼ π; ρ; a1; e). Figure 1 shows
the simulated xi distributions at the parton level for a τL
(left-handed τ lepton), and for a τR (right-handed τ lepton),
which are realized by fixing ðyμτ; yτμÞ ¼ ð0; 1Þ and
ðyμτ; yτμÞ ¼ ð1; 0Þ in our effective model, respectively.
The polarized τ decays is simulated by the package
TAUDECAY [97]. In fact these results are consistent with
the fractional energy distributions of τ lepton [96,98].
Among four decay modes shown in Fig. 1, the effect on
τ polarization is most prominent in the π� modes. The xπ
distribution is hard for τR while it is soft for τL. For the ρ
and a1 modes, xρ and xa1 are relatively high for both τL=R
cases, and again they are harder for τR than those for τL
although they are less sensitive to the polarization. On
the other hand, the e-modes provide relatively softer xe
distributions due to the existence of an additional neutrino,

FIG. 1. The distribution of energy fraction of π; ρ; a1 (hadronic) and e (leptonic), i.e., xπ , xρ, xa1 as the decay product of τ leptons for
different polarizations at the parton level.

3The other terms in Eq. (14) induce other LFV Higgs boson
decays H → lilj and A → lilj [43,92–95].
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and harder xe distribution is obtained for τL than that for τR
oppositely to the other hadronic modes.
Figure 2 shows the corresponding xi distributions at the

reconstructed jet level after the detector simulation.Although
they are smeared, the tendencies discussed above are still
visible. For the jet level observables, we see a significant
reduction in lower region of xi both for τL and τR. This is due
to the effects of the jet energy threshold, and the events falling
down below it cannot be observed. Therefore, the polariza-
tion affects the acceptance of the events even though the
normalized distributions look similar.
In our analysis, since BRðh → μLτRÞ ∝ jyμτj2, BRðh →

τLμRÞ ∝ jyτμj2 and both can be considered as the indepen-
dent processes if we neglect the spin correlation effects, any
distributions can be expressed as

fðx; yμτ; yτμÞ ¼ jyμτj2fRðxÞ þ jyτμj2fLðxÞ: ð19Þ

Therefore, we discuss the fully polarized cases in this
paper: ðyμτ; yτμÞ ¼ ð1; 0Þ and (0,1), corresponding to the
decays into τRμL and τLμR, respectively. We obtain the
results for any general case in the ðyμτ; yτμÞ plane by using
the above relationship.

B. Simulation

In this section we would like to show how much τ
polarization effects described above affect the results. Our
study is based on the ATLAS study at 36.1 fb−1 [71]. We
also would like to propose an improved analysis strategy
aiming for identifying the HLFV process h → τμ. After
performing the collider simulation, we show that the

sensitivity in the ðyμτ; yτμÞ plane by the h → τμ process
should be asymmetric due to the τ polarization effects.
Although we would like to directly follow the ATLAS

analysis, since they provide a results heavily based on the
BDT results, we try to roughly reproduce their results, and
discuss the τ polarization effects based on our simulation.
They show that at current statistics of 36.1 fb−1, the most
relevant production modes are still the GGF process since
the vector boson fusion (VBF) modes are statistically still
limited. Thus in this paper, we focus on the gluon fusion
production mode. For the final states we focus on the τhμ
channel, since it provides the strongest sensitivity on the
HLFV coupling among the relevant channels, which
include μτe and the corresponding VBF channels. There
are many different SM backgrounds for the HLFV signal
but we only consider the most dominant SM background
Z þ jets followed by the decay Z → τþτ−, which in the end
contribute about a half of the SMBGs as shown in ATLAS
[71] and CMS [73].
We generate signal and background events with

MG5_aMC@NLO [99] at leading order with
ffiffiffi
s

p ¼ 13 TeV.
The parton shower, hadronization, and the detector response
are simulated by PYTHIA8 [100] and DELPHES [101] with the
default ATLAS detector card. The HLFV signal h → τμ is
generated using the 2HDM where we translated the LFV
Yukawa couplings of EFT to the 2HDM term via Eq. (17)
fixing the mixing angle cos θβα ¼ 0.1. In the following, we
show the twocases ðyμτ; yτμÞ ∝ ð0; 1Þ and (1,0) for thebench-
marks, corresponding to the τR and τL cases, respectively, and
mainly show the numbers for the case ofBRðh → τμÞ ¼ 1%.
We scale the normalization of the signal samples to reproduce
the total GGF Higgs production cross section of 48.6 pb,
which is the next-to-next-to-next-to-leading order (N3LO)

FIG. 2. The distribution of energy fraction of π; ρ; a1 (hadronic) and e (leptonic) as decay product of τ leptons for different polarization
at detector level.
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GGF Higgs production cross section at 13 TeV. Numerically,
ignoring the correction to the Higgs total width, we adopt the
following relation including the QCD and the other correc-
tions [102–105],

BRðh → τμÞ ¼ 0.12% ×
ðjyμτj2 þ jyτμj2Þ

10−6
: ð20Þ

For example, numerically, ȳμτ ¼ mτ=v ≃ 0.0072 corre-
sponds to BRðh → τμÞ ¼ 6.3%.
For the GGF τhμ channel, or non-VBF τhμ channel, we

require the following baseline cuts: exactly one isolated
muon and exactly one τ jet are required, and their charges
are opposite each other. We rely on DELPHES for τ-jet
identification and we select the working point of the
tagging efficiency of 60%. Furthermore, an upper limit
on the pseudorapidity difference between μ and τ jet,
jΔηðμ; τvisÞj < 2.0 is applied to reduce the background
from misidentified τ candidates [71]. To avoid the missing
momentum coming from other sources, the sum of
the cosine of the angle between μðτvis) and missing
momentum in transverse plane is large enough,P

i¼l;τvis cosΔϕði; =ETÞ > −0.35. The baseline cut is sum-
marized in Table II. For the signal samples, we generate
500 000 events per each τR, τL sample, while 1 000 000
events are generated for Z → ττ background.

C. Analysis with collinear masses

1. Collinear mass for two missing particles mcol2

The conventional analyses on h → τμ in literature often
follow the analyses motivated for the reconstruction of h →
ττ events. Thus, the most studies rely on the reconstructed
invariant mass mττ using the so-called collinear approxi-
mation, mcol [71,106], which we explicitly denote mcol2 in
this paper. The collinear approximation is based on the
assumption that the momentum of the all invisible decay
products of a τ lepton pinvisτ and the momentum of the all
visible decay products of a τ lepton pvisτ are in parallel to the
original τ momentum, that is, we can express with the real
parameter x as

pvisτ ¼ xpτ; pinvisτ ¼ ð1− xÞpτ; and pτ ¼ pvisτ þ pinvisτ ;

ð21Þ

where x describes the fraction of the parent τ’s momenta
carried by the visible tau products and 0 ≤ x ≤ 1. This
approximation usually works well as long as the original τ
momentum pτ is large compared with mτ. To reconstruct
mττ in h → ττ events there is another assumption that the
missing transverse momentum =pT consists of the two
neutrinos from the two τ leptons, which can be written as

=pT ¼ c1pvisT;τ1
þ c2pvisT;τ2

; ð22Þ

where c1 > 0 and c2 > 0. We have the relation ci ¼ ð1 −
xiÞ=xi for i ¼ 1, 2.4 In general, any missing momentum
vector can be decomposed into the two vector in the
transverse plane but not necessarily c1 > 0 and c2 > 0.
So we only select such events to perform the collinear
approximation. In this approximation, pvisτ1 , p

vis
τ2 denote the

two momenta of the visible decay products from the two τ
leptons. Then, we can reconstruct the neutrino components
by precνi ¼ cipvisτi , or the original τ lepton momentum by
precτi ¼ pvisτi =xi and the invariant mass of the two τ leptons
can be reconstructed as

m2
col2 ¼ ðprec

τ1 þ prec
τ2 Þ2: ð23Þ

We can see also the relationship, mcol2 ¼ mvis=
ffiffiffiffiffiffiffiffiffi
x1x2

p
,

where m2
vis ¼ ðpvis

τ1 þ pvis
τ2 Þ2 if we neglect the τ mass.

This variable mcol2 is the mcoll variable used in the
ATLAS paper [71].

2. Collinear mass for one missing particle mcol1

Although the above approach is ideal for reconstructing a
ττ system, such as h → ττ and Z → ττ processes, relying
on this variable does not make much sense for reconstruct-
ing τμ system where only one τ lepton exists. Thus, we
consider another natural variable for detecting the h → τμ
process based on the straightforward assumption instead of
Eq. (22), as

=pT ¼ c1pvisT;τ þ c⊥n̂T;⊥; ð24Þ

where n̂T;⊥ denotes a unit vector orthogonal to pvisT;τ, or
pvisT;τ · n̂T;⊥ ¼ 0, in the transverse momentum plane.
Although ideally the second term should vanish in h →
τμ signal events, since there are smearing effects due to, for
example, the detector response and mismeasurements we
introduce the term for successfully decompose any missing
transverse momentum vector into the two transverse
momentum vectors along with pvisτ .
With the parameter c1, we can reconstruct the neutrino

momentum and the original τ lepton momentum as

TABLE II. Baseline event selection cuts applied for the τhμ
channels.

Selection cuts

Baseline

Exactly 1μ and 1τ jet (opposite sign)
pT;μ > 27.3 GeV, pT;τvis > 25 GeV

jΔηðμ; τvisÞj < 2.0P
i¼l;τvis cosΔϕði; =ETÞ > −0.35

4The missing transverse momentum is written as =pT and the
transverse missing energy is =ET ¼ j=pT j.
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precν1 ¼ c1pvisτ1 ; and precτ1 ¼ pvisτ1 =x1; ð25Þ

where we ideally expect c1 > 0, or 0 < x1 < 1. Using this
momentum we can compute reconstructed mτμ as follows:

ðmrec
τμ Þ2 ¼ m2

col1 ¼ ðprec
τ1 þ pμÞ2: ð26Þ

We denote this variable as mcol1 and more reasonable
for reconstructing a τμ system based on the collinear
approximation.5

In the following we show the difference between
the analysis based on mcol1 and mcol2. We first apply the
baseline cut given in the previous section, inspired by the
ATLAS analysis, and then apply the selection cuts to select
only the reasonable events in each context of the collinear
approximation. For the mcol2 analysis, c1 > 0 and c2 > 0
should be required for the collinear approximation to
be reasonable; however, it reduces too many signals.
Therefore we instead require a weaker criteria x1 > 0
and x2 > 0, with which mcol2 is computable. We found
this is because the collinear approximation with the two
missing particle assumption is not suitable for reconstruct-
ing a τhμ system, and that is why the sensitivity based on it
is worse. On the other hand, for themcol1 analysis, we apply
c1 > 0 as the corresponding condition but it is reasonable
for reconstructing a τhμ system. The number of events for
the two signal samples h → τRμL (τR sample) and h →
τLμR (τL sample), and Z → ττ background sample after
each step of the selection cuts are summarized in Table III.
The numbers are for the integrated luminosity of 36.1 fb−1.
We only show the numbers for the cases τR and τL but the
numbers for the nonpolarized case can be easily obtained
by taking an average of the numbers in the two columns.

The mcol2 and mcol1 distributions at 36.1 fb−1 after the
appropriate selection cuts are given in Fig. 3 in the left and
right panels, respectively. The distributions for the signal
samples τR (red), τL (blue) and the Z → ττ sample (black
dotted) are shown. We see that both variables mcol2 and
mcol1 have a peak atmh ¼ 125 GeV. Themcol1 peak is very
sharp not only for the signal but also for the Z → ττ BG,
and we see a clear separation between the signal against the
background distributions. On the other hand, mcol2 distri-
butions provide a broader peak and exhibit a significant
overlap between the signal and background. Thus, we can
reduce the background events by selecting the peak region
keeping the signal evens, and more efficiently bymcol1 than
by mcol2.
We define the signal regions as jΔmcolij ¼ jmcoli −

mhj ≤ Δmth
coli, and show the results for the three possible

choices of Δmth
coli ¼ 25, 10, and 5 GeV. The numbers after

selecting those signal regions are summarized in Table III.
We observe that, by selecting mcol2 region with 25 GeV
width, the background can be reduced up to 0.23% while
keeping the signal only about 5–6%. On the other hand, by
selecting mcol1 region with 25 GeV width, the background
can be reduced down to 0.04% while keeping the signal
about 12–13%. Therefore, using mcol1 variable would
provide a significant improved signal to background ratio.
Another important observation is mcol1 distribution pro-
vides a sharper peak, so in principle selecting a narrower
signal region would improve the signal over background
ratio, which one can explicitly see from Table III and only
seen in mcol1 analysis.
Note that our baseline selection cuts are inspired by the

cuts given by the ATLAS analysis, and for themcol2 analysis
the signal and Z → ττ background numbers after requiring
x1 > 0 and x2 > 0 are slightly larger but rather consistent
with the numbers given in Table 5 in the ATLAS paper.

TABLE III. Cut flow for mcoll2 and mcoll1 analyses. The number of the signal h → τhμðτR; τLÞ and Z background
are shown for L ¼ 36.1 fb−1. Estimated upper bound for each signal region,N95% ¼ 1.65

ffiffiffiffiffiffi
Nb

p
(Nb ¼ 2NZ→ττ), and

the corresponding sensitivity values for BRðh → τμÞ.

h → τμðBR¼1%Þ BR95%

τR τL Z → τhτμ N95% τR τL

σ at 13 TeV LHC for L ¼ 36.1 fb−1 355 fb 258 pb
12795 9.31 × 106

mcoll2

baseline cuts 1979 1742 130147

x1 > 0 and x2 > 0 1672 1480 102536 747 0.45 0.50

jmcoll2 −mhj < 25 GeV 717 643 21473 342 0.48 0.53
jmcoll2 −mhj < 10 GeV 344 304 7639 204 0.59 0.67
jmcoll2 −mhj < 5 GeV 177 157 3776 143 0.81 0.91

mcoll1

c1 > 0 1765 1608 68602 610 0.34 0.38

jmcoll1 −mhj < 25 GeV 1626 1493 4023 148 0.091 0.099
jmcoll1 −mhj < 10 GeV 1080 1008 639 58.9 0.055 0.059
jmcoll1 −mhj < 5 GeV 617 577 216 34.2 0.056 0.059

5CMS collaboration uses a similar variable mcol [73].
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Weassume the total background contributions as the twice of
the Z → ττ background contributions following the same
table,Nb ¼ 2NZ→ττ. We estimate the 95%C.L. upper bound
of the signal number in a certain signal region as
N95% ¼ 1.65

ffiffiffiffiffiffi
Nb

p
, where we employ a frequentist approach

to obtain the one-side 95%C.L. interval. Then, fromN95% in
each signal region, we estimate BR95%, the 95% C.L. upper
bound for the branching ratio BRðh → τμÞ, based on the
expected signal numbers. Since the expected signal numbers
depends on the signal assumptions τR or τL, or the τ
polarization, the corresponding BR95% also depends on it.
Note that we do not consider the systematic uncertainty to
estimate the sensitivity, thus, a large signal over background
ratio is important for those numbers to be reliable since the
uncertainty effects become relatively small.Onceoneobtains
the BR95%, the corresponding ȳ95%τμ can be calculated
straightforwardly using Eq. (20).
Next, let us discuss the τ polarization effects. Already at

the step at the baseline cuts, the signal efficiencies for τR
and τL are different, and the τR sample survives more
efficiently. The difference is about �6% from the non-
polarized case, which is understood by the effects of the jet
pT threshold. For the mcol2 analysis, the difference is kept
about �6% after selecting the events with x1 > 0 and
x2 > 0, and also the case after further selecting the mcol2
peak region. Thus, interpreting the results based on mcol2
analysis is sensitive to the polarization about 6%. On the
other hand, for mcol1 analysis the difference becomes
diminished to �4.6%, and further weakened around the
mcol1 peak region to �3.3%. Final sensitivity is less
sensitive when we use the mcol1 but asymmetric behavior
still exists.
Figure 4 shows our sensitivity results for the integrated

luminosity of 36.1 fb−1 expressed in the yμτ − yτμ plane,
based on mcol2 and mcol1 analyses using only τhμ modes.
Unless the spin correlation effects are important, the
contour of the exclusion boundary becomes an ellipse
interpolating the values estimated by the two extreme cases
τR and τL.
The green line shows the sensitivity based on the mcol2

analysis, using the signal region of Δmth
col2 ¼ 25 GeV,

while the blue solid (dashed) line shows that based on
the mcol1 analysis for the Δmth

col1 ¼ 25 GeV (5 GeV). By
changing the analysis from mcol2 to mcol1, the sensitivity is
significantly improved by a factor of 5 in terms of the
constraints on the branching ratio. If we consider an even
narrower signal region with Δmth

col1 ¼ 5 and 10 GeV, the
sensitivity is further improved by a factor of 10 compared
with the mcol2 analysis. It is thanks to the distinct peak
shape of the mcol1 distribution for the signal. Although we
need to consider seriously whether the experimental smear-
ing effects spoil this property or not, using mcol1 would be
advantageous since mcol2 distribution does not have such a
property. One can see that taking a narrower signal region
does not improve the sensitivity for mcol2 analysis.
Our estimate of the sensitivity by the mcol2 analysis is

close to the expected sensitivity in the non-VBF τhμ mode
of BRðh → τμÞ ¼ 0.57% ðȳτμ ¼ 0.0022Þ, which is shown
in the red dashed line. Although we expect our sensitivity
by a simple cut based analysis is worse than their
sophisticated BDT analysis, these numbers coincide acci-
dentally, which would be understood because we do not
take the uncertainty into account. However, since the
assumption of the setting for mcol2 analysis and that for
mcol1 analysis are the same within our analysis, the

FIG. 3. The collinear mass mcol2 (left) and mcol1 (right) distributions for the signal samples τR and τL, and Z → ττ background. The
signal mcol2 (mcol1) distributions are scaled with a factor of 20.

FIG. 4. Estimated upper bound on the flavor-violating Yukawa
couplings jyτμj,jyμτj using h → τhμ signals based on mcol2 and
mcol1 analyses for integrated luminosity L ¼ 36.1 fb−1. The
ATLAS results are also shown for reference. The indirect limits
from τ → μγ searches [38,81] are indicated as the shaded region.
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improvement by using the mcol1 for the analysis should
persist.
The resulting sensitivity contours become not circles but

ellipses in ðyτμ; yμτÞ plane when one includes the polari-
zation effects appropriately.
Essentially their results are only rigorously correct along

the line yτμ ¼ yμτ and the polarization effects would modify
�4–6% in the branching ratio, and �2–3% in ðyμτ; yτμÞ
plane. The current ATLAS bound based on the non-VBF
τhμ mode would also be modified.
According to the ATLAS analysis, combining all other

modes of h → τμ process improves the sensitivity about
35%, which gives the sensitivity down to BRðh → τμÞ ¼
0.37% ðȳτμ ¼ 0.0017Þ. The improvement factor of 5–10 is
obtained only by changing the analysis strategy not by
considering the other modes. Combining the sensitivity for
the other modes applying mcol1 analysis would improve the
sensitivity further, and we expect it also 35% as a reference
value, although we leave it for a future work since we need
to perform a further study to confirm it.

D. Future prospect

1. Ultimate sensitivity

The sensitivity would scale with the integrated luminos-
ity as proportional to 1=

ffiffiffiffi
L

p
, since we employ the formula

N95% ¼ 1.65
ffiffiffiffiffiffi
Nb

p
for estimating it. The estimated upper

limits on the branching ratio and the corresponding ȳτμ
values for the several assumptions on the integrated
luminosity L are summarized in Table IV. They are
estimated by using the τhμ channel only, and we would
expect 35% improvements by combining all the other
modes. As explained before, the τR sample gives a more
stringent bound than the τL sample, and the effects are
about �4% in the branching ratio, and �2% in the
ȳμτ value.
This information is depicted in Fig. 5. We estimate

that the upper bound ȳ95%τμ at high luminosity LHC can

be up to 3 × 10−4, corresponding to BRðh → τμÞ ∼ 10−4.
Our result is in the same order of the result obtained
in Ref. [43].

2. Sensitivity for the chirality structure

We would like to show how much sensitive to the
chirality structure when we find the finite number of
signals. For that we would like to show we can use the x1
distribution, which naturally obtained along with comput-
ing the mcol1 variable. To illustrate the procedure, let us
take BRðh → τμÞ ¼ 0.12%, corresponding to ȳμτ ¼ 10−3

as a benchmark scenario, which is close to the best fit
value for the recently reported excess by the ATLAS
analysis with 138 fb−1 [72]. We consider the three cases
keeping ȳμτ ¼ 10−3: the purely τR case, the purely τL
case, and the nonpolarized (τ0) case, and for each case
we assume that the expected number of events are exactly
observed:

TABLE IV. Estimated sensitivity for the several assumed integrated luminosities L ¼ 36.1, 139, 1000, and
3000 fb−1. The N95% in the signal region, the corresponding sensitivities on the BR and ȳμτ are given. The two cases
for Δmth

col1 ¼ 25 and 5 GeV are shown. The unpolarized case yτμ ¼ yμτ is denoted as τ0.

Δmth
col1 L [fb−1] N95%

BR95% [×10−4] ȳ95%τμ [×10−4]

τR τ0 τL yμτ yμτ ¼ yτμ yτμ

25 GeV

36.1 148 9.10 9.51 9.91 8.68 8.88 9.06
139 290 4.64 4.85 5.05 6.20 6.34 6.47
1000 779 1.73 1.81 1.88 3.79 3.87 3.95
3000 1349 0.99 1.04 1.09 2.88 2.94 3.00

5 GeV

36.1 34.2 5.55 5.74 5.93 6.78 6.90 7.01
139 67.1 2.83 2.93 3.02 4.84 4.92 5.01
1000 180 1.06 1.09 1.13 2.96 3.01 3.06
3000 312 0.61 0.63 0.65 2.25 2.28 2.32

FIG. 5. Future prospects of the estimated sensitivity for the
Yukawa couplings in jyμτj,jyτμj plane based on the mcol1 analysis
with Δmth

col1 ¼ 25 GeV using h → τhμ process. The expected
results for the integrated luminosity of 36.1 fb−1, 139 fb−1,
1 ab−1, and 3 ab−1 are shown.
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ðŷμτ; ŷτμÞ ¼

8>><
>>:

ð10−3; 0Þ ½τR scenario�
ð0; 10−3Þ ½τL scenario�
ð7.1 × 10−4; 7.1 × 10−4Þ ½τ0 scenario�

:

ð27Þ

In those three situations, we estimate how much we can
constrain the parameters in (yμτ; yτμ) plane. As an illus-
tration, the normalized reconstructed x1 distributions for τR,
τL, and Z → ττ background are given in Fig. 6.
For simplicity we consider the simplest two bin analysis

by further dividing the signal regions Δmth
col1 ¼ 25 GeV

based on the reconstructed x1 values into two signal regions
SR1 and SR2. We separate them as SR ¼ SR1ðx1 < 0.6Þ þ
SR2ðx1 ≥ 0.6Þ, and the corresponding number of events
found in the SRs we denote as N ¼ Nðx1 < 0.6Þ þ
Nðx1 ≥ 0.6Þ ¼ N1 þ N2. We denote the signal and back-
ground contributions found in SRi (i ¼ 1, 2) as Si and Bi,
respectively.
We consider the three scenarios mentioned above and

assume the observed number of events for the two signal
regions are given by Ni;obs ¼ Si þ Bi, where we assume
Bi ¼ 2Bi;Z as before. From the two numbers N1;obs and
N2;obs, we can fit simultaneouslyNR andNL. The estimated
signal numbers for each scenario at the integrated

luminosity of L ¼ 36.1 fb−1 are summarized in Table V.
Based on the table, taking only statistical errors into
account, a 1σ contour is obtained as an ellipse in the
(ΔNR;ΔNL) plane as follows:

χ2 ¼
�
rΔNR þ lΔNLffiffiffiffiffiffiffiffiffiffiffiffi

N1;obs
p

�
2

þ
�ð1− rÞΔNR þ ð1− lÞΔNLffiffiffiffiffiffiffiffiffiffiffiffi

N2;obs
p

�
2

≤ 2.3; ð28Þ

where ΔNR and ΔNL are the deviations from the best
fit values, which are the assumed numbers for NR
and NL in each scenario. Depending on the scenario,
we take ðN1;obs; N2;obsÞ ¼ fð3435; 4807Þ; ð3443; 4791Þ;
ð3451; 4776Þg × ðL=36.1 fb−1Þ. The parameters r and l
are the probabilities to fall into SR1 for τR and τL,
respectively. We obtain them as r ¼ 0.26 and l ¼ 0.37
from Table V. The contours described by the Yukawa
parameters are obtained using the following relationship,
with NR ¼ 195.1, NL ¼ 179.2,

ΔNR ¼ NR

�
L

36.1 fb−1

� jyμτj2 − jŷμτj2
10−6

; ð29Þ

ΔNL ¼ NL

�
L

36.1 fb−1

� jyτμj2 − jŷτμj2
10−6

: ð30Þ

The expected 1σ contours for Δmth
col1 ¼ 25 GeV are shown

in Fig. 7. We show the results for the integrated luminosity
at 36.1, 139, 1000, and 3000 fb−1. For the conservative
choice for the signal region width of Δmth

col1 ¼ 25 GeV, the
chirality structure would become sensitive after 1000 fb−1.
For example, extreme cases between the τR scenario and τL
scenario can be distinguished at 2.3σ (4.4σ) at 1000
ð3000Þ fb−1. The τR scenario and τ0 scenario can be
distinguished at 1.9σ at 3000 fb−1. The reason that the
sensitivity is not strong is due to the relatively large
background contribution, which dilutes the sensitivity to
the chirality of the system.
Further, we show the expected 1σ contours for

Δmth
col1 ¼ 5 GeV in Fig. 8 for the integrated luminosity

FIG. 6. Reconstructed x1 distributions for the signal τR (red)
and τL (blue), and for the Z → ττ BG (black) in the signal region
with Δmth

col1 ¼ 25 GeV. All the distributions are normalized
to unity.

TABLE V. Number of events in the SR1 ðx1 < 0.6Þ and SR2 ðx1 ≥ 0.6) for L ¼ 36.1 fb−1. The results of the two possible choices for
the width of the signal region Δmth

col1 ¼ 25 and 5 GeV are shown.

Δmth
col1 SR

Ni;BR¼0.12% Ni=N Ni;obs for each scenario

τR τL Z → ττ τR τL Z → ττ τR τ0 τL

25 GeV SR1 50.6 66.1 1692 0.26 0.37 0.42 3436 3443 3451
SR2 144.5 113.1 2331 0.74 0.63 0.58 4807 4791 4776
total 195.1 179.2 4023 1 1 1 8243 8234 8227

5 GeV SR1 17.8 25.6 136 0.24 0.37 0.37 289.8 293.7 297.6
SR2 56.2 43.6 80 0.76 0.63 0.63 216.2 209.9 203.6
total 74.0 69.2 216.0 1 1 1 506 503.6 501.2
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at 36.1, 139, 1000, and 3000 fb−1. By taking the narrower
signal region width of Δmth

col1 ¼ 5 GeV, the signal over
background ratio would become improved from about 1=40
to about 1=6, and the chirality structure would be distin-
guishable already at 139 fb−1. For example, an extreme
case τR scenario would be distinguished from the non-
polarized scenario (τL scenario) at 2.1σ (4.8σ) level at
139 fb−1. Note that as we do not take the systematic
uncertainty into account, these numbers should be rather
optimistic and taken as reference values. Nevertheless, we
expect that accumulating more data would make such a
sensitivity achievable and more detailed experimental study
is desirable.

V. CONCLUSION

The Higgs LFV process is a smoking gun signature of
new physics beyond the SM. The chirality structure of the
process is important information to discriminate the mod-
els, but it is not often discussed in detail. Most of the
experimental results reported basically assume no chirality
preference. In this paper, we consider how much we can
probe the chirality structure in the h → μτ process at
the LHC.

We first discuss that to reconstruct the h → τμ process,
the collinear approximation with one missing particle
assumption would be more effective than that with two
missing particle assumption. Thus, we compare the analy-
sis withmcol1 variable and that withmcol2 variable. We have
shown that using the mcol1 variable would improve the
signal over background ratio more easily than using the
mcol2 variable, since the mcol1 distribution exhibits a sharp
peak structure at the Higgs mass for the h → τμ signal
process. We estimated the ultimate sensitivity of this
process based on the mcol1 analysis. We then showed that
the τ polarization affects the acceptance of the signature
due to the jet pT threshold. Consequently, the current
search results should be altered by the polarization effects.
We estimate the size of the effects and found that it is about
at �4% level in terms of the BRðh → τμÞ. As a result the
exclusion contour should become in general not a circle but
an ellipse, where in general we have stronger constraints on
yμτ that governs the h → τRμL contributions.
Inspired by the recent 2σ level excess reported in this

process, we discuss whether the chirality structure is
distinguishable or not, by considering the three bench-
mark scenarios with different chirality structures. We
utilize the reconstructed x1 distributions for this purpose

FIG. 7. Estimated sensitivity for the chirality structure in h → τμ process using the signal region with Δmth
col1 ¼ 25 GeV. The results

for the three types of benchmark points predicting BRðh → τμÞ ¼ 0.12%, τR scenario (left), τ0 scenario (center), and τL scenario (right)
are shown. The 1σ contours for the integrated luminosity at 36.1, 139, 1000, and 3000 fb−1 are shown.

FIG. 8. Estimated sensitivity for the chirality structure in h → τμ process using the signal region withΔmth
col1 ¼ 5 GeV. The results for

the three types of benchmark points predicting BRðh → τμÞ ¼ 0.12%, τR scenario (left), τ0 scenario (center), and τL scenario (right) are
shown. The 1σ contours for the integrated luminosity at 36.1, 139, 1000, and 3000 fb−1 are shown.
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and demonstrate the simplest two bin analysis to obtain the
1σ contours in two-dimensional parameter space for the
several assumptions of the integrated luminosities. Note
that for this analysis, adopting mcol1 analysis is important
since appropriately estimating the invisible momentum of
the τ decay is required to reconstruct the x1 variable. As a
result, we found that the two extreme cases of the chirality
structures, the τR scenario and τL scenario, would be
distinguishable at 1000 fb−1 at 2σ level. We also show
that taking a narrower signal region increases the signal
over background and enhances the sensitivity. For this
setup, we found the two extreme cases would be distin-
guishable already at 139 fb−1 although a dedicated exper-
imental study would be required to confirm the feasibility.
Once we have a sensitivity for the chirality structure of

the off-diagonal elements yμτ and yτμ separately, we would
be able to distinguish the new physics models. For
example, there are models predicting the following relation
[77] in the 2HDM,

LLFV ∝
mτ

v
τLμR þmμ

v
μLτR þ H:c: ð31Þ

Since mτ ≫ mμ, we can discuss whether these types of
models are preferred or excluded.

Another interesting study to be done in the 2HDM
framework would be to discuss the correlation between the
HLFV and the chirality structure of the heavy resonances.
The off-diagonal ξτμ component contributes to the h → τμ
process and the couplings to the heavy resonances. Thus,
the existence of the HLFV process naturally predicts the
existence of the LFV coupling to the heavy resonances,
which induces the LFV heavy resonance decay, for
example, the heavy Higgs decay H → τμ. Following a
similar analysis demonstrated in this paper, we would also
be able to analyze the chirality structure of the Yukawa
couplings to the heavy Higgses. We leave this analysis for a
future work.
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