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The phase transition patterns displayed by a model of two coupled complex scalar fields are studied at
finite temperature and chemical potential. Possible phenomena like symmetry persistence and inverse
symmetry breaking at high temperatures are analyzed. The effect of finite density is also considered and
studied in combination with the thermal effects. The nonperturbative optimized perturbation theory method
is considered and the results contrasted with perturbation theory. Applications of the results obtained are
considered in the context of an effective model for condensation of kaons at high densities, which is of
importance in the understanding of the color-flavor locked phase of quantum chromodynamics.
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I. INTRODUCTION

In statistical physics, we can describe a dynamical system
in the ensemble as characterized by a Hamiltonian, with
charges (or quantum numbers) and corresponding chemical
potentials. A chemical potential, which enters as a Lagrange
multiplier in the (quantum) grand-canonical partition func-
tion, is assigned to each conserved charge of the system. This
is the starting point of any setup aiming to study how a
conserved charge (or conserved charges) eventually affects
the phase structure of the system, e.g., in the Bose-Einstein
condensation problem [1].

The study of how a finite charge can affect the phase
transition for a scalar field in the context of quantum field
theory dates back for example from the pioneering works of
Kapusta [2], Haber and Weldon [3,4] among others. In
Refs. [5,6] it was observed that finite charges can modify
strongly the phase transition structure of a complex scalar
field. In particular, it was shown in details in Ref. [6] that a
sufficiently large fixed charge in the context of a constant
ratio for the number over entropy densities, like for instance
as expected to appear in cosmological settings, a broken
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symmetry could persist at sufficiently high temperatures.
Likewise, under the same conditions, an originally sym-
metric phase in the vacuum could get broken at high
temperatures. This is what characterizes a symmetry
inversion phase transition at high temperatures. These type
of phenomena are reminiscent of a symmetry nonrestora-
tion (SNR) or inverse symmetry breaking (ISB) type of
transitions first studied by Weinberg in Ref. [7]. The
difference here, it is that these unusual transition patterns
studied in Ref. [6] would originate from finite density
effects already in the case of an one field case, whereas in
Ref. [7] they originate only at finite temperatures for the
case of multiple coupled scalar fields, with both inter and
intracouplings and with suitable choices of those coupling
constants.

In the present paper, we reanalyze the effects of finite
density in the phase structure of complex scalar fields, but
accounting for both situations that were studied in Ref. [7]
and in Ref. [6]. Here, we are then interested in the case
where the interplay of both coupling constants, thermal
effects and finite charges can compete or complement each
other in the way they can affect in unusual ways the phase
structure of the system. While the finite charges effects in
the phase structure of a complex scalar field were originally
studied in the context of the perturbative high temperature
approximation in Ref. [6], here we also want to reevaluate
that in terms of the nonperturbative method of the opti-
mized perturbation theory (OPT) [8-15] (see also, e.g.,
Ref. [16] for a recent review). This is specially important
since perturbation theory studies of phase transitions at
high temperatures may be unreliable as it is well known,
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which motivates the use of different nonperturbative
methods (see, e.g., Refs. [17-21] for reviews and recent
discussions).

At the final part of this work and as an applications of our
results, we will consider the condensation of kaons in the
color-flavor locked (CFL) phase of quantum chromody-
namics (QCD). The CFL phase is a color-superconducting
phase where diquark condensates break the chiral sym-
metry [22] (for a review, see, e.g., Ref. [23]). The symmetry
breaking pattern of this phase transition can be associated
with light pseudo-Nambu Goldstone bosons, where the
lightest of them are the charged and neutral kaons. The
study of the condensation of these light kaons has been
shown to be possible to be described in terms of an
0(2) x O(2)-symmetric effective scalar field theory [24-26]
that turns out to be analogous to the coupled two complex
scalal field we study in the present paper. In the previous
works [24-26] the CFL phase related to kaons condensation
were studied in the Cornwall-Jackiw-Tomboulis (CJT) non-
perturbative method [27,28]. The use of the OPT method
here allows us not only to compare with those earlier results
obtained with the CJT method, but also allows us to discuss
the Goldstone theorem, which was shown to be problematic
in those studies. However, in the OPT case, the Goldstone
theorem is exactly satisfied as we will show.

The remainder of this paper is organized as follows. In
Sec. II, we introduce the model studied in this paper, along
also with its implementation in the context of the OPT
method. The relevant thermodynamic quantities for our
study are also derived. In Sec. III, we give the many
numerical results exploring both ISB and SNR realizations
in the model and the many possibilities of phase transition
patterns that can emerge at finite chemical potential and
charge densities in a thermal environment. In Sec. IV, we
apply our results for the case of an effective model derived
from a chiral Lagrangian density describing the condensa-
tion of kaons in a CFL phase for QCD at high densities. Our
conclusions are presented in Sec. V. Two appendices are
also included, where some of the technical details are
presented.

II. OPT IMPLEMENTATION FOR THE TWO
COMPLEX SCALAR FIELD MODEL

We consider a model with two complex scalar fields, ¢
and y, with quartic self-interactions and a biquadratic
intercoupling between them. The Lagrangian density is
given by

= (0,9)(0"") — my(ddp*) — (¢¢*) (9uy) (")

A
= my (pyr”) =~ (wy)? = Ad") (ywr). (2.1)
It is convenient to write the complex scalar fields ¢
and y in terms of their real and imaginary components as,

¢ = (p)+is)/V2 and w = (y; +iy,)/V2. The

Lagrangian density (2.1) then becomes

1 1 1
= E(ayqsl)z ( u¢2) ( /41//1) + E(aﬂWZ)z -V,
(2.2)
where the tree-level potential V is
m
(qf)2 +¢3) + —*" (Wi +v3)
/1
fW+%);ﬁM+%V
/1
Z (@1 + #3) (Wi +w3). (23)

The stability of the potential requires 44 > 0, 4, > 0 and,
when A < 0, that /1(/,11,, > 942, The intercoupling A, hence,
can be either positive or negative. We will be particularly
interested in the case where A can assume negative values.

A. The effective potential at finite temperature and
chemical potential

The thermodynamical potential density is defined as

Ver(a. ) = =510 Z(6. ). (2.4)

where V is the space volume and Z(f,u) is the grand
partition function,

[e_ﬂ<H_ﬂa Qa)] s

Z(Pp) =tr (2.5)

where = 1/T, H is the Hamiltonian operator, Q, denotes
the conserved charge operators and y, are the correspond-
ing chemical potentials. The grand partition function can be
written as a functional integral over the fields as usual in
quantum field theory [29]. In the integral functional field
form, the grand partition function for the model Eq. (2.1)
then becomes

Z(p,p) :/ . D¢y Dp, Dy Dyrpe ™St (2.6)
periodic

where the functional integrals over the fields are performed
under the periodic boundary conditions in imaginary
Euclidean time, ¢;(x,0) = ¢;(x,) and w;(x,0) =
y,(x, ), and the Euclidean action Sg, is given by
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The expression (2.6) with Eq. (2.7) generalizes for
the present case of a system with two complex coupled
scalar fields the one obtained in the case of one only

complex scalar field case, as given, e.g., in Ref. [29] (see
also Ref. [6]).

B. The OPT implementation

The general implementation of the OPT in the
Lagrangian density happens through an interpolation
defined as (see, e.g., Refs. [30,31] and references there in)

L— L= (1-8)Lyn) + 5L, (2.8)
where L is the Lagrangian density of the free theory,
which is modified by an arbitrary mass parameter #.

The standard interpolation procedure given by Eq. (2.8)
gives for our model the following Lagrangian density

=1 <a,4¢1>2 (0,22

2

( ﬂl//l) + (0”1/12)2

(¢2

(‘//1 "‘l//z)

- ﬂ%ﬁ(‘ﬁ% +¢3)* — Eﬂw(w% +v3)?

5
- Mo+ ¢%)(u/? +y3)

=

~(1-5)% (¢2+¢2)( 8) - (i +y3)

2
Y (aﬂ¢l)2 + (aﬂ¢2)2 + (0 ) + (aﬂWZ)z

_$(¢2 +¢2) - Q_i(w% )
2 2
- 55%(42% +¢3)% - %‘%(W% )
- }ﬂ(cb% +43) (Wi +w3)
(2.9)

1 1
+ 505 (7 + #3) + 5

5 2611%(1//% +y3),

with QF = mj + 1, Q, = my, + n,, where 1, are mass
parameters determined through a variational procedure (see
below) and 0 is a dimensionless parameter used as a
bookkeeping parameter only to keep track of the order
that the OPT is implemented and ¢ is set to one at the end.
Note that the OPT interpolation changes the usual Feynman
rules of the theory. The quartic vertices are changed to

—idy — —id%y,
—id, = —ibA,,
—id = —id, (2.10)

and the OPT also leads to the additional vertices that come
from the interpolation procedure and that are quadratic in
the fields, which comes from the last two terms appearing
in Eq. (2.9). Their Feynman rules are simply

i6ny and  idn,, (2.11)
while the bare propagators for the fields have masses
replaced in the OPT procedure by mj, — QF and my, — Q.

All calculations are carried out similarly as done in
perturbation theory and can be evaluated at any order in 6.
Hence, up to this stage the results remain strictly perturba-
tive and very similar to the ones obtained via an ordinary
perturbative calculation. Since all quantities evaluated at
any finite order 8 in the OPT depends explicitly on Ny
these parameters need to be fixed appropriately. It is
through the freedom in fixing 7, , that nonperturbative
results can be generated in the OPT. Since 7,, do not
belong to the original theory, these parameters need to be
fixed considering some appropriate procedure. For in-
stance, one may fix them by requiring that a given physical
quantity, which is been calculated perturbatively to order-
5%, to be evaluated at the value where it is less sensitive to
this parameter. This criterion is known as the principle of
minimal sensitivity (PMS) [8]. In this work we consider the
effective thermodynamic potential (ETP), which is evalu-

k
ated to order-5F, ng>, as the appropriate quantity to be
optimized and as considered in most of the OPT works in
general.' In this case, the PMS criterion translates into the
variational relation

(8"
aVeff

—0.
My |y =gy 6=1

(2.12)

There can also be other optimization procedures that can be
applied to fix the OPT mass parameters, but they have
shown to be equivalent to the PMS one, including the
convergence properties (see, for instance, Ref. [30] for a
discussion on these issues). The optimum value for 7, and

1See, for example, Refs. [15,16,30], for examples of other
different quantities that can be optimized, different optimization
methods and a comparison between the results.
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(a) (b) © ()]

(e) ® . ® My

FIG. 1. All Feynman diagrams contributing to the ETP up to
first order in the OPT. External lines refer to insertions of the
scalar background fields ¢, and . Solid and dashed lines stand
for ¢ and y propagators, respectively. A black dot is an insertion
of 6113,5.1/, [see Eq. (2.11)]. The terms (1) and (m) indicate the mass
renormalization counterterms, with (n) and (o) showing the
corresponding diagrams constructed from these mass counter-
terms at order §. Finally, the last term (p) denotes a simple
vacuum renormalization counterterm at order 6.

i1, derived from Eq. (2.12) are now nontrivial functions of
the original parameters of the theory. In particular, 77, and
i1, become explicit functions of the couplings and, as a
consequence of this, nonperturbative results are generated.

C. The ETP in the OPT approximation

By shifting the fields around their respective background
expectations values in Eq. (2.9), which can be taken along
¢, and y; without loss of generality, then ¢; — ¢| =
$1+¢o and yi =y =y, +yo, with () = ($) =
(1) = (w>) = 0 and (¢) = ¢ho and () = o, we can,
thus, derive the effective potential at first order in the OPT,
i.e., at first order in 6. All terms contributing to the ETP
to first order in the OPT are given in Fig. 1. They are all
explicitly derived in Appendix A and the renormalized ETP
at first order in the OPT is then given by

”t/} —Hy v+

y/

#+"

+ Y(Q¢, Toug)+Y(Q,.T, ﬂw)
A

+ <§¢¢<2)+—W%—7735)X(9¢1T,ﬂ¢)

A A
+ (;‘”w% +5%% —fli)X(ﬂvavﬂw)

©) Ay
Veitr = ¢o "’ Wo + ¢0Wo

p p
+?¢X2(Q¢, Topg) + 53 X T 1)

FAX(Qy Topg)X(Qy Topy), (2.13)

where the functions Y(Q;,T,y;) and X(Q;,T,u;) haven
been defined in Appendix A and given by Eqgs. (A4) and
(AS), respectively.

D. Optimization procedure

Applying the PMS procedure Eq. (2.12) to the renor-
malized ETP Eq. (2.13), we obtain that 7, and 7, are
obtained from the coupled equations,

~ A
T :§¢¢ S0+ Xy Topy)
Np=lp
+1X(Q,/,,T,,u,l,) , (2.14)
My =My
_ Ay A~ 24
;75/ = ?WI//Q +§¢2 +TWX(QV/’T”MW) -
Np=M¢p

which are to be solved together with the ones defining the
background field values ¢ and W, obtained from,

aVc::ff R
Opo

aVeff R

=0, (2.16)
bo=hwo=ir Mo

bo=h.yo=r

which give, respectively, the expressions,

- Ap ~o A _, 22

Np=Ty
+HIX(Q,. Top,)| } —0, (2.17)
My =My
A, 22
| miy = py + 2+ r/)2 +25X(Q,. To )
6 3 My =Ty
+AX(Q) Topy)| ] —0. (2.18)
Np=M¢p

Equations (2.17) and (2.18) have the trivial solutions,
¢ = = 0, while the coupled gap equations valid when
¢ # 0 and  # 0 are given, respectively, by

Ay ~ A
2 2 b 52
- - - Q,.T
n, ﬂ¢+ 6¢ +2W 3 ( b ﬂ¢) _—
+X(Q,. T 1) =0, (2.19)
Ny =y
Ay A~ 24
2 —Mi+gwl//2+§¢2+7ylx(g"’j’”"’) o
Np=M¢p

Note that by combining Egs. (2.14) and (2.15) with
Egs. (2.19) and (2.20), we obtain
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~ 3 B
P = oo 0= ) (.21)
and
_ 3 _
B = =+ ). (2.22)
W

which gives that at the critical point for, e.g., in the
¢-direction, (Eﬁ(TW, Heg) = 0, the critical chemical poten-
tial gets uniquely fixed by

Hi,c = mi) + flgzé(Tc.qﬁ’ :uc,qﬁ)’ (223)
and, equivalently, at the critical point in the y-direction,
(T tey) =0, it leads to

ﬂl%/,c = mgl + ;]l%/(TC,l/H Mc,y/)‘ (224)

Equations (2.23) and (2.24) generalize to the present
problem the usual condition for Bose-Einstein condensa-
tion (BEC) for an ideal Bose gas [29], |u| = |m| at the
critical temperature for BEC. Note that the contribution
from the interactions to the BEC transition point enters
implicitly in the OPT functions, 77, and 7y, in Eqs. (2.23)
and (2.24).

E. The densities

From the effective thermodynamical potential, we can
compute the pressure,

)
P(pgoup T) = =Vily B (2.25)

which is evaluated at the PMS values n,, = 774 and 1, = 7,

and at the VEV values ¢y = ¢ and y, = . Given the
pressure, the densities are evaluated as

OP(py, piy, T
ny = M’ (2.26)
OP(uy, py, T
n, = M (2.27)
Ouy,

Then, making use of Eq. (2.13) in combination with the
PMS equation (2.12), we find

0¥ (Qy. iy T)

ny = ”%752 - ” B (2.28)
My
~ aY(Q ’Ml/’ T)
e RS
W

My

Note that the above equations for n4 and n,, are to be solved
simultaneously with those for the PMS, Egs. (2.14)

and (2.15), together with those for the background fields,
Egs. (2.17) and (2.18).

III. ISB AND SNR IN A THERMAL AND DENSE
MEDIUM: RESULTS

When the square masses 7 and rmy, are both positive in
the tree-level potential Eq. (2.3) and under appropriate
choice of coupling constants satisfying the boundness
condition for the potential, we have the possibility of
having ISB in one of the directions at high temperatures,
while the other field remains in the symmetric phase. On
the other hand, when the square masses mé and mﬁ, are both

negative in the tree-level potential Eq. (2.3), we have the
possibility of having SNR for one of the fields at high
temperatures, while the other one will suffer the usual
symmetry restoration at some critical temperature 7.
Figure 2 illustrates the different phases in which the
system might display depending on the choices made for
the model parameters, temperature and density. Let us
describe the four cases illustrated in Fig. 2. Case (a): the
system is in the symmetric state with respect to the two
fields, (¢) = (w) = 0. Case (b): the system is in a state
with symmetry breaking in the direction of ¢, (¢) # 0, and
symmetry restored in the direction of y, (y) = 0. Case (c):
the system is in a state with symmetry breaking in
the direction of y, (y) # 0, and symmetry restored in the
direction of ¢, (¢) =0. Case (d): the system is in
the symmetry broken state with respect to the two fields,
(@) #0 and (y) # 0. The arrows indicate the possible

SRy +1SBy

SRy +ISBy,

(c) (d)

ISBy l T SRy (SNRy)

FIG. 2. The different phases allowed by the system and the
possible directions for phase transitions when varying 7" and/or
chemical potentials , and p,,, or densities.
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25

20r

TIM

FIG. 3. The VEV ¢ for OPT and PT as a function of the
temperature (at u =0). The parameters considered are
mrzl,):mﬁ,:m2>0, M=m, py=p,=u, 4,=0.018, 1, = 0.6,
and 4 = —0.03.

transitions that the system might experience when changing
T and/or py and p,,.

In the results below, we will analyze these different cases.
We will first analyze the situation where ISB becomes
possible at high temperatures, and then the situation
where SNR becomes viable. For convenience and without
loss of generality, we will assume mé =mj, = m?* and
My = Hy = u. All quantities are normalized by the regu-

larization scale M.

A. The ISB case: mé > 0 and m3, > 0

For our numerical results we will consider for illustration
purposes the base parameters values for the couplings:
A4 = 0.018, 4, = 0.6, and 4 = —0.03. Note that though
A < 0, we have that 144, = 0.0108 > 912 = 0.0081, thus,
this choice of couplings satisfies the boundness condition
for the potential. In other words, the tree potential is safely
inside the stable region. Other choices can be made but the
results are qualitatively similar under the conditions con-
sidered here. Thus, by considering myj = my, = m* >0
and the set of coupling parameters given above, ISB can be
shown to happen in the direction of ¢ at high temperatures,
while y remains in the symmetric phase. This is what
simple perturbation theory at high temperatures would
predict for the two-field coupled complex scalar model
in the absence of chemical potentials [31]. Note that we can
recover the PT results from the OPT interpolated ETP
Eq. (2.13) by setting 14 = n,, = 0, which then gives the
ETP at first order in the coupling constants in the first order
PT approximation. In the OPT case, we do obtain though,
quantitative differences when compared with the results
from PT as we are going to illustrate.

The situation illustrated in the Fig. 3 demonstrates ISB in
the direction of the field ¢. Starting from a symmetry
restored (SR) state at T =0,u, = p, =0, the ¢ field
eventually acquires a nonvanishing VEV at a critical
temperature. Both OPT and PT are compared. One notices

25— ' ' '
u=0
20F ====" [J/M=025
----- - [J/M=0.5
15F ciiiiins uiM=0.75
s
aSS
10+
5F
0
20 25

TIM

FIG. 4. The VEV ¢ in the OPT case as a function of the
temperature and for different values of the chemical potential.
The model parameters are the same as considered in Fig. 3.

that the OPT tends to produce a higher critical temperature
than in the PT approximation case. Given the parameters
considered, the field y remains in the SR phase. The effect
of a finite chemical potential on the behavior for the VEV of
the ¢ field is illustrated in the Fig. 4. Note that for our
choice of parameters and for u held constant at the values
considered, the field y remains always with a vanishing
background expectation value, { = 0, hence, we do not
show it in Figs. 3 and 4. In Fig. 4, we restrict only to show
the OPT case, since for PT the results are similar, with the
same trend as seen in Fig. 3, leading to smaller critical
temperatures when compared to the OPT. From the results
shown in Fig. 4, we see that the chemical potential tends to
decrease the critical temperature for ISB. Thus, the larger is
the chemical potential, the easier is to reach symmetry
inversion in the direction of ¢, i.e., the ¢ field acquires
a VEV (¢) #0 at lower temperatures as the chemical
potential increases. As the field changes smoothly through
the critical point, the phase transition associated with ISB
here is of second order. The overall behavior for the critical
temperature for ISB in the direction of ¢, T'. 4, as a function
of the chemical potential, is shown in Fig. 5.

o L L L L L L L L L L L L L L
0.0 0.2 0.4 0.6 0.8 1.0
uiM

FIG. 5. The critical temperature for ISB in the ¢-field direction
as a function of the chemical potential. Here, both OPT and the
PT approximation are considered for comparison.
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The Fig. 5 shows that the higher the chemical potential,
the lower the value of the critical temperature. The presence
of charge is seen here to favor symmetry inversion (ISB),
causing it to happen at a lower critical temperature.

From the mass eigenvalues expressions given in
Appendix B, we can define the corresponding Higgs
and Goldstone effective modes for ¢ and y in the context
of the OPT. This can be done by introducing in the
definitions Eq. (B3), the thermal and chemical potential
contributions such that [31,32], M%M/) N M%{_(/I(T,qu,u,,,),

Mg, — MG 4T, py ) and similarly for the y field,
where, at first order in the OPT,

Agp ~ A
My (T b ) = 10 = i+ + 50

20,

Nyp=4p

: (3.1)

My :;II//

—l—/lX(Qy,, T, ,uy,)

Ay -y A
" ~
MG g (T b py) = mi + - 9° + 5972

2,
+ 3(/ X(Qy. T.py)

Np=Ng

+AX(Q,. T, ) , (3.2)

Ny =11y,

Ay o A
1»1%1,W'<7w7/l¢7 lly/) = ’715"+"ég'V’2 +_ ZZsz

24

+ T"’X(QV,, T.u,)

'7.,/:77.,/

|’1¢=77¢ ’

Ay o A~
MZG,W(T,/%,#V,) = mf,, +€"’W2 +§¢2

24
+_ _7321 )(<Szy/’ 7“’/191)

Ny =y
|'7¢:77¢’ (3.4)
where ¢ and {7 are obtained from the solution of Eq. (2.16),
while 774 and 77,, from the PMS equations (2.14) and (2.15).
Note that the Higgs modes must remain positive in both
symmetric and broken phases, while vanishing at the
critical point for phase transition. The Goldstone modes,
on the other hand, must remain massless in the broken
phases, according to the Goldstone theorem concerning
symmetry breaking of a continuous symmetry, while in the
symmetric phase follows the Higgs modes.

Substituting Egs. (3.1)—(3.4) in the mass eigenvalue
equation (B4)—-(B7), we obtain the corresponding ones at

T e e A e e M A
Lo, 2 2 1
[ mGJ¢/M
[.-.-. - 2 M2 1
30l mGJw/M 1
[ =mem- mﬁ¢/M2 ]
, 7
........ 2 2
[ PR 15 G, ¢/M o
L mg ., IM 4
20 Hy s o S
L 1.0f====-~ mH,¢/M R
t 05 ‘.."“~ ," 1
10+ 0.0 O IEOT 4
[ 20 25 30 35 40]
TIM 1
OF === e mem r AT AR AT DT DTN T
. . , . .
20 25 30 35 40
TIM

100 0.0 o ]
[ 20 22 24 26 28 30
™
20 25 30 35 40
TIM
(b)
FIG. 6. (a) Higgs and Goldstone modes for the fields when

Hy = ty = 0. (b) Higgs and Goldstone modes for the fields when
Uy =ty = 0.5M. In both cases, the curves for my , and mg,,
since the y field remains in the symmetric phase, ¥ = 0. The
model parameters are the same as considered in Fig. 3.

finite temperature and chemical potential, M3 — m%,’qj,

M3 = mg, 4, M5 = mi;,,, MG — mg, . These Higgs and
Goldstone modes for each of the fields are plotted in
Fig. 6 for the cases of vanishing chemical potentials
(panel a) and also for nonvanishing chemical potential
(panel b). In both cases we see that the Goldstone theorem
is correctly reproduced. The fact that the OPT satisfies the
Goldstone theorem has also been seen in previous appli-
cations [31,32].

B. The SNR case: mé <0and m} <0

In the previous subsection, we have investigated the two
coupled complex scalar field at finite temperature and
chemical potential with respect to symmetry inversion
(ISB). Let us now study the model for symmetry persist-
ence at high temperatures, i.e., we will study the case for
SNR in one of the field directions. We continue to use the
same set of bare coupling constants as before for clarity, but
now we consider that the symmetries for both the fields, in
the vacuum, are both broken, mé <0 and m} <0, such
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FIG. 7. The VEVs ¢ and § for OPT as a function of the
temperature and for different values of the chemical potential.
The parameters considered are mé =ml =-m?><0, M =m,

fp = Hy = Hs Ay = 0.018, 4, = 0.6, and 2 = —0.03.

that both fields have a nonvanishing VEV at T =0 and
Hy = ty, = 0 initially. In this case, we expect SNR in the
direction of ¢, while y should suffer the usual symmetry
restoration (SR) at high temperatures. This is illustrated
in Fig. 7.

In Fig. 8 we show the Higgs and Goldstone modes for
the fields when uy = u, =0 (panel a) and when u, =
ty = 0.5M (panel b) for the present case of SNR in the
direction of ¢ and SR in the direction of y. As in the case
studied in the previous subsection, we also see here that the
Goldstone theorem is correctly reproduced.

C. OPT results at finite temperature and density

Let us now turn our attention of how a finite density
affects the results. In the previous two subsections we were
interested in the effect of a finite chemical potential in the
transition patterns displayed by the two coupled complex
scalar field system. Here, we are interested in investigating
the same effects but now at finite densities. This is mostly
motivated by the seminal work performed in Refs. [5,6]. In
particular, in Ref. [6] it was shown that finite density effects
were already able to not only delay symmetry restoration at

(NPt

(1] SE T T TT TP PRSI | PR
12 14 16 18 20 22
TIM
(a)
10k T T T T T T T T T e

[ mg, o IM?
8f-=-e- mg o IM? .
[ 2 2
pom===- mg M
6F i 1
IEETTERRY mé , IM?
4l ]
2: _____________ ,'¢"’ -
Okl----1----1---..r.---ll'-'.- -1----1--A
10 12 14 16 18 20 22
TIM
(b)
FIG. 8. (a) Higgs and Goldstone modes for the fields when

#gp = my, = 0. (b) Higgs and Goldstone modes for the fields when
Hp =ty = 0.5M. In both cases, the curves for my , and mg,,
since the y field remains in the symmetric phase, = 0. The
model parameters are the same as considered in Fig. 7.

finite temperature, but also to promote symmetry non-
restoration for a sufficiently large charge (density). The
novelty result was that both ISB and SNR could be possible
already for a one-field model case. Here, we are interested
in studying how the finite density effects will further affect
the phase transition pattern when considering the case of
more than one coupled complex scalar field. In order to
facilitate the comparison with Ref. [6], we will also
assume densities for the fields such that the ratio of
number density to entropy density is kept fixed. The
motivation here, as also in Ref. [6], stems from the fact
that in an adiabatic expansion, with the entropy remaining
constant, the ratio of charge density over entropy density
remains constant. This is like the expected situation in the
case of the expanding Universe in the radiation dominated
phase when in the absence of entropy production proc-
esses. Thus, we assume from now on that the charge
density n; of the fields over entropy energy density
remains constant, n;/s = constant. Since in the ultra-
relativistic case, s « T° and n; « T3, we take [6]
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FIG. 9. The behavior of the VEV of the fields, (7) (panel (a) and
¥ (panel b), as a function of temperature and for two values for
the constant parameter z; in the charge density expression
Eq. (3.5). The parameters are such that mj = my, = m* > 0,
M=m, 1, =1,=1 44 =0.018, 4, = 0.6, and 1 = —0.03.

n; = Tl'T3, (35)
where 7; is the proportionality constant.” For simplicity,
we will also assume 7,4, = 7, = 7. The case of asymme-
tries in the charge densities can be implemented without
difficult, which can be of interest in the case of systems
with large differences in the parameters (e.g., in the
masses, or which can have large differences in the way
both fields might be coupled to additional radiation fields
in the system).

By using Eq. (3.5) in conjunction with the equations
defining the densities, Eqs. (2.28) and (2.29), together
with the PMS and gap equations, we study the behavior of
the fields expectations values ¢ and i as a function of the
temperature and fixed ratio 7. In Fig. 9 it is shown the
VEV of the fields, ¢ (panel a) and ¥ (panel b), as a

*Note that in Ref. [6] the proportionality constant was denoted
by 7. To not confuse with the OPT usual parameter notation, we
use here instead 7; as the proportionality constant.

!
LI
v
1

v —

L

15 20 25
TIM
(b)

FIG. 10. The behavior of the VEV of the fields, 475 (panel (a) and
¥ (panel b), as a function of temperature and for some
representative values for the constant parameter z; in the charge
density expression Eq. (3.5). The parameters are such that
mé :m,%, =-m?2<0, M=nm, 5 =1,=71, 44 =0018,
Ay = 0.6, and 1 = —0.03.

function of temperature. Two representative values of 7
have been used for illustration. Note that for the param-
eters considered, in the absence of finite charge effects
ISB is expected to happen in the direction of the ¢ field
(see, e.g., Fig. 3). In the presence of finite charge
densities, we see that two effects appear. First, the ISB
transition can happen earlier, i.e., at a lower critical
temperature. Second, there is now also an ISB transition
in the y field direction, i.e., { can now acquire a
nonvanishing value at finite temperatures and also here
we see that the larger is 7, the lower is the critical
temperature for ISB in the direction of y. Finite charges
are then realizing the transition pattern (a) — (b) —
(d) shown in Fig. 1 in the present case.

In Fig. 10 we now consider the case where both fields
are initially in their broken symmetry states, i.e., ¢ # 0
and  #0at T = 0 and py = p,, = 0. For the parameters
considered, in the absence of finite charge densities,
the transition pattern expected is the one shown in
Fig. 7, i.e., SNR in the direction of ¢ and usual SR
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transition in the direction of y. From Fig. 10 we now
see that besides the ¢ field remaining in a SNR state, now
the finite charge density also induces a SNR in the
direction of the y field. For the parameters considered
in Fig. 10, for a charge density over entropy density ratio
72 0.037, we find that it ceases to exist a critical
temperature for SR in the direction of y and the field
remains in a SNR state.

As a note to be remarked here, even though we have in
this part of the work continued to work with a negative
value for the intercoupling A, in the presence of finite
charge densities both situations shown in Figs. 9 and 10 are
still realized. ISB and SNR happens independently of the
sign of the coupling between ¢ and . This happens
exclusively because of the effect of considering large
enough densities. Our results then generalize to the two-
field case the situation found in Ref. [6], where it was
studied for the one-field case.

IV. APPLICATION TO CONDENSATIONS
OF KAONS

As one of the possible applications of the methods and
results studied in this paper, one can consider the problem
of the condensation of kaons in QCD. Let us start by briefly
reviewing the role of kaons in the so-called CFL phase of
QCD at high densities and how it can be modeled with a
system analogous to the model we have studied in the
previous sections.

In QCD with three degenerate flavors and at
asymptotically high density and low temperatures, the
ground state for the quark matter is supposed to be in
the so-called CFL state [22,23], with diquark condensates.
This is a color superconducting state, where the
quarks can pair and form Cooper pairs, similar to
what happens to electrons in a condensed matter super-
conductor material. In this situation, that can happen at
sufficiently large densities, the original symmetry
group SU(3). x SU(3), x SU3)g x U(1)g, with the
color gauge group SU(3), and the chiral symmetry group
SU(3), x SU(3)g, is broken down to SU(3).,; .. The
residual group locks the rotations of color with rotations
of the flavor, since SU(3).; , r is a linear combination of
the generators of the original group. The breakdown of
the chiral symmetry gives origin to an octet of pseudo-
Goldstone modes and a singlet mode, which comes from
the breakdown of the baryon-number group U(1),. The
latter group is called the superfluid mode, since it is
responsible for the superfluidity of the CFL phase. At
high densities all of the modes can be regarded as
approximately massless by neglecting the masses of
the quarks (e.g., the quarks up, down, and strange).
This is a rather different situation than that one at
moderated densities, when the chiral symmetry is explic-
itly broken and the superfluid mode is the only one that
remains massless, while the meson modes acquire mass.

This scenario, of moderate densities (about the order of
several times the nuclear density), is the one expected for
example in the interior of neutron stars [33] and the order
of the expected value for the chemical potential is about
500 MeV. The lightest mesons, except the massless
superfluid mode, are the charged and neutral kaons
K*, K~ and K°, K°, while the strange quark, for example,
has its mass in somewhere between the current quark
mass, 100 MeV and the constituent quark mass, 500 MeV.
Likewise, it is to be noted that for a boson chemical
potential larger than its vacuum mass, the boson will
suffer a Bose condensation. This is what is supposed to
happen with kaons in a dense medium. The low in-
medium kaon mass can, thus, lead to the formation of a
kaon condensate.

As the symmetry-breaking pattern explained above is the
same as in vacuum QCD, it is expected the low-energy
properties of the CFL phase to be well described in terms of
an effective chiral Lagrangian at high densities for the octet
of (pseudo-) Goldstone modes and the superfluid mode.
The condensation of kaons can then be described by an
effective chiral Lagrangian density for the mesons in the
CFL phase as given by [24,25]

L= %tr[(aoz + [A, Z])(@OZ' - [A’ Z]}) _ U%(alz) (6,2‘)]

af;2z ~1 t
+7detMtr[M Z+E0]+ ..., (4.1)

where X denotes the meson field, A? are the Gell-Mann
matrices, f,, v,, and a are constants, which can be found
by appropriate matchings [34-36]. In Eq. (4.1) pg is the
chemical potential for electric charge and ¢“ describes
the octet of Goldstone bosons. The ellipses in Eq. (4.1)
stand for higher order terms in the chiral Lagrangian
density expansion. The matrix A acts as a zeroth compo-
nent of a gauge field, which can be expressed in terms
of the diagonal matrices Q = diag(2/3,—-1/3,—1/3) and
M = diag(m,, m4, m;), with the chemical potential x,
and the baryon chemical potential p related by A =
poQ —M?/(2u).

Using perturbative calculations for QCD at high den-
sities, it is possible to determine the parameters f,, v, and
a. By writing the meson field X as

S — oS (4.2)

and expanding to fourth order in the meson fields, from
the Lagrangian density (4.1), the effective Euclidean
Lagrangian density for the kaons can be written in the
form [24]
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e[ 2] s
+| (e )os | (52m ) :] + @@

+ mi®i @ + miDy®@; + f1 (P[D))? + fr(D3D,)?
+ 20( DD, ) (D3 D,), (4.3)

where the complex doublet scalar field (®;,®,)
can be identified with the charged and the neutral kaons,
(K., Kg) = (®,D,), with the chemical potentials y; and
1, associated with the conserved charges for @, and @,,
respectively. The effective model for the kaons, when
expressed in the form of Eq. (4.3), is just of the same
form as the model we have studied here, in terms of the
Euclidean action Eq. (2.7), and by identifying, e.g., (¢, w)
with (@, ®,), or, equivalently, with (K, K), with also
my =my, my, =m,, i =1,/6, p =4,/6 and a = 1/2.

In Refs. [24-26] the kaon condensation problem with the
effective model Eq. (4.3) was studied using the CIT
method. Here, we want to compare the same results but
in terms of the OPT. This also gives us an opportunity for
contrasting our results with a different nonperturbative
method. To facilitate this comparison, we will make use of
the same parameters considered for example in Ref. [26]. It
should be noted that in Ref. [24], the authors, for simplicity,
disregarded the quantum contributions in their analysis
and kept only the thermal integrals in the expressions.
The authors in Ref. [25] made use of slight different choice
of parameters than the ones used in Refs. [24,26], but in all
the cases the results obtained were qualitatively similar.
Since in Ref. [26] the authors kept all the correction
terms (quantum and thermal) in their expressions, we find
easily to compare their results with ours. In the parameters
considered in Ref. [26], we have for instance that
my = 5 MeV, my = 4 MeV, HI = Uy = 4.5 MeV, ﬂ] =
0.0048, B, =0.005 and «a = 0.046. The authors of
Ref. [26] have also worked with a fixed value for the
renormalization scale M as M = 4.5 MeV. Given that
m, < Uy, condensation of K, which is associated with the
®, complex scalar field in Eq. (4.3), is expected to
happen.

In Fig. 11 we show how the VEV associated with the ®,
field (e.g., with K,) changes with the temperature. The
transition temperature found in the context of the OPT is
T.k,~42 MeV. This result completely agrees with the
one found in Fig. 2 of Ref. [26]. For comparison purposes,
we also show in Fig. 12 the way that the effective
thermodynamic potential changes along the @, field
direction. We have considered a variation of 0.1 MeV
around the critical temperature. The phase transition is
found to be of second-order, which is also in agreement to
the results shown in Fig. 3 of Ref. [26].

The self-consistent kaon masses discussed in Refs. [24—
26] are equivalently expressed in terms of the Egs. (3.2)

30:v T T T T T T T |
25F J

20f ]

(Ko)MeV]

<
0 El VRN ST T S SN S ST N SN S S S ST ST T o S S S S S O W S S W '}
0 10 20 30 40 50 60 70
T[MeV]
FIG. 11. The neutral kaon K, (®,) VEV as a function of the

temperature for the parameters given in the text.

and (3.3), which we have defined previously. In
the notation used in Refs. [24-26], they can be identified
with their self-consistent masses M| and M5 (note that in
Ref. [25], they identify K, with ®; and K, with ®,
instead). These self-consistent masses are shown in Fig. 13.

0.10 ,
----- T,-0.1MeV ;
0.08F ;
TG ~l'

----- - T,+0.1MeV

0.06
0.04
0.021

A Vog[Me V]

—"‘

0.00

-0.02+

-0.04F ]

d,[MeV]

FIG. 12. The thermodynamic potential (subtracted by its value
in the vacuum) as a function of the VEV in the ®, field direction.

M; sl

T[MeV]

FIG. 13. The self-consistent kaon masses M; and M3 in the
notation of Refs. [24,26]. Here, the masses are normalized by the
value 4 = 4.5 MeV.
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An issue of particular importance discussed in Refs. [24—
26], was the difficulty of the Goldstone theorem to be
satisfied in the CJT formalism. Slight variations of imple-
mentation of the CJT in those references have been
proposed in order for the Goldstone theorem to be satisfied
at least in an approximate form. As we have already
discussed in the previous sections, in the OPT formalism,
as seen explicitly at the order of the OPT considered in the
previous section, the Goldstone theorem is satisfied exactly.
As we have already demonstrated the validity of the
Goldstone theorem through the mass eigenvalues defined
in the previous sections and exemplified, e.g., by Figs. 6
and 8, we refrain here from doing the same thing, but using
simply a different set of parameters.

Finally, we can also implement the constrain of charge
neutrality for the kaon system in the same manner as
discussed in Refs. [24-26]. This is of particular importance
when applying the results for bulk matter in compact stars,
where there is overall color and electrical charges neutral-
ity. By assuming an ideal Fermi gas for the background of
electrons, charge neutrality can be implemented by adding
to the Lagrangian density Eq. (4.3) the contribution from
the electrons,

‘Celectrons =y, (a + yoﬂQQe - me)l//e’ (44)
where v, here denotes the Dirac field for the electron, Q,
the electron charge, y the chemical potential and m, the
electron mass. The additional contribution for the thermo-
dynamic potential, in the high temperature approximation
T > m,, is simply

Pfé /‘ZQ 2 s

Vet electrons = — 226 T 130 T4, (4.5)
for which the electron charge density gives,
n, = o\ o ps (4.6)
322 3

~.s
......

T[MeV]

FIG. 14. The chemical potentials for the kaons and electron
when imposing charge neutrality.

The overall charge neutrality for the system imposes the
constraint (recalling the we are associating the complex
scalar field ®; with the charged kaon)
ny + n, = 0. (47)

In Fig. 14, we show the chemical potentials associated
with the kaons and electron as a function of the temper-

ature. This result can be contrasted for instance with the
Fig. 7 in Ref. [24] or Fig. 1 in Ref. [26].

V. CONCLUSIONS

In this paper we have studied the question of achieving
symmetry inversion and symmetry persistence, ISB and
SNR, respectively, at high temperatures when finite charges
are taken into account. The results were studied by making
use of the nonperturbative OPT method, which has already
been used successfully before in many other different
contexts.

We have shown that the chemical potential for the fields
tends to favor both ISB and SNR phenomena in the context
of a two complex scalar field system. This happens such
that, for instance, the critical temperature for ISB becomes
smaller the larger are the chemical potentials for the fields.
When studying the same system at finite density charges,
we have followed the pioneering work considered in
Refs. [5,6], which studied the one complex scalar field
case. By working with a fixed charge density over entropy
density ratio, which is motivated for example in cosmo-
logical settings, we have demonstrated that charges den-
sities further facilitate both ISB and SNR. The finite density
effects allow for both fields to experience ISB or SNR,
which is not allowed in the absence of conserved charges.
Our results, thus, extend to multiple coupled complex
scalar field systems the study originally performed only
in the one complex field case.

Finally, as an application of our results and the OPT
method used in our study, we have considered the con-
densation of kaons, as expected, e.g., in a CFL phase of
QCD at large densities. We have contrasted our results with
similar ones previously considered in the literature, but
which made use of the CJT nonperturbative method. Our
results with the OPT, besides of comparing favorable with
those obtained with the CJT method, have the additional
advantage of being simpler in implementing and at the
same time fully satisfying the Goldstone theorem, which
has been a particular issue in the other nonperturbative
methods.
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APPENDIX A: THE ETP TO FIRST
ORDER IN THE OPT

Let us explicitly derive each one of the terms in Fig. 1
and which contribute to the ETP at first order in the OPT.
We work in Euclidean space, with momentum square
denoted by P? = p3 + p% where p, =w, =2anT, n €
Z and w,, are the Matsubara’s frequencies for bosons. All
momenta integrals are evaluated in dimensional regulari-
zation in the MS scheme. Hence, the momentum integrals
in the loop contributions at finite temperature and chemical
potential are represented by

L-r ¥ (%) [

where p; = py(,) is the chemical potential associated with
the ¢(y) field. The divergent vacuum momentum integral
terms are regularized in the MS scheme, with d = 3 — 2e,
v 1s the Euler-Mascheroni constant, y, ~ 0.577, and M is
the arbitrary mass regularization scale. The sum in Eq. (A1)
is performed over the Matsubara’s frequencies.

Performing the sum over the Matsubara’s frequencies
and the momentum integrals in dimensional regularization,
we have for instance that

(A1)

Y(Q T, u) = 23—;2 [m (%2) - %] IR QT ), (A4)
and
X(Q T u) = % {m (EZ) 1] Q. T, ), (AS)

with Jp(Q,T,u) and I5(Q,T,u) denoting the thermal

integrals, are defined as
2
-/ z2+‘;—2+%:|

Jp(Q, T, u) = zzz{ln [1
-/ 2 +%-4
+In [l—e r ]}, (A6)
and
BT a2
T2 0 2
= 2/ dz <
(A7)

1 1
+
2,02 n 2,02 n
Z+—2+7 Z+—2—T
eV T -1 eV T -]

Note that in the notation of Harber and Welson, Ref. [37],
the thermal integrals in Eqgs. (A6) and (A7), are given,
respectively, by

" Tp(Q. T p) = ———=—h5(y.7) (A8)
2 2 Q1 3
P and
and o,
2 QT W) =T M0 (A9)
1 Q1
=- -+ X(Q,T,u), A3
IPz + Q2 (4m)* e ( 2 (A3) where y = Q/T and r = u/Q. As shown in Ref. [37], the
i thermal functions h$, (y.r) have a high temperature
where expansion given by
|
2n—1 n 2
Ty - (_1) Y\~ YE W(”+1) 2 3 2
hs =——(-1 n — | In = Fy 1,1,1—-n;=,2;
a1 021) =35 D7) +2[r(n+1)]2 <2> [ <4n>+2 Ty T bLimmg sy

(<1 [\ Y\ T(2k+ 1)C(2k+1) I
+2r(n+1>(§> ZH)k(E) Xr(k+1)r(k+1+n)2F‘(‘k"”‘k’i”")

k=1

n+1 kz‘: <>2kr‘(n k()kgizg—zk)zﬂ<_k,n—k;%;r2>,

(A10)
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where y(n) is the Digama function, ,F;(a,b;c;z) and
3Fy(a,b,c;d, e;z) are hypergeometric functions, {(n) is
the Riemann zeta function and I'(n) is the Gamma function.

Individually, each diagram shown in Fig. 1, after
performing the sum over the Matsubara’s frequencies
and the momentum integrals for the vacuum terms, is then
explicitly given by

ve) = Z:ln (P> +Q2)

P

94 ! Y(Q,, T, All
- 2(4”) -+ ( b /’t(/I) ( )
(b) 2 2 93/ 1
Ve = ) _ In(P*+ Q) = —W2+ Y(Q,. T, u,),
P
(A12)
02
(e) _ 1 _ 2 ¢
Veff _5’7¢ipz+9(2/)__57]¢ |:_ (4”)2E+X(Q¢’ T7ﬂ¢):| s
(A13)
2
(@) _ -
Veff __énl%jipz‘f'ggl - ’7% |:_(4 V/)2 X(Qy/vTa,uy/):|y
P
(A14)
(€ _ s* o 1
Vet :5_4502 > 5
¢ 3 . P?+ Q5
L 2 <% l+X(Q T,uy) (A15)
3 P70 (471')26 ¢ L5 Ko
() _ g 1
Veff _5?1,[ %¥P2+Qi
1 [ Q1
255/11//‘/’0 —(4ﬂ)2g+X(QW,T,yV,) , (A16)
(9 _ A 1
Ve(t{f _55W%IP2+Q{Q)
P
L. < 1+X(Q T, uyu) (A17)
— 270 (4r)% e o oK) |
(h) A 1
Veff §¢%¥P2+Q3,
—15/1452 95’ 1JrX(Q T, u,) (A18)
270 T (4npe v H

ﬂ) (A19)

(A20)

202
Y e
(4rm)* €

1

(4][) [Q2X(Qvﬂ Tw“v/) + Qg,X(qu, T, /445)]
L2 o) L wiey)
(4”)4 ? W

+X(Qp Topg)X (R, T, ﬂw)}, (A21)

where in the above expressions, we have also defined

1 QZ 2 1 2
| -1 —
2 {H<M2> ] +2+ 12
The divergent terms in Eqs. (A15)-(A18) can be elim-
inated by introducing the mass counterterms in the OPT
Lagrangian density Eq. (2.9) by redeﬁning the bare quad-

ratic OPT masses as mé — m3 + Am2 and m - mf,—l—

W(Q) = (A22)

Am? o where the counterterms Am¢ and Amv, are given,
respectlvely, by
1 204,
Am2 = =LQl + 619 A23
" 167[26( 3 * ) (A23)
1 204,
2 _ v 02 2
Amy, = To2e ( 3 Q, + 5/1§2¢>. (A24)

These mass counterterms then give the explicit additional
contributions at order 6,

v = %, (A25)
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w Aml
Véff) Y Cyg (A26)
The mass counterterms also enter as additional

vertices, just like in the standard perturbation theory
case, which then lead to the additional loop contributions

at order 9,
(n) 1 2(‘)‘14) 2 2 I 1
v\ — Q= 4 51Q —
T l6n%e < 3 T | Ly Q;
P

5 Q2
(o) -t

3 (471')4 €
1
X0 Tng) ~ W@ (a2
(0) 1 20k 1o 2
Vet = Q, + 61,
et 7 16ne < * P2 + QZ
260, 92 1
= LQ2 + 8202 ) |- L~
(568 o) |-
1 Q?

Finally, the remaining divergences are all vacuum terms,
which can be canceled by adding to the OPT Lagrangian
density Eq. (2.9) a vacuum renormalization counterterm,
|

s — Q4+Q41 5

2 202
Vet =AV = 2(47[) c - (471_)2 [7](/)9 Qll/]
5 Ay A
+ e ggj; - ?"’Qﬁ, +Q3Q7 | (A29)

Note that at first order in the OPT there are no vertex
counterterms that are required. Vertex counterterms do
appear though when carrying out the OPT at second order
and higher orders (see, e.g., Refs. [13,15]).

Putting all terms together, we find the renormalized ETP
in the OPT at first order as given by Eq. (2.13) in the text.

APPENDIX B: ENERGY SPECTRUM AND THE
MASS EIGENVALUES

By shifting the fields around their background expect-
ation values, ¢, and y in the Lagrangian density Eq. (2.2),
the quadratic part of the Lagrangian density in the fluc-
tuation fields, £,, reads like

b1
(1, o w1 w) M ’

Vi
4]

(B1)

N =

where M is the 4 x 4 matrix of quadratic coefficients. In
the Euclidean momentum representation it gives the free
inverse propagator matrix,

w? +p*+ M%,’tp —2uyw, Adowo 0
24,40 ol +p*+ M2, 0 0
Gal(a)rh p) = ¢ ! ! Gd 2 2 2 (BZ)
/1¢01//0 0 wy + P + MH,y/ _2/’[1//6011
0 0 2p,@, w2 +p> + MZG.(],)
where we have defined , My, + My,
Ml -
2
A A M2 _ M2 2
M%I$¢Em3,_ﬂ%¢+—¢¢%+_l//%a +\/M+A2¢%W%’ (B4)
M, =md — i + ¢¢ : (B3)
G =My~ Hy T 90 2 Vo M} =M, (BS)
with.analogou.s expressions for My, fmd M Gur> replacing , M %1’45 + M%{,u/
the fields labeling in the above expression. The eigenvalues 3= D)
of the free inverse propagator matrix Gy'(w,,, p), denoted
2, 2 : . (M2, , — M3, ,)?
here as w; + € (p), i = 1,...,4, give the energy spectrum _ H.¢ Hy) | 222 (B6)
(dispersion relations) for the particles in the model. The 4 0ro
expressions for &7(p) are long and cumbersome, however,
. 2 . o . .
the mass eigenvalues M7, when taking @, = 0, [p| = 0 in M2 = M, . (B7)

Eq. (B2), are simple and they are given by
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Note that from the tree-level potential,

2 _ 2
My, — Hy w2
2 0

2 2
my — ji;
Vo=~ +

A A A
b 44 Vo4 2.2
+I¢0+EW0+Z¢0W0, (B8)
which when it is minimized with respect to the fielgs, we
obtain that the tree-level vacuum expectation values ¢ and
W, are given, respectively, by

7= —62,, (m — ) + 182(my, — ;)

0 . (B9)
Ayhy — 922

_ =6y (miy — ) + 184(mf — )
Ay — 92> '

W}

(B10)

When substituting ¢y = ¢y and w, =, in the mass
eigenvalues, we can recognize that M; and M, are,
respectively, the Higgs and Goldstone modes associated
with the complex scalar field ¢, while M5 and M, are,
respectively, the Higgs and Goldstone modes associated
with .
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