## Measurement of branching fractions of $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ at Belle

L. K. Li®, K. Kinoshita®, I. Adachi®, J. K. Ahn®, H. Aihara®, S. Al Said®, D. M. Asner®, T. Aushev®, R. Ayad®, V. Babu®,
 A. Bobrov®, D. Bodrov®, G. Bonvicini®, J. Borah ©, A. Bozek®, M. Bračko®, P. Branchini®, T. E. Browder®, A. Budano®, M. Campajola®, D. Červenkov®, M.-C. Chang•, A. Chen®, B. G. Cheon®, K. Chilikin®, K. Cho®, S.-J. Cho®, Y. Choi®,

S. Choudhury©, D. Cinabro®, S. Das®, G. De Nardo®, G. De Pietro®, R. Dhamija®, F. Di Capua©, J. Dingfelder®, Z. Doležal®, T. V. Dong®, D. Epifanov®, T. Ferber®, D. Ferlewicz®, B. G. Fulsom®, R. Garg®, V. Gaur®, A. Garmash®, A. Giri®, P. Goldenzweig•, B. Golob®, G. Gong®, E. Graziani®, Y. Guan•, K. Gudkova®, C. Hadjivasiliou®, S. Halder®, X. Han®, K. Hayasaka®, H. Hayashii®, M. T. Hedges©, W.-S. Hou®, C.-L. Hsu®, K. Inami®, N. Ipsita®, A. Ishikawa®, R. Itoh®, M. Iwasaki®, W. W. Jacobs®, E.-J. Jang®, Q. P. Ji®, S. Jia®, Y. Jin®, K. K. Joo®, K. H. Kang®, T. Kawasaki®, C. H. Kim®, D. Y. Kim®, K.-H. Kim®, Y.-K. Kim®, P. Kodyš๑, A. Korobov®, S. Korpar®, E. Kovalenko®, P. Križan®, P. Krokovny®, T. Kuhr®, M. Kumar®, R. Kumar®, K. Kumara®, Y.-J. Kwon®, T. Lam®, J. S. Lange®, S. C. Lee®, C. H. Li®, S. X. Li®, Y. Li®, Y. B. Li®, L. Li Gioi®, J. Libby®, K. Lieret®, Y.-R. Lin®, D. Liventsev®, T. Luo®, M. Masuda®, T. Matsuda©, D. Matvienko®, S. K. Maurya®, F. Meier®, M. Merola®, F. Metzner®, K. Miyabayashi®, R. Mizuk®, R. Mussa©, I. Nakamura®, T. Nakano®, M. Nakao®, Z. Natkaniec®, A. Natochii®, L. Nayak®, M. Nayak®, N. K. Nisar®, S. Nishida©, S. Ogawa®, H. Ono®, P. Pakhlov®, G. Pakhlova®, S. Pardi®, H. Park®, J. Park®, A. Passeri®, S. Patra®, S. Paul®, R. Pestotnik©, L. E. Piilonen©, T. Podobnik©, E. Prencipe©, M. T. Prim®, A. Rostomyan©, N. Rout®, G. Russo®, Y. Sakai®, S. Sandilya®, V. Savinov®, G. Schnell®, J. Schueler®, C. Schwanda®, A. J. Schwartz®, Y. Seino®, K. Senyo®, M. E. Sevior®, W. Shan®, M. Shapkin®, C. Sharma®, C. P. Shen®, J.-G. Shiu®, F. Simon®, J. B. Singh®, E. Solovieva®,

 F. Tenchini®, M. Uchida®, T. Uglov®, Y. Unno®, K. Uno®, S. Uno®, P. Urquijo®, S. E. Vahsen®, R. van Tonder®, G. Varner®, K. E. Varvell®, A. Vinokurova®, A. Vossen®, D. Wang®, M.-Z. Wang®, X. L. Wang®, M. Watanabe®, S. Watanuki•, O. Werbycka®, J. Wiechczynski®, E. Won®, X. Xu®, B. D. Yabsley®, W. Yan®, S. B. Yang•, J. Yelton®, J. H. Yin®, C. Z. Yuan©, L. Yuan®, Y. Yusa®, Z. P. Zhang©, V. Zhilich•, and V. Zhukova©

## (Belle Collaboration)

© (Received 6 October 2022; accepted 14 November 2022; published 15 February 2023)
We present a study of a singly Cabibbo-suppressed decay $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and a Cabibbo-favored decay $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ based on $980 \mathrm{fb}^{-1}$ of data collected by the Belle detector, operating at the KEKB energy-asymmetric $e^{+} e^{-}$collider. We measure their branching fractions relative to $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$ : $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right) / \mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)=(1.48 \pm 0.08 \pm 0.04) \times 10^{-2}$ and $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right) / \mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)=$ $(2.73 \pm 0.06 \pm 0.13) \times 10^{-1}$. Combining with the world average $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)$, we have the absolute branching fractions, $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)=(2.35 \pm 0.12 \pm 0.07 \pm 0.12) \times 10^{-4}$ and $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)=$ $(4.35 \pm 0.10 \pm 0.20 \pm 0.22) \times 10^{-3}$. The first and second uncertainties are statistical and systematic, respectively, while the third ones arise from the uncertainty on $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)$. The mode $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ is observed for the first time and has a statistical significance of $>10 \sigma$. The branching fraction of $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ has been measured with a threefold improvement in precision over previous results and is found to be consistent with the world average.
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## I. INTRODUCTION

The weak decays of charmed baryons provide an excellent platform for understanding quantum chromodynamics with transitions involving the charm quark. The decay amplitudes consist of factorizable and nonfactorizable contributions. The latter may play a nontrivial or essential role and are approached in various ways, including the pole model [1,2], the covariant confined quark
model [3,4], current algebra [5-7] and $\mathrm{SU}(3)_{\mathrm{F}}$ symmetry [8-10]. To date, there is no established phenomenological model that consistently describes baryon decays. Precise measurements of branching fractions of charmed baryon weak decays are useful for studying the dynamics of charmed baryons and testing the predictions of theoretical models. In addition, the singly Cabibbo-suppressed (SCS) charm decays are essential probes of $C P$ violation in the charm sector [11-13] and new physics beyond the standard model [14-16].

Experimentally, the investigation of charmed baryons is more challenging than that of charmed mesons, mainly due to lower production rates. For the lightest state, $\Lambda_{c}^{+}$, hadronic modes have been studied at several experiments, but some have yet to be observed or are measured with low precision [17]. For the Cabibbo-favored (CF) channel $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ [18], the world average branching fraction, $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)=(4.15 \pm 0.90) \times 10^{-3} \quad[17]$, still has a large uncertainty ( $22 \%$ ). The SCS mode $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$, for which the predicted branching fraction is $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)=(1.9 \pm 0.4) \times 10^{-3}$ based on $\mathrm{SU}(3)_{\mathrm{F}}$ symmetry [19], has not previously been observed.

In this paper, we present a precise measurement of $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)$ and $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)$ based on the full Belle dataset. For both of these three-body decays, the Dalitz plot is of interest for the study intermediate resonances. Understanding the nature of $N^{*}(1535)$ is very challenging and important for hadronic physics. The mass of $N^{*}(1535)$, with spin parity $J^{P}=1 / 2^{-}$, is larger than that of the radial excitation $N^{*}(1440)$, in opposition to predictions of classical constituent quark models [20]. The $N^{*}(1535)$ also couples strongly to channels with strangeness, such as $\eta N$ and $K \Lambda$, which is difficult to explain within the naive constituent quark models [21,22]. The inclusion of five-quark components gives a natural explanation for these properties [23]. The $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ decay, in which the final-state $p \eta$ is in a pure isospin $I=1 / 2$ state, is an ideal process for studying the $N^{*}(1535)$ resonance, as $N^{*}(1535)$ has a large branching ratio to $p \eta$, in $S$-wave. Other intermediate resonances of interest are the light scalars $a_{0}(980)$ and $f_{0}(980)$, which both couple to $K \bar{K}$ in $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$. They contribute to the SCS $\Lambda_{c}^{+}$decays $\Lambda_{c}^{+} \rightarrow p K \bar{K}$ and $\Lambda_{c}^{+} \rightarrow p \pi \pi$, as predicted in Ref. [24], and likely contribute to $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$, based on isospin symmetry. The nature of $f_{0}(980)$ and $a_{0}(980)$ remains poorly understood and continues to be controversial [25-27]. They are often interpreted as compact tetraquark states [28-30] or $K \bar{K}$ bound states [31,32]. Therefore, we reconstruct the Dalitz plots of $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ decays to check such interesting intermediate resonances.

## II. DETECTOR AND DATASET

This analysis uses the full dataset recorded by the Belle detector [33] operating at the KEKB energy-asymmetric
$e^{+} e^{-}$collider [34]. This data sample corresponds to a total integrated luminosity of $980 \mathrm{fb}^{-1}$ collected at or near the $\Upsilon(n S)(n=1,2,3,4,5)$ resonances. The Belle detector is a large-solid-angle magnetic spectrometer consisting of a silicon vertex detector, a central drift chamber (CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement of time-of-flight scintillation counters (TOF), and an electromagnetic calorimeter (ECL) consisting of $\mathrm{CsI}(\mathrm{Tl})$ crystals. These components are all located inside a superconducting solenoid coil that provides a 1.5 T magnetic field. The iron flux-return of the magnet is instrumented to detect $K_{L}^{0}$ mesons and to identify muons. The detector is described in detail elsewhere [33].

Monte Carlo (MC) simulated events are generated with EviGen [35] and PYTHIA [36], and are subsequently processed through the full detector simulation based on GEANT3 [37]. Final-state radiation from charged particles is included at the event generation stage using рнотоs [38]. "Generic" MC samples include $B \bar{B}$ events and continuum processes $e^{+} e^{-} \rightarrow q \bar{q}(q=u, d, s, c)$ corresponding to an integrated luminosity three times that of the data. Samples of MC events of $\Lambda_{c}^{+}$signal decay modes are produced in the $e^{+} e^{-} \rightarrow c \bar{c}$ process, decayed uniformly in three-body phase space, and used to study the efficiency.

## III. EVENT SELECTION

We reconstruct the two signal modes $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ and their reference mode $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$. The event selections are optimized based on a figure of merit (FOM), defined as FOM $=\varepsilon_{S} / \sqrt{N_{B}}$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ due to its branching fraction having not yet been measured, and $\mathrm{FOM}=N_{S} / \sqrt{N_{S}+N_{B}}$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ assuming its current world average branching fraction [17]. Here $\varepsilon_{S}$ is the selection efficiency of signal, $N_{S}$ and $N_{B}$ are the expected yields of signal and background, respectively, based on numbers of candidates in the $M\left(\Lambda_{c}^{+}\right)$signal regions, where $M\left(\Lambda_{c}^{+}\right)$is the invariant mass of reconstructed $\Lambda_{c}^{+}$candidates. These signal regions are defined to be within 10,22 , and $18 \mathrm{MeV} / c^{2}$ of the nominal $\Lambda_{c}^{+}$mass [17] for the $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}, \Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$ channels, respectively; each signal band includes $\approx 98 \%$ of the signal. For the expected background, $N_{B}$, the number found in MC is multiplied by the data/MC yield ratio in the $M\left(\Lambda_{c}^{+}\right)$ sideband region ( $30<\left|M\left(\Lambda_{c}^{+}\right)-m_{\Lambda_{c}^{+}}\right|<50 \mathrm{MeV} / c^{2}$ ), where $m_{\Lambda_{c}^{+}}$is the nominal $\Lambda_{c}^{+}$mass [17].

The particle identification (PID) likelihood for a given particle hypothesis, $\mathcal{L}_{i}(i=\pi, K, p)$, is calculated from the Cherenkov photon yield in the ACC, energy-loss measurements in the CDC, and time-of-flight information from the TOF [39]. Charged tracks satisfying $\mathcal{R}(p \mid K)=$ $\mathcal{L}_{p} /\left(\mathcal{L}_{p}+\mathcal{L}_{K}\right)>0.6$ and $\mathcal{R}(p \mid \pi)=\mathcal{L}_{p} /\left(\mathcal{L}_{p}+\mathcal{L}_{\pi}\right)>0.6$, are identified as protons. These PID requirements have signal efficiencies of $94 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $97 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$.

For proton candidates, the point on the track nearest to the axis defined by the positron beam and in the direction opposite to it (" $z$-axis") is required to be within 3.0 cm of the interaction point in the $z$-direction and within 1.0 cm on the transverse $(x-y)$ plane. This requirement rejects tracks not originating at the interaction point (IP) and introduces a negligible signal efficiency loss $(<0.01 \%)$.

Candidate $K_{S}^{0}$,s are reconstructed from pairs of oppo-sitely-charged tracks, treated as pions, using an artificial neural network (NN) [40]. The NN utilizes the following 13 input variables: the $K_{S}^{0}$ momentum in the laboratory frame; the separation in $z$ between the two $\pi^{ \pm}$tracks at their intersection in the $x-y$ plane; for each track, the nearest distance to the IP in the $x-y$ plane; the $K_{S}^{0}$ flight length in the $x-y$ plane; the angle between the $K_{S}^{0}$ momentum and the vector joining the IP to the $K_{S}^{0}$ decay vertex; in the $K_{S}^{0}$ rest frame, the angle between the $\pi^{+}$momentum and the laboratory-frame boost direction; and, for each $\pi^{ \pm}$track, the number of CDC hits in both stereo and axial views, and the presence or absence of SVD hits. Detailed information is provided elsewhere [41]. The invariant mass of the reconstructed $K_{S}^{0} \rightarrow \pi^{+} \pi^{-}$candidate is required to lie within $10 \mathrm{MeV} / c^{2}$ of the nominal $K_{S}^{0}$ mass [17]; this includes $99.9 \%$ of the $K_{S}^{0}$ signal. The two pion tracks from each $K_{S}^{0}$ candidate are refitted to originate from a common vertex and constrained to have invariant mass equal to the nominal $K_{S}^{0}$ mass [17]. The corresponding fit quality $\chi_{\mathrm{mv}}^{2}\left(K_{S}^{0}\right)$ is required to be smaller than 100 . The selected $K_{S}^{0}$ sample has a purity of greater than $98 \%$.

Photon candidates are identified as energy clusters in the ECL that are not associated with any charged track. The ratio of the energy deposited in the $3 \times 3$ array of crystals centered on the crystal with the highest energy, to the energy deposited in the corresponding $5 \times 5$ array of crystals, is required to be greater than 0.8 . The photon energy is required to be greater than 50 MeV in the barrel region (covering the polar angle $32^{\circ}<\theta<129^{\circ}$ ), and greater than 100 MeV in the endcap region $\left(12^{\circ}<\theta<31^{\circ}\right.$ or $\left.132^{\circ}<\theta<157^{\circ}\right)$.

Candidate $\eta \rightarrow \gamma \gamma$ decays are reconstructed from photon pairs having an invariant mass satisfying $500 \mathrm{MeV} / c^{2}<$ $M(\gamma \gamma)<580 \mathrm{MeV} / c^{2}$ ( $3 \sigma$ in $M_{\eta}(\gamma \gamma)$ resolution). The invariant mass of each $\eta$ candidate is constrained to the nominal $\eta$ mass [17] at the $\Lambda_{c}^{+}$decay vertex (described below). The fit quality of this mass constraint is required to satisfy $\chi_{m}^{2}(\eta)<8$, and the resulting $\eta$ momentum in the laboratory frame is required to be greater than $0.4 \mathrm{GeV} / c$. To further suppress the background, $\eta$ candidates are vetoed if either of daughters can be paired with another photon such that the $\gamma \gamma$ pair has an invariant mass within $2.5 \sigma$ of the nominal $\pi^{0}$ mass ( $\sigma=5 \mathrm{MeV} / c^{2}$ ). This $\pi^{0}$-veto results in a signal loss of $28 \%$ and removes $72 \%$ of background.

The $\Lambda_{c}^{+}$candidates are assembled by forming combinations of the final-state particles for each mode. The $p$ and
$K_{S}^{0}$ are required to originate from a common vertex (denoted the $\Lambda_{c}^{+}$decay vertex and the $K_{S}^{0}$ production vertex) with a fit quality $\chi_{\mathrm{vtx}}^{2}<24$. To reduce combinatorial background, the scaled momentum of the $\Lambda_{c}^{+}$candidate, defined as $x_{p}=p^{*} c / \sqrt{s / 4-M^{2}\left(\Lambda_{c}^{+}\right) \cdot c^{4}}$, is required to be greater than 0.48 , where $s$ is the square of the center-ofmass energy and $p^{*}$ is the momentum of reconstructed $\Lambda_{c}^{+}$ candidates in the $e^{+} e^{-}$center-of-mass frame.

For the SCS decay $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$, a non- $K_{S}^{0}$ peaking background from the CF decay $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \pi^{+} \pi^{-}$exists, even though it is suppressed by the vertex fit and $K_{S}^{0}$ selection. The $K_{S}^{0}$ decay length $L$ is determined by the projection of the vector joining the $K_{S}^{0}$ production and decay vertices onto the $K_{S}^{0}$ momentum direction, and its corresponding uncertainty $\sigma_{L}$ is calculated by propagating uncertainties in the vertices and the $K_{S}^{0}$ momentum, including their correlations. To suppress the non- $K_{S}^{0}$ peaking CF background, we require the significance of the $K_{S}^{0}$ decay length $L / \sigma_{L}\left(K_{S}^{0}\right)>10$ for the slower of the two $K_{S}^{0}$ 's in $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$. This requirement reduces the signal efficiency by $3 \%$, and rejects $80 \%$ of non $-K_{S}^{0}$ peaking background. The remaining non- $K_{S}^{0}$ peaking background is ignored in the $M\left(\Lambda_{c}^{+}\right)$fits because it has a tiny ratio $0.4 \%$ to signal based on the MC studies with the branching fraction $(1.6 \pm 0.12) \%$ [17], but considered in the systematic uncertainty.

After applying all selection criteria to the data, we find 1.03, 1.06, and 1.01 candidates per event for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$, $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$, respectively, in candidates selected from the entire $M\left(\Lambda_{c}^{+}\right)$fit region $\left(\mid M\left(\Lambda_{c}^{+}\right)\right.$$\left.m_{\Lambda_{c}^{+}} \mid<0.05 \mathrm{GeV} / c^{2}\right)$. Correspondingly, about $3.1 \%$, $5.7 \%$ and $1.2 \%$ of events have multiple signal candidates, which do not introduce any peaking background. We retain all candidates for this branching fraction measurement.

## IV. YIELD EXTRACTION

The signal yield is extracted by an unbinned extended maximum likelihood fit to the $M\left(\Lambda_{c}^{+}\right)$distribution. The signal probability density function (PDF) is a sum of three symmetric Gaussian functions for the $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ mode, a sum of one symmetric Gaussian and two asymmetric Gaussians for the $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ mode, and a sum of one symmetric Gaussian and three asymmetric Gaussians for the $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$ mode. The Gaussian functions share a common mean parameter but have different width parameters. The fit is first performed on truth-matched signal MC events.

In fitting data, the mean is allowed a common shift $\left(\delta_{\mu}\right)$ from the value found in MC, and the widths are those found in MC, multiplied by a common scaling factor $\left(k_{\sigma}\right)$. The background PDF is a first-order polynomial function for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and a second-order polynomial function for


FIG. 1. The distributions of invariant mass of $\Lambda_{c}^{+}$candidates (points with error bars) and corresponding fit results (red curves) for (a) $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$, (b) $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, and (c) $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$, respectively. The red (blue) dashed histograms show the signal (background).
$\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$. The background parameters are floated to account for differences between the experimental data and MC simulated samples. The results are shown in Fig. 1, along with the pulls $\left(N_{\text {data }}-N_{\text {fit }}\right) / \sigma_{\text {data }}$ where $\sigma_{\text {data }}$ is the error on $N_{\text {data }}$. The pull distributions demonstrate that the data are statistically consistent with the fitted shapes. The signal and background yields are listed in Table I.

For the $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ mode, we obtain the difference in the log likelihoods obtained from fits performed with and without a signal $\mathrm{PDF}, \Delta \ln \mathcal{L}=524$; as the number of degrees of freedom without a signal component is three less than that with a signal component (parameters $N_{\text {sig }}, \delta_{\mu}$ and $k_{\sigma}$ are dropped), and this value of $\Delta \ln \mathcal{L}$ corresponds to a statistical significance greater than $10 \sigma$. This measurement constitutes the first observation of this SCS $\Lambda_{c}^{+}$decay.

## V. BRANCHING FRACTION

For the three-body decay modes, the Dalitz plots for candidates in the $M\left(\Lambda_{c}^{+}\right)$signal region and sideband region are shown in Figs. 2(a) and 2(b) for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and Figs. 2(d) and 2(e) for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$. For $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$, Bose symmetry requires invariance under the exchange of the two $K_{S}^{0}$ 's, hence the Dalitz plot for two $p K_{S}^{0}$ masses is

TABLE I. The fitted yields of signal and background in the overall fit region (FR) and the signal region (SR) for the $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}, \Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$ modes. For the definition of these regions, see the text. The yields in signal region, $N_{\mathrm{bkg}}^{\mathrm{SR}}$ of $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\left(K_{S}^{0}, \eta\right)$ and $N_{\text {sig }}^{\mathrm{SR}}$ of $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$, are used to measure the branching fractions.

| Yields | $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ | $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ | $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$ |
| :--- | :---: | :---: | :---: |
| $N_{\text {sig }}^{\mathrm{FR}}$ | $2442 \pm 103$ | $12877 \pm 317$ | $515296 \pm 1129$ |
| $N_{\mathrm{bkg}}^{\mathrm{FR}}$ | $41138 \pm 222$ | $75144 \pm 403$ | $627427 \pm 1177$ |
| $N_{\text {sig }}^{\mathrm{SR}}$ | $2391 \pm 101$ | $12641 \pm 311$ | $500457 \pm 1096$ |
| $N_{\mathrm{bkg}}^{\mathrm{SR}}$ | $8228 \pm 44$ | $32935 \pm 177$ | $226055 \pm 424$ |

symmetric. We plot $M^{2}\left(p K_{S}^{0}\right)_{\max }$ versus $M^{2}\left(p K_{S}^{0}\right)_{\min }$ in half of the Dalitz plot, as shown in Figs. 2(a)-2(c), and use it to measure the branching fraction.

For each mode, a large MC sample of signal events, generated uniformly across the decay phase space, is used to determine the reconstruction efficiency. For $\Lambda_{c}^{+} \rightarrow$ $p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, the efficiencies are calculated in bins across the phase space, based on truth-matched signal yield in the $M\left(\Lambda_{c}^{+}\right)$signal region. The results are shown in Fig. 2(c) for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and Fig. 2(f) for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$.

In order to calculate the efficiency-corrected yield, properly taking into account the variations in efficiency and uncertainties in signal yield over the Dalitz plot, we make a bin-by-bin correction. The Dalitz plots are divided uniformly into $7 \times 7$ bins for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $5 \times 5$ bins for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, as shown in Figs. 2(c) and 2(f) respectively. The efficiency-corrected yields are

$$
\begin{equation*}
N_{\text {corr }}=\sum_{i}\left(N_{i}^{\mathrm{tot}}-N_{\mathrm{bkg}}^{\mathrm{SR}} f_{i}^{\mathrm{bkg}}\right) / \varepsilon_{i} \tag{1}
\end{equation*}
$$

where $N_{i}^{\text {tot }}$ is the raw yield in the $i$ th bin of the Dalitz plot in $M\left(\Lambda_{c}^{+}\right)$signal region, $N_{\text {bkg }}^{\mathrm{SR}}$ is the fitted background yield as listed in Table I, $f_{i}^{\mathrm{bkg}}$ is the fraction of background in the $i$ th-bin, with $\sum_{i} f_{i}=1$. These fractions are obtained from the Dalitz plot distribution of events in the $M\left(\Lambda_{c}^{+}\right)$sideband region, shown in Fig. 2(b) for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and Fig. 2(e) for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$. Using the generic MC sample, we find that the Dalitz plot in the chosen $M\left(\Lambda_{c}^{+}\right)$sideband region is consistent with the generic background in the $M\left(\Lambda_{c}^{+}\right)$ signal region. The uncertainties on each variable in Eq. (1) have been considered and are propagated into the efficiency-corrected yields, $N_{\text {corr }}$. We obtain

$$
\begin{gather*}
N_{\text {corr }}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)=(1.55 \pm 0.08) \times 10^{4}  \tag{2}\\
N_{\text {corr }}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)=(1.63 \pm 0.04) \times 10^{5} \tag{3}
\end{gather*}
$$



FIG. 2. Plots (a, d) show the Dalitz plots in the $M\left(\Lambda_{c}^{+}\right)$signal region, and (b, e) show the Dalitz plots in the $M\left(\Lambda_{c}^{+}\right)$sideband region for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ (top) and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ (bottom). Plots (c, f) show the average signal efficiency in bins across the Dalitz plane. The red curves show the edges of kinematic phase-space region of the decays.

The relative branching fractions of signal modes to reference mode are determined by Eqs. (4) and (5).

$$
\begin{equation*}
\frac{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)}{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)}=\frac{N_{\text {corr }}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)}{\mathcal{B}\left(K_{S}^{0} \rightarrow \pi^{+} \pi^{-}\right) N_{\text {sig }}^{\mathrm{SR}}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right) / \varepsilon_{0}}, \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)}{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)}=\frac{N_{\mathrm{corr}}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)}{\mathcal{B}(\eta \rightarrow \gamma \gamma) N_{\mathrm{sig}}^{\mathrm{SR}}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right) / \varepsilon_{0}} \tag{5}
\end{equation*}
$$

Here, $\varepsilon_{0}=(33.09 \pm 0.05) \%$ is the efficiency of the reference mode $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$ in the $M\left(\Lambda_{c}^{+}\right)$signal region. Inserting the efficiency-corrected yields in Eqs. (2), (3), $N_{\text {sig }}^{\mathrm{SR}}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)$ in Table I, and the world averages $\mathcal{B}\left(K_{S}^{0} \rightarrow \pi^{+} \pi^{-}\right)=(69.20 \pm 0.05) \% \quad$ and $\quad \mathcal{B}(\eta \rightarrow \gamma \gamma)=$ (39.41 $\pm 0.20) \%$ [17], we find

$$
\begin{align*}
& \frac{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)}{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)}=(1.48 \pm 0.08) \times 10^{-2}  \tag{6}\\
& \frac{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)}{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)}=(2.73 \pm 0.06) \times 10^{-1} \tag{7}
\end{align*}
$$

Combining with the world average branching fraction of reference mode $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)=(1.59 \pm 0.08) \%$ [17], we have the absolute branching fractions:

$$
\begin{equation*}
\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)=(2.35 \pm 0.12 \pm 0.12) \times 10^{-4} \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)=(4.35 \pm 0.10 \pm 0.22) \times 10^{-3} \tag{9}
\end{equation*}
$$

where the uncertainties are statistical and from the uncertainty on $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)$.

We examine the Dalitz plots for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, after background subtraction and efficiency


FIG. 3. For $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$, the Dalitz plot after background subtraction and efficiency correction bin-by-bin and its projections superimposing with signal MC produced by phase space mode (blue histograms). This symmetric Dalitz plot and its projections show two entries per candidate, one for each possible $p K_{S}^{0}$ combination. A dominant structure near the $K_{S}^{0} K_{S}^{0}$ threshold, which we identify with $f_{0}(980)$ or $a_{0}(980)^{0}$, is clearly seen.


FIG. 4. For $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, the Dalitz plot after background subtraction and efficiency correction bin-by-bin and its projections superimposing with signal MC produced by phase space mode (blue histograms). A significant structure of $N^{*}(1535)$ near the $p \eta$ threshold is found.
correction, for intermediate resonances. In $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$, clear evidence for $f_{0}(980)$ or $a_{0}(980)^{0}$ [labeled as $S_{0}(980)$ ] near the $K_{S}^{0} K_{S}^{0}$ threshold is seen, as shown in Fig. 3. In $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, a significant enhancement consistent with $N^{*}(1535)$ is found near the $p \eta$ threshold, as shown in Fig. 4. In the future, amplitude analyses of these decays can be expected to improve our understanding of the nature of $S_{0}(980)$ and $N^{*}(1535)$.

## VI. SYSTEMATIC UNCERTAINTY

In measuring the ratio of branching fractions, many systematic uncertainties cancel, as they affect both the signal and reference modes. The remaining systematic uncertainties are summarized in Table II and introduced in detail below.

TABLE II. Relative systematic uncertainties of the branching fractions of $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, and the uncertainty from the branching fraction of the reference mode.

| Sources | $\mathcal{B}_{\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}}(\%)$ | $\mathcal{B}_{\Lambda_{c}^{+} \rightarrow p K_{s}^{0} \eta}(\%)$ |
| :--- | :---: | :---: |
| $K_{S}^{0}$ reconstruction | 1.4 | 0.4 |
| Proton PID efficiency | 0.9 | 0.5 |
| $\eta$ reconstruction | $\ldots$ | 4.0 |
| $M\left(\Lambda_{c}^{+}\right)$fit procedure | 1.9 | 2.3 |
| Efficiency-correction procedure | 0.8 | 0.4 |
| Non- $K_{S}^{0}$ peaking background | 0.8 | $\ldots$ |
| $\delta \mathcal{B} / \mathcal{B}\left(K_{S}^{0} \rightarrow \pi^{+} \pi^{-}, \eta \rightarrow \gamma \gamma\right)$ | 0.1 | 0.5 |
| Total systematic uncertainty | 2.8 | 4.7 |
| $\delta \mathcal{B} / \mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)$ | 5.0 | 5.0 |

The systematic uncertainty associated with the $K_{S}^{0}$ reconstruction is considered as follows. A table of $K_{S}^{0}$ efficiency ratios of data to MC in eight bins of the $K_{S}^{0}$ momentum distribution, $R_{\varepsilon}^{K_{S}^{0}}$, is determined based on a control sample $D^{* \pm} \rightarrow\left(D^{0} \rightarrow K_{S}^{0} \pi^{0}\right) \pi^{ \pm}$. The unfolded momentum distribution in data of $K_{S}^{0}$ from signal is obtained using the ${ }_{s}$ Plot technique [42]. From one $R_{\varepsilon}^{K_{s}^{0}}$ table, we can determine the average ratios: (1) for $\Lambda_{c}^{+} \rightarrow$ $p K_{S, \text { fast }}^{0} K_{S, \text { slow }}^{0}$ where the subscript fast (slow) indicates the faster (slower) of two $K_{S}^{0}$, s in the final state, $\bar{R}_{\varepsilon}^{K_{S}^{0}}=$ $\sum_{i}^{8} \sum_{j}^{8} N_{i j}\left(R_{\varepsilon, i}^{K_{S, \text { fast }}^{0}} R_{\varepsilon, j}^{K_{S, \text { slow }}^{0}}\right) / \sum_{i}^{8} \sum_{j}^{8} N_{i j}$ calculated on the two-dimensional ( $\left.p_{K_{S, \text { ast }}^{0}}, p_{K_{S, \text { slow }}^{0}}\right)$ distribution due to the correlations between the momenta of two $K_{S}^{0}$ 's. Here $N_{i j}$ and $\left(R_{\varepsilon, i}^{K_{S, \text { fast }}^{0}} R_{\varepsilon, j}^{K_{S, \text { slow }}^{0}}\right)$ are the yield and the averaged $R_{\varepsilon}^{K_{S}^{0}}$, respectively, in the bin of $i$ th raw and $j$ th column of such two-dimensional momenta distribution; (2) for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}(\eta), \quad \bar{R}_{\varepsilon}^{K_{S}^{0}}=\sum_{i}^{8} N_{i} R_{\varepsilon, i}^{K_{S}^{0}} / \sum_{i}^{8} N_{i}$ calculated on the one-dimensional $p_{K_{S}^{0}}$ distribution. Here $N_{i}$ and $R_{\varepsilon, i}^{K_{S}^{0}}$ are the yield and the averaged $R_{\varepsilon}^{K_{S}^{0}}$, respectively, in the $i$ th bin of such one-dimensional distribution. We build $10000 R_{\varepsilon}^{K_{S}^{0}}$ tables by randomly fluctuating $R_{\varepsilon, i}^{K_{S}^{0}}$ in each bin according to its uncertainty and calculate $\bar{R}_{\varepsilon}^{K_{S}^{0}}$ for each. We take the mean and root-mean-square (RMS) values from the distribution of $\bar{R}_{\varepsilon, \text { sig }}^{K_{S}^{0}} / \bar{R}_{\varepsilon, \text { ref }}^{K_{S}^{0}}-1$, where the subscripts "sig." and "ref." refer to the signal and reference modes, respectively, and add in quadrature as the estimate of the systematic uncertainty.

Since the protons in the signal and reference modes have different kinematic distributions, the systematic effects due to PID do not cancel completely. The data/MC ratio of proton PID efficiency depends on the proton momentum and polar angle: $R_{\varepsilon}^{p}(p, \cos \theta)$. Such a $R_{\varepsilon}^{p}$ map is determined based on an inclusive sample of $\Lambda \rightarrow p \pi^{-}$. Following steps similar to those used above for $K_{S}^{0}$ efficiency, we obtain the unfolded $(p, \cos \theta)$ two-dimensional distribution for protons using the ${ }_{s}$ Plot technique [42], and plot the $\bar{R}_{\varepsilon, \text { sig }}^{p} / \bar{R}_{\varepsilon, \text { ref }}^{p}-1$ values based on 10000 maps of $R_{\varepsilon}^{p}(p, \cos \theta)$. The systematic uncertainty due to PID is obtained by adding in quadrature the mean and RMS values of the $\bar{R}_{\varepsilon, \text { sig }}^{p} / \bar{R}_{\varepsilon, \text { ref }}^{p}-1$ distribution.

The uncertainty due to $\eta \rightarrow \gamma \gamma$ reconstruction is estimated to be $4 \%$, considering $2 \%$ per photon according to a study of radiative Bhabha events.

The systematic uncertainties from the $M\left(\Lambda_{c}^{+}\right)$fits for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ channels are evaluated to be $1.8 \%$ and $2.3 \%$, respectively, after considering two sources below. (a) The uncertainty due to fixing the signal parameters in the fits is estimated by randomly varying
them via a multiple-dimensional Gaussian function (including these parameters' uncertainties and their correlation matrix from the $M\left(\Lambda_{c}^{+}\right)$fit of truth-matched signals). We produce 1000 sets of such signal parameters and repeat the $M\left(\Lambda_{c}^{+}\right)$fits. We take the ratio of RMS to mean value of the distribution of fitted yield as the relative systematic uncertainty: $0.2 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}, 0.4 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, and $0.2 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$. (b) To evaluate the potential fit bias, we perform a bias check for the fitted signal yield based on 1000 sets of MC samples, of which the signals are randomly sampled from a large signal MC sample and the backgrounds from the generic $B \bar{B}$ and continuum MC samples. Their sampled yields are equal to the fitted yields in Table I. We perform $M\left(\Lambda_{c}^{+}\right)$fits for these samples. The fitted signal yields are plotted and fitted with a Gaussian function. The shifts of the fitted mean values of the Gaussian functions from the corresponding input values are assigned as systematic uncertainties: $1.9 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}, 2.3 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, and $0.1 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$. The uncertainties for signal modes and reference mode are added in quadrature, as listed in Table II.

The systematic effects from the efficiency corrections for the $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ channels are evaluated to be $0.8 \%$ and $0.4 \%$, respectively, which are obtained by taking the quadratic sum of the following sources: (a) Varying bin size: the $7 \times 7$ bins are changed to $6 \times 6$ and $8 \times 8$ bins for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and the $5 \times 5$ bins are changed to $4 \times 4$ and $6 \times 6$ bins for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$. The changes of efficiency-corrected yields, $0.2 \%$ for $\Lambda_{c}^{+} \rightarrow$ $p K_{S}^{0} K_{S}^{0}$ and $0.1 \%$ for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, are assigned as the systematic uncertainties. (b) To estimate the uncertainties due to the background Dalitz plot, we shift the $M\left(\Lambda_{c}^{+}\right)$ sideband region by $\pm 5 \mathrm{MeV}$, and repeat the efficiency correction. The resulting changes of efficiency-corrected yields, $0.1 \%$ for both channels, are assigned as systematic uncertainty. (c) The signal efficiency effects due to the additional requirements in the signal mode with respect to the reference mode, such as $p(\eta), \chi_{m}^{2}(\eta)$, and $L / \sigma_{L}\left(K_{S}^{0}\right)$, are neglected, as the signal distributions unfolded from data using the ${ }_{s}$ Plot technique [42] and truth-matched signal distributions from MC are consistent. (d) Systematic effects from the $\chi_{\mathrm{vtx}}^{2}$ requirement are considered, since the signal and reference modes have different $\chi_{\mathrm{vtx}}^{2}$ distributions. We change the requirement to $\chi_{\mathrm{vtx}}^{2}<21$ and repeat our measurement. The resulting changes to the nominal results, $0.6 \%$ and $0.3 \%$, are small as expected and assigned as the corresponding systematic uncertainties. (e) The uncertainty due to the $\pi^{0}$ veto for $\eta$ candidates in $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ is estimated by enlarging the veto region from $\pm 12.5 \mathrm{MeV} / c^{2}$ to be $\pm 15 \mathrm{MeV} / c^{2}$. The resulting change on the branching fraction is $0.2 \%$, and is assigned as a systematic uncertainty. (f) The uncertainty due to possible data/MC differences in $M\left(\Lambda_{c}^{+}\right)$resolution is estimated as follows. Defining $R$ as the ratio of the signal yield in the
$M\left(\Lambda_{c}^{+}\right)$signal region to that in the fit region, we calculate $r=R_{\text {data }} / R_{\text {MC }}$ for the signal and reference modes. The fractional difference in $r$ between signal and reference modes and the uncertainty thereon are summed in quadrature and taken as the systematic uncertainty, which we find to be $0.5 \%$ for $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right) / \mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)$ and $0.1 \%$ for $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right) / \mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)$. (g) The uncertainty due to limited MC statistics for the efficiency value is $0.1 \%$.

The uncertainty due to the non- $K_{S}^{0}$ peaking background is estimated based on the generic MC sample aforementioned. As the rate of this background may depend on intermediate processes, we double its size, and take the resulting ratio with the signal yield, $0.8 \%$, as the associated systematic uncertainty. The uncertainties on $\quad \mathcal{B}\left(K_{S}^{0} \rightarrow \pi^{+} \pi^{-}\right)=(69.20 \pm 0.05) \% \quad(\delta \mathcal{B} / \mathcal{B}=0.1 \%)$ and $\mathcal{B}(\eta \rightarrow \gamma \gamma)=(39.41 \pm 0.20) \% \quad(\delta \mathcal{B} / \mathcal{B}=0.5 \%)$ are also considered. All uncertainties above are added in quadrature to give an overall systematic uncertainty, as listed in Table II. Additionally, the uncertainty from the world average branching fraction of the reference mode (5.0\%) is considered.

## VII. SUMMARY

In summary, based on the entire dataset with integrated luminosity $980 \mathrm{fb}^{-1}$ collected by the Belle detector at the KEKB energy-asymmetric $e^{+} e^{-}$collider, we present the first observation of the SCS decay $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ with a statistical significance of $>10 \sigma$ and measure the branching fractions of $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$ relative to $\Lambda_{c}^{+} \rightarrow p K_{S}^{0}$ :

$$
\begin{align*}
\frac{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)}{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)}=(1.48 \pm 0.08 \pm 0.04) \times 10^{-2}  \tag{10}\\
\frac{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)}{\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)}=(2.73 \pm 0.06 \pm 0.13) \times 10^{-1} \tag{11}
\end{align*}
$$

where the uncertainties are statistical and systematic, respectively, Using the world average $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)=$ $(1.59 \pm 0.08) \%$ [17], we obtain the absolute branching fractions

$$
\begin{equation*}
\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}\right)=(2.35 \pm 0.12 \pm 0.07 \pm 0.12) \times 10^{-4} \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta\right)=(4.35 \pm 0.10 \pm 0.20 \pm 0.22) \times 10^{-3} \tag{13}
\end{equation*}
$$

where the first uncertainties are statistical, the second systematic, and the third from the uncertainty on $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K_{S}^{0}\right)$. The first of these branching fractions is measured for the first time and found to be much smaller
than the theoretical prediction of $(1.9 \pm 0.4) \times 10^{-3}$ [19]. The latter is consistent with the world average, $(4.15 \pm$ $0.90) \times 10^{-3}$ [17], with a threefold improvement in precision.

We reconstruct the Dalitz plots for $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} K_{S}^{0}$ and $\Lambda_{c}^{+} \rightarrow p K_{S}^{0} \eta$, with background subtractions and efficiency corrections. We note two clear structures that are consistent with $f_{0}(980) \rightarrow K_{S}^{0} K_{S}^{0}$ or $a_{0}(980) \rightarrow K_{S}^{0} K_{S}^{0}$ and $N^{*}(1535) \rightarrow p \eta$, raising the expectation that the nature of these intermediate resonances will be probed in the future with amplitude analyses on the larger datasets anticipated from BESIII [43] and Belle II [44].
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