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Following up large numbers of candidates in continuous gravitational-wave searches presents a
challenge, particularly in regard to computational power and the time required to manually scrutinize each
of the candidates. It is important to design and test good follow-up procedures that are safe (i.e., minimize
false dismissals) and computationally efficient across many search configurations. We investigate two
follow-up procedures, or “vetoes,” both of which exploit the Doppler modulation predicted in astrophysical
signals. In particular, we introduce the concept of using an effective point spread function as part of our veto
criteria. We take advantage of a well-established semicoherent search algorithm based on a hidden Markov
model to study various search configurations and to generalize the veto criteria by considering the overall
veto performance in terms of efficiency and safety. The results can serve as a guideline for follow-up studies
in future continuous gravitational-wave searches using a hidden Markov model algorithm. The results also
apply qualitatively to other semicoherent search algorithms.
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I. INTRODUCTION

Gravitational waves (GWs), perturbations in spacetime
which propagate at the speed of light, were first directly
observed in 2015when theHanford andLivingston detectors
of the Advanced Laser Interferometer Gravitational Wave
Observatory (Advanced LIGO) detected a merging binary
black hole system (GW150914) [1,2]. In the years since the
first detection, the addition of Advanced Virgo [3] and the
Kamioka Gravitational Wave Detector [4] to the network of
observatories, together with improved sensitivity, has pro-
duced increasingly frequent detections of compact binary
coalescences (CBCs) [5–7]. Other types of GW sources that
are predicted to radiate at frequencies within the observa-
tional band of ground-based detectors remain undetected,
e.g., the continuous gravitational waves (cw’s) produced by
spinning neutron stars. Continuous gravitationalwaves, once

detected, will provide invaluable information regarding the
structure of neutron stars as well as the nuclear equation of
state [8]. A great deal of work has been carried out to develop
methods to search for cw’s [9–11].
Since the expected strain amplitudes of cw’s are orders of

magnitude smaller than those produced by CBCs, the
computational cost of searching large template banks
(including parameters such as the signal frequency and
time derivatives thereof) coherently over a long period of
time, e.g.,∼1 yr, is high [9]. In addition, intrinsic, stochastic
wandering of the frequency, sometimes called “timing
noise” in the context of radio pulsars, could degrade the
sensitivity of a cw search [12–14]. In this paper, we focus on
a computationally efficient, semicoherent search strategy
based on a hiddenMarkovmodel (HMM)which is equipped
to track a signal frequency that wanders stochastically and
spins down secularly [15,16]. The tracking scheme has its
origins in engineering applications and has recently been
used in many directed cw searches (e.g., [17–26]).
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The HMM-based searches are made up of two main
procedures: (1) dividing the total observing time into
subintervals and coherently calculating the signal power
within each consecutive time interval (e.g., with length of
∼1 d) using a frequency-domain matched filter (e.g., the
F -statistic) [27] and (2) using the Viterbi algorithm (a
HMM tracking scheme) to find the most probable signal
evolution over the total observing time (e.g., ∼1 yr)
[15,17]. This optimal signal evolution, referred to as the
Viterbi path, consists of a frequency estimated at each
discrete time step. The search over the full frequency band
is usually parallelized and carried out in narrow subbands
(with width of ∼1 Hz). The Viterbi path obtained in each
subband, corresponding to the most likely cw candidate in
that subband, is assigned a Viterbi score. This score
evaluates the candidate significance, such that a higher
score signifies a greater probability that the candidate is
inconsistent with random noise fluctuations [15,17]. For
the mathematical details behind these procedures, see
Secs. II A–II D in Ref. [22]. Some searches rely on an
unnormalized log-likelihood instead of the Viterbi score to
evaluate the significance of a candidate [20,23–26].
In this study, we focus on directed cw searches where the

HMM-basedmethods have beenmostwidely used.Adirected
search targets an astrophysical source at a known sky position
with unknown ephemerides and hence is conducted over a
wide frequency band (e.g., ∼20–1000 Hz). A typical HMM-
based directed search will produce on the order of 103 cw
candidates, many of which will require the use of multiple
verification techniques to be identified as noise. As such, a
computationally efficient follow-up procedure is needed in
order to comb through the results and distinguish the candi-
dates caused by noise artifacts from any real astrophysical
signal. This is perhaps evenmore truewhen considering an all-
sky search, which is a survey done over the whole sky to look
for cw signals and which typically produces on the order of at
least 104 candidates that require follow-up (although some
searches produce a list of candidates orders of magnitude
larger, e.g., Einstein@Home searches [28]). As outlined in
Refs. [29,30], a threshold is defined within these searches to
obtain a reasonable total number of candidates in order to keep
the follow-up computationally feasible. Defining more effi-
cient candidate follow-up procedures would allow us to lower
this threshold and process a greater number of candidates,
thereby improving search sensitivity. This is clearly demon-
strated in, e.g., Eq. (67) in Ref. [31], where the lowest strain
amplitude that the search is sensitive to, denoted by h0;min, is
directly related to the threshold CRthr, such that a decrease in
threshold would yield an improvement in sensitivity.
Many cw candidates, which have Viterbi scores above a

threshold Sth (e.g., corresponding to a 1% false alarm
probability), can be easily eliminated using already well-
established procedures. Candidates are initially passed
through a known-line veto and a single-interferometer veto,
which are defined in Refs. [17,22–24]. The known-line veto
involves eliminating every candidate whose frequency

evolution overlaps any known instrumental line present in
any of the detectors [32,33]. The single-interferometer veto
involves eliminating unidentified instrumental artifacts by
checking if a candidate is significantly louder (i.e., if it has a
larger Viterbi score) in one detector than in the other [34,35].
After this, most searches use two additional well-defined
vetoes to further identify noise artifacts, also described in
Refs. [17,22–24]. The total observing time can be split into
multiple subintervals, and any candidates that are signifi-
cantly louder in one particular subinterval are eliminated.
Then, if the estimated frequency evolution rate is sufficiently
low, the coherent timeTcoh overwhich the data are integrated
coherently can be increased and any candidatewhoseViterbi
score decreases when Tcoh increases can be vetoed.
Although most candidates will have been eliminated

after applying the aforementioned vetoes, some closely
resemble astrophysical signals and require more careful
inspection. Two additional veto strategies, both based on
Doppler modulation (DM), have been developed for the
candidate follow-up procedure [20,36,37]. They prove to
be both useful and complementary to each other, in that one
often vetoes the candidates that the other does not. In fact,
the order of applying a series of vetoes is generally
interchangeable. More computationally efficient vetoes
are recommended to be used earlier. These two DM-based
vetoes are more efficient compared to the vetoes that
involve rerunning the search in subintervals or increasing
the coherent time. Thus they are usually applied directly
following the single-interferometer veto.
The DM-based vetoes are quite dependent on the search

configuration used in a particular study. For the first of
these two strategies, called the “DM-off veto,” the signal
significance is calculated with the DM correction for the
Doppler shift due to Earth’s motion being switched on and
off. The candidates that are louder when the DM correction
is switched off are not likely to be of astrophysical origin.
For the second strategy, called the “off-target veto,” the
search is shifted to one or more sky position(s) away from
the true position of the target, i.e., a shifted DM correction
is applied. If the candidates become louder, they are vetoed.
Despite the wide applications of these two vetoes in
existing searches [22–25], the general safety (i.e., no
astrophysical signal is falsely eliminated) of these veto
procedures still remains to be studied for various search
configurations for HMM-based searches.
In this paper, we carry out an in-depth study of how the

DM changes across the sky and investigate the impact on
synthetic signals and noise outliers through simulations. In
particular, we derive a set of rigorous criteria for when and
how to use the off-target veto to discriminate between
astrophysical signals and noise artifacts. We introduce a
new concept of using an effective point spread function
(EPSF) of the detection statistics obtained at various sky
locations, which can serve as a particularly useful veto
criterion. For the DM-off veto, which has been previously
studied in coherent searches [36], we carry out additional
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simulations to verify the criteria and safety in semicoherent
searches. Although the simulations are designed for signals
from isolated sources, the results can be applied to signals
from cw sources in binary systems, assuming the Doppler
shift caused by the orbital motion is fully accounted for.
The impact from the imperfect removal of the binary
orbital modulation is out of the scope of this paper.
While this study is carried out using a HMM-based method,
in principle the resulting guidelines broadly apply to stack-
slide-based semicoherent algorithms [38]. Moreover, our
results can be generalized to follow up candidates in an
all-sky search.
The organization of this paper is as follows. In Sec. II, an

analytic investigation of the Doppler modulation is pre-
sented. Section III outlines the search methods used in this
study. Section IV introduces the EPSF and details the
results of the off-target veto study. Section V describes the
verification of the DM-off veto in semicoherent searches.
A discussion of the results and concluding remarks are
presented in Sec. VI.

II. DOPPLER SIGNATURE

In this section, we briefly review the cw signal model and
calculate analytically how the DM affects cw signals. This
provides a foundation for the empirical studies described in
Secs. IV and V.
The phase of a cw signal can be modeled as follows [27]:

ΨðtÞ¼Φ0þ2π
Xs

k¼0

fðkÞ0 tkþ1

ðkþ1Þ!þ
2π

c
n0 ·rdðtÞ

Xs

k¼0

fðkÞ0 tk

k!
: ð1Þ

Here f0 is the signal frequency at reference time t ¼ 0with

respect to the solar system barycenter (SSB), fðkÞ0 is the kth
time derivative of the instantaneous frequency evaluated at
t ¼ 0 at the SSB, n0 is the constant unit vector in the source

direction within the SSB reference frame, and rdðtÞ is the
position vector of the detector relative to the SSB origin.
For the coordinate system with the SSB reference frame,
we take the x axis parallel to the x axis of the celestial
sphere coordinate system and the z axis perpendicular
to the ecliptic z axis. Then, the unit vector n0 has the
components [27]

n0 ¼

0
B@

1 0 0

0 cos ϵ sin ϵ

0 − sin ϵ cos ϵ

1
CA
0
B@

cos α cos δ

sin α sin δ

sin δ

1
CA; ð2Þ

where ϵ is the angle between the ecliptic plane and Earth’s
equator (i.e., ϵ ¼ 23.5°), α is the right ascension (RA) of the
source, and δ is the declination (Dec). Meanwhile, the
detector’s position vector rd has the components [27]

rd ¼ RES

0
B@

cosðϕ0 þΩ0tÞ
sinðϕ0 þ Ω0tÞ

0

1
CA

þ RE

0
B@

1 0 0

0 cos ϵ sin ϵ

0 − sin ϵ cos ϵ

1
CA
0
B@

cos λ cosðϕr þΩrtÞ
cos λ sinðϕr þ ΩrtÞ

sin λ

1
CA;

ð3Þ

where RES ¼ 1 AU is the mean distance between Earth’s
center and the SSB, RE is the mean radius of Earth, Ω0 is
Earth’s mean orbital angular velocity, Ωr is Earth’s rota-
tional angular velocity, λ is the detector latitude, and ϕ0 and
ϕr are phases specifying the exact location of Earth in its
orbital and diurnal motion, respectively, at t ¼ 0.
Substituting Eqs. (2) and (3) into (1) yields the following

expression [27]:

ΨðtÞ ¼ Φ0 þ 2π
Xs

k¼0

fðkÞ0 tkþ1

ðkþ 1Þ!þ
2π

c
fRES½cos α cos δ cosðϕ0 þ Ω0tÞ þ ðcos ϵ sin α cos δþ sin ϵ sin δÞ sinðϕ0 þΩ0tÞ�

þ RE½sin λ sin δþ cos λ cos δ cosðα − ϕr −ΩrtÞ�g
Xs
k¼0

fðkÞ0 tk

k!
: ð4Þ

We calculate the time derivative of ΨðtÞ to obtain the signal
frequency

fðtÞ ≈ ðf0 þ fð1Þ0 tÞ
�
1þ vd · n0

c

�
ð5Þ

≈ðf0þfð1Þ0 tÞ
�
1þRESΩ0

c
½−cosαcosδsinðϕ0þΩ0tÞ

þðcosϵsinαcosδþsinϵsinδÞcosðϕ0þΩ0tÞ�
�
; ð6Þ

where fð1Þ0 is the first time derivative of the signal frequency
at reference time t ¼ 0 and vd is the velocity vector of the
detector. In Eqs. (5) and (6), we omit the term correspond-
ing to the DM effect due to Earth’s rotation, which is
negligible compared to the DM effect caused by Earth’s
orbital motion. We also omit the higher order time
derivatives and other negligible terms in order to simplify
calculations. (See Appendix A for the full derivation.) For
convenience, we define the frequency shift induced by the
DM as
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Δ≡ vd · n0

c
≈
RESΩ0κðα; δ; tÞ

c
ð7Þ

with

κ ¼ − cos α cos δ sinðϕ0 þ Ω0tÞ
þ ðcos ϵ sin α cos δþ sin ϵ sin δÞ cosðϕ0 þ Ω0tÞ: ð8Þ

In Fig. 1(a), κ is plotted with ϕ0 ¼ 0, Ω0 ¼
2π=31557600 rad s−1, and t set to Global Positioning
System (GPS) time 1167545066, for a grid of evenly
spaced RA and Dec values spanning the entire sky. Similar
contour plots are computed for an equatorial coordinate

system in Ref. [39] and an ecliptic coordinate system in
Ref. [40]. Figures 1(b) and 1(c) show two sets of curves
where Δ is plotted as a function of time for an entire year
(starting from GPS time 1167545066) and where each
curve corresponds to a different sky position. These sky
positions are marked on the contour map in Fig. 1(a) with
white markers, each with a different shape that can be
matched to its corresponding Δ curve (as a function of
time) in Figs. 1(b) and 1(c).
We examine the DM of the signal frequency closely here

in preparation for connecting the DM patterns plotted in
Fig. 1 to the empirical results discussed in later sections of
this paper. In particular, for any series of markers that lie

(a)

(b) (c)

FIG. 1. Value of κ as a function of RA and Dec (both in degrees) for the GPS time 1167545066 (a). The Δ values as a function of time
over a year (starting from 1167545066) for the sky positions highlighted in (a) are plotted in (b) and (c). Each curve, generated using one
of these sky positions, is drawn with the same symbol as the white marker at this specific sky position in (a). All curves in (b) originate
from the same contour in (a) with κ ¼ 0. See more detailed discussions in Sec. IV; sky positions are given in Table III.
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along the same κ contour in Fig. 1(a), the Δ curves that
correspond to these markers will all intersect at the
particular time used to calculate κ in (a). This is because
the DM for sources at sky positions along a single contour
are the same for this particular time. For instance, the Δ
curves for four locations along the contour where κ ¼ 0 are
shown in Fig. 1(b), marked by red dots, light pink stars,
green diamonds, and purple plus signs. The Δ value
evolves over time in different ways depending on the
sky position, so although the Δ curves all intersect at the
start time, they no longer overlap as time shifts forward.
While the dot and star markers are near the equator and
experience strong DM effects, the diamond and plus sign
markers are near the poles and are only weakly impacted by
the DM. Examples ofΔ curves for locations with a range of
other κ values are displayed in Fig. 1(c).
For a source with a known sky position, Fig. 1 helps us to

better understand how targeting a sky position shifted away
from the true position of the source impacts the search
results. That is, for all sky positions along a κ contour,
despite being off target from the true position, the DM
effect is the same as that seen at the true position for a given
instant in time. As the integration time is increased, most of
these similarities tend to disappear as the Doppler correc-
tion at each sky position evolves differently. However, the
DM effects integrated over time for sky positions that lie
along certain directions could still mimic each other,
especially for sky positions that have similar κ values over
the integration time. Therefore, when correcting the DM
using an incorrect sky position, which is the basic principle
behind the off-target veto, the recovered signal at the offset
position could mimic the signal from the true sky position
and produce similar detection statistics in a cw search.
Indeed, if one searches a grid of locations around the true
position of the source, the detection statistic for an elliptical
area around the true sky position is higher than other sky
regions. The nuances of this behavior are explained in
Ref. [37] and discussed in detail, along with the different
ways that the off-target veto has been implemented in
recent searches to take advantage of this behavior, in
Sec. IV.

III. GENERATING CANDIDATES

In order to study the cw validation techniques, we first
generate candidates using the HMM-based semicoherent
search method. The two fundamental procedures that make
up the searches are as follows. First, we divide the
observation time into subintervals and coherently calculate
the signal power within each time segment using the
maximum likelihood matched filter, F -statistic. Second,
we use a HMM tracking scheme to discover the most
probable frequency evolution over the full observing time.
These two procedures are briefly reviewed in Secs. III A
and III B, respectively. The detection statistic used in this

study, known as the Viterbi score, is outlined in Sec. III C.
More details can be found in Refs. [15,17].

A. F -statistic

We can write the time-domain data collected in the
detector as

xðtÞ ¼ hðtÞ þ nðtÞ ð9Þ

¼ AμhμðtÞ þ nðtÞ; ð10Þ

where hðtÞ ¼ AμhμðtÞ is the signal, and nðtÞ is stationary,
additive noise [27]. The amplitudes Aμ, depending on the
characteristic GW strain amplitude h0, source orientation,
and initial phase, are associated with the four linearly
independent components hμðtÞ that depend on the phase in
Eq. (1) and the detector antenna patterns. (For more details,
see Refs. [15,27]).
The F -statistic is a frequency-domain matched filter that

estimates the likelihood that a signal, parametrized by its
frequency and the frequency time derivatives, is present in
the data [27]. We first define a scalar product (·j·) as a sum
over single-detector inner products,

ðxjyÞ ¼
X
X

ðxXjyXÞ ð11Þ

¼
X
X

4ℜ
Z

∞

0

df
x̃XðfÞỹX�ðfÞ

SXh ðfÞ
: ð12Þ

Here X indexes the detector, xX is the data in detector X,
SXh ðfÞ is the single-sided power spectral density (PSD) of
detector X, the tilde denotes a Fourier transform, and ℜ is
the real part of a complex number [41]. Using this
definition, the F -statistic can be expressed as

F ¼ 1

2
xμMμνxν; ð13Þ

where we define xμ ¼ ðxjhμÞ, and Mμν is the matrix
inverse of Mμν ¼ ðhμjhνÞ [42].
If we assume that the noise is Gaussian and that the

single-sided PSD is the same in all detectors, the proba-
bility of having a signal in the data depends on the signal-
to-noise ratio (SNR) when analyzing the data coherently for
a time Tcoh, given by (cf. Sec. III C in Ref. [27])

ρ20 ¼
Kh20Tcoh

ShðfÞ
; ð14Þ

where the constant K depends on the sky position,
orientation of the source, and number of detectors.

VALIDATING CONTINUOUS GRAVITATIONAL-WAVE … PHYS. REV. D 106, 123011 (2022)

123011-5



B. HMM tracking and Viterbi algorithm

A general description of the HMM method can be found
in Refs. [15,16]. We briefly summarize the method as
follows.
AMarkov chain is a stochastic process transitioning from

one discrete state to another at discrete times ft1;…; tNT
g,

whereNT is the total number of time steps. A HMM is made
up of two variables, the unobservable, hidden state variable
qðtÞ ∈ fq1;…; qNQ

g and the observable, measurement state
variable oðtÞ ∈ fo1;…; oNO

g, where NQ and NO are the
total number of hidden and measurement states, respec-
tively. The hidden state at time tnþ1 is solely dependent on
the state at time tn (this is the Markovian assumption) and
has a transition probability of

Aqjqi ¼ P½qðtnþ1Þ ¼ qjjqðtnÞ ¼ qi�: ð15Þ

At time tn, the likelihood that the hidden state qi is
observed in state oj is described by the emission probability,
defined as

Lojqi ¼ P½oðtnÞ ¼ ojjqðtnÞ ¼ qi�: ð16Þ

The prior can be written as

Πqi ¼ P½qðt1Þ ¼ qi�: ð17Þ

Then, the probability that an observed sequence O ¼
oðt1Þ;…; oðtNT

Þ results from a hidden state path Q ¼
qðt1Þ;…; qðtNT

Þ via a Markov chain can be expressed as

PðQjOÞ ∝ LoðtNT
ÞqðtNT

ÞAqðtNT
ÞqðtNT−1Þ � � �Loðt2Þqðt2Þ

× Aqðt2Þqðt1ÞΠqðt1Þ: ð18Þ

The most probable path, obtained by maximizing PðQjOÞ,
is simply [15]

Q�ðOÞ ¼ argmaxPðQjOÞ; ð19Þ

where argmaxð� � �Þ returns the argument that maxi-
mizes ð� � �Þ.
In this study, we track qðtÞ ¼ fðtÞ, where fðtÞ is the

signal frequency at time t. We then map the discrete hidden
states one-to-one with the frequency bins in the output
of the F -statistic calculated over a span of length Tcoh
(see Sec. III A), with each frequency bin size being
Δf ¼ 1=ð2TcohÞ. Thus we choose Tcoh to satisfy����

Z
tþTcoh

t
dt0 _fðt0Þ

���� ≤ Δf; ð20Þ

where _fðtÞ is the first time derivative of the signal
frequency. This relationship must remain valid throughout
the total observing time Tobs.

The choice of Aqjqi does not greatly impact the sensi-
tivity of a HMM as long as it captures the general behavior
of the signal, and as such, the particular transition matrix
that is chosen should not impact the guidelines presented in
this paper [16,43]. Without loss of generality, we assume
that, in the cw signal we are searching for, the effect
of timing noise on the frequency evolution is orders of
magnitude smaller than that of the secular spin-down of the
star, and that j _fðtÞj is uniformly distributed in the range
from zero to the maximum estimated frequency derivative
j _fjmax. It should be noted that, even if we are dealing with a
situation where the timing noise is large and has a
comparable effect on the signal’s evolution as the star’s
spin-down, as long as an appropriate transition matrix is
chosen based on our belief of the expected timescale on
which the signal frequency evolves, the HMM remains
capable of tracking the signal [15]. By substituting j _fjmax
into (20), we are able to simplify (15) to

Aqi−1qi ¼ Aqiqi ¼
1

2
; ð21Þ

with all other Aqjqi entries vanishing. (In searches where the
signal frequency is assumed to walk randomly, such as in
Ref. [16], we would instead have Aqiþ1qi ¼ Aqi−1qi ¼
Aqiqi ¼ 1=3.) The observed state oðtÞ at time t is repre-
sented by the data observed by the detectors over
½t; tþ Tcoh�. Using the definition of the F -statistic, we
express the emission probability as

LoðtÞqi ¼ P½oðtÞjfi ≤ fðt0Þ ≤ fi þ Δf� ð22Þ

∝ exp½F ðfiÞ�; ð23Þ

for t ≤ t0 ≤ tþ Tcoh, where fi denotes the central fre-
quency in the ith bin. A uniform prior of Πqi ¼ N−1

Q is
chosen because there is no independent knowledge of the
signal frequency at t1 [15].
We use the classic Viterbi algorithm [44] to efficiently

solve the HMM, which outputs the most likely frequency
evolution path Q�ðOÞ over the entire Tobs, i.e., the
Viterbi path.

C. Detection statistic

We use the Viterbi score, denoted by S, to evaluate the
significance of a candidate in this study [15,17]. In each
subband searched (with width of 1 Hz in this paper), S is
defined such that the log-likelihood of the optimal Viterbi
path is equal to the mean log-likelihood of all paths ending
in different bins of the subband plus S standard deviations
at final step NT . This is written as

S ¼ ln δq�ðtNT
Þ − μln δðtNT

Þ
σln δðtNT

Þ ; ð24Þ
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with mean

μln δðtNT
Þ ¼ N−1

Q

XNQ

i¼1

ln δqiðtNT
Þ; ð25Þ

and variance

σln δðtNT
Þ2 ¼ N−1

Q

XNQ

i¼1

½ln δqiðtNT
Þ − μln δðtNT

Þ�2: ð26Þ

Here, δqiðtNT
Þ is the likelihood of the path with the

maximum probability ending in state qi (1 ≤ i ≤ NQ) at
step NT and δq� ðtNT

Þ is the likelihood of the optimal Viterbi
path. In some applications of the HMM algorithm, e.g.,
[20,23–26], the total log-likelihood along the Viterbi path,
ln δq� ðtNT

Þ, is directly used as the detection statistic.
Transforming to the Viterbi score in Eq. (24) does not
impact the results in this paper.
To conclude this section, it is worth noting that the

F -statistic is well equipped to deal with the DM correction;
it calculates the expected Doppler shift for a given signal
and thus corrects for the Doppler modulation when it
computes the signal likelihood. The Viterbi score, which is
calculated using the resulting likelihoods, is then also
impacted by the DM correction. Then, the DM effect acts
as an interesting basis for vetoes; it provides a useful way to
study the difference between signals, whose intrinsic
frequencies can only be recovered with the DM correction,
and noise artifacts, whose frequencies are not impacted by
the DM (since they originate on Earth).

IV. SEARCHING OFF TARGET

When an incorrect sky position is used to perform the
DM correction on an astrophysical signal, the detection
statistic decreases. The off-target veto makes use of this
knowledge and of the fact that noise artifacts originate on
Earth and are not impacted by DM due to Earth’s motion—
that is, performing a DM correction on a noise artifact at a
sky position that is slightly off target from the true sky
position of the source should not cause the Viterbi score to
drop significantly. In particular, we introduce a new
concept of using an effective point spread function of
the detection statistics obtained at various sky locations
around the true position of the source to serve as a veto
criterion in this section.

A. Implementation in other searches

In existing searches, the off-target veto is usually done as
follows. The detection statistic is computed for one or more
offsets from the source’s true sky position. For an astro-
physical source, one would expect the detection statistic to
drop and remain below a threshold once a certain offset
from the true sky position is reached. On the other hand, the

detection statistic of candidates arising from noise artifacts
should remain consistently above this threshold regardless
of the offset [20]. Implementations of the off-target veto
which are similar to the one considered in this study—
namely, one or a handful of offsets is taken along
one or two spatial directions—can be found in the follow-
ing references: for a signal offset along one direction, see
Refs. [20,25,45]; for two offsets, one along a line
of constant RA and the other along a line of constant
Dec, see Ref. [24]; and for multiple offsets along both
a line of constant RA and a line of constant Dec,
see Ref. [22].
However, this is not the only way the off-target veto is

used in cw searches. In a recent search for cw’s from
accreting millisecond x-ray pulsars, for each candidate that
remains after the initial veto procedures, the log-likelihood
is computed for a grid of off-target positions around the
source’s true position [25]. Every candidate whose log-
likelihood contours do not match simulations in Gaussian
noise gets eliminated.
In Ref. [37], the authors use what they call the “sky-

shifting” method where they run the search at many off-
target sky positions across an entire hemisphere of the sky
in order to build up an empirical background distribution of
noise to be used as a detection statistic. Because an
incorrect Doppler correction is being used for each of
the off-target positions, the noise background is effectively
blinded to the presence of any astrophysical signals. In
addition to being more robust than simply choosing a
handful of off-target sky positions, building up a back-
ground distribution is extremely useful in that it is better
able to account for the non-Gaussianities found in real
detector noise. However, the disadvantage here lies in the
computational expense of generating the map for an entire
hemisphere. Moreover, while this method would certainly
be useful when targeting individual sources, it becomes
computationally expensive when candidates are obtained
for many sky positions, as in an all-sky search.
Another recent implementation of the off-target veto is

presented in Ref. [40]. For an astrophysical signal, one can
predict the relation between a mismatch in sky position and
an error in estimated signal frequency and spin-down, using
the DM relation indicated by Eq. (5). That is, for certain
off-target sky positions, the incorrect Doppler correction
still yields a significant detection statistic, but with some
small quantifiable shift in the estimated frequency and
frequency time derivative(s). Thus one can look for these
expected relations, or “patterns,” that would be present
were there a real signal. This method is robust in its ability
to safely eliminate candidates caused by noise artifacts.
However, it is more suitable for an all-sky search, where a
group of candidates is usually found above the detection
threshold across a patch in the sky and for a narrow band of
estimated signal frequency and time derivative(s), than for a
directed search. In addition, this method has only been
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specifically applied in a Hough-transform-based pipeline
(frequency Hough [31]).
Building upon these studies, robust and effective criteria

are needed in HMM-based searches so that the off-target
veto can be applied to a wide range of search configura-
tions. In this section, we discuss an in-depth empirical
study of the off-target veto and define veto criteria based on
this investigation for two different scenarios depending on
the number of candidates that require processing.

B. Tcoh

Recalling Eq. (20), we can select a Tcoh value that
satisfies

Tcoh ≤ ð2j _fmaxjÞ−1=2; ð27Þ

in a directed search, depending on a rough estimate of
j _fmaxj for the source. Because Tcoh directly depends on the
rate of frequency evolution, it varies for searches targeting
different sources. For example, for younger sources, a
shorter Tcoh is required [15]. In the first stage of the
investigation, we test three different coherent lengths in
order to help generalize the study to other stack-slide-based
searches on various timescales as well as to allow for a
broader application to other stack-slide-based semicoherent
cw searches. We carry out the tests in both low- and high-
SNR scenarios. As we increase Tcoh, the recovered candi-
date is more significant at the position where the signal was
injected, and the score drops below threshold more steeply
as we move off target. This is exactly what wewould expect
to see; moreover, it holds true in both low- and high-SNR
scenarios. The methods and results are detailed as follows.
The detection threshold Sth is estimated for each Tcoh by

running a series of 600 Monte Carlo simulations in pure
Gaussian noise, with the detector’s amplitude spectral
density (ASD) set to S1=2h ¼ 4 × 10−24 Hz−1=2 here and
throughout the rest of this study, in the subbands 200–201
and 500–501 Hz [46]. The resulting Viterbi scores are
sorted and the score at the 99th percentile is set as the
threshold (corresponding to a 1% false alarm probability
per 1 Hz subband). For Tcoh ¼ 12 h and 5 d, we find Sth ¼
5.56 and 7.14, respectively. (These values are cross-
checked with previous studies using similar search con-
figurations, e.g., Refs. [22,24]).
Next we run a series of simulations in which a synthetic

signal is injected into Gaussian noise in the 1 Hz subband
starting at 200 Hz and the Viterbi score is computed
for a grid of offsets around the center (i.e., the sky position
of the injection). Two signal strengths are studied: a
weak signal with h0 ¼ 4.0 × 10−26 and a loud one with
h0 ¼ 8.0 × 10−26. We assume the signals are circularly
polarized with cos ι, where ι is the source inclination angle,
fixed at unity such that heff0 =h0 is held fixed, where heff0 is
defined as [15]

heff0 ¼ h02−1=2f½ð1þ cos2 ιÞ=2�2 þ cos2 ιg1=2: ð28Þ

When cos ι is equal to 1 or −1, the signal is circularly
polarized and its strength is maximized. The simulation is
run over 180 d (chosen to keep the computational cost of
simulations to a reasonable level and given the fact that
several recent cw searches use half-year observational data,
e.g., [24,48–50]) starting from the arbitrarily chosen GPS
time 1167545066 [same as the one used in Fig. 1(a)]. Three
search configurations are tested in order to get a more
complete picture of how a signal behaves around its center
position in the sky: Tcoh ¼ 12 h (NT ¼ 360), Tcoh ¼ 5 d
(NT ¼ 36), and Tcoh ¼ 30 d (NT ¼ 6). The fraction of the
sky spanned by the grid of off-target positions varies
depending on the signal SNR, where louder signals require
a larger span in order for the extent of their features to be
fully captured. However, to minimize the computational
time needed for these simulations, a fixed grid of 21 × 15
data points is used regardless of the fraction of the sky
spanned.
Figure 2 shows the Viterbi scores (plotted as the color) of

the recovered signal at its injected sky position (RA ¼ 00 h
00 m 00 s, Dec ¼ 00° 000 0000) and for a grid of offsets
around that position. The left and right columns correspond
to the low- and high-SNR scenarios, respectively. The three
rows, from top to bottom, correspond to Tcoh ¼ 12 h, 5 d,
and 30 d. Table I lists the Viterbi scores at the source’s true
position, denoted as Starget, for each panel.
The bright ellipse (with the brightest spot in the center)

shown in these plots, which we refer to as the EPSF, is
exactly what one would expect for an astrophysical signal
in any stack-slide-based semicoherent search algorithm.
(See Appendix B for an example using another stack-slide-
based semicoherent search algorithm.) Moreover, such
patterns are consistent with those in existing literature:
e.g., see Fig. 1 in Ref. [51], Fig. 1 in Ref. [41], and Fig. 14
in Ref. [52]. The ellipse likely results from the different
dependencies in RA versus Dec, outlined in Ref. [41], as
well as the symmetries present in the Doppler modulation,
as shown in Eq. (8) (discussed in Ref. [37]). The faint
periodic features seen in some plots but not in others may
also be related to the periodic functions within the Doppler
modulation [40]. However, we rely only on the broader
elliptical patterns in this study, so the minor features do not
impact the results. A more detailed investigation of these
minor features lies outside the scope of this paper. It should
be noted that the ellipses shown in Figs. 2(a) and 2(b), both
with Tcoh ¼ 12 h, appear to be slightly off center such that
the brightest point is not exactly at the injection site. This is
most likely due to the relatively poor sky resolution when a
short Tcoh < 1 d is used. Indeed, the peak is recovered
almost exactly at the injection location for Tcoh ¼ 5 d
and 30 d.
In comparing the images shown in Fig. 2, it is clear that,

as Tcoh increases, the EPSF becomes brighter in the center
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and narrower. In fact, it has already been established that
the offset at which the detection statistic drops below
threshold is related to Tcoh; as Tcoh increases, this offset

decreases [51]. This relationship is shown in Fig. 3; the
offset in Dec (holding RA fixed at the injection coordinate)
at which the Viterbi score drops below 0.5Starget is tracked
as a function of Tcoh. (To quantify this relation with better
resolution, we conduct additional searches with two more
coherent lengths Tcoh ¼ 1 d and 10 d in Dec.) The error
bars for the offsets in Dec (too small to be shown in Fig. 3)
are set by the grid spacing used to estimate these offsets,
which is listed in Table II for each case, along with their
errors (≲1%). Indeed, for both SNRs tested, the shortest
coherent time, 12 h, has the greatest Dec offset. As we
increase Tcoh, this offset decreases approximately linearly
in log-log scale. We choose to take our offsets only in Dec
because the behavior of the detection statistics is more

TABLE I. Viterbi score obtained at the injection site for each
panel shown in Fig. 2.

Figure 2 SNR Tcoh Starget

(a) Low 12 h 11.28
(b) High 12 h 27.39
(c) Low 5 d 62.70
(d) High 5 d 176.59
(e) Low 30 d 116.06
(f) High 30 d 478.04

(a) (b)

(c) (d)

(e) (f)

FIG. 2. Contour of Viterbi scores as a function of the offset in RA and Dec for an injection at RA ¼ 00 h 00 m 00 s and Dec ¼ 00° 000

0000 with signal strength h0 ¼ 4.0 × 10−26 (a),(c),(e) and h0 ¼ 8.0 × 10−26 (b),(d),(f). From top to bottom, coherent lengths Tcoh ¼ 12 h,
5 d, and 30 d are used with Tobs ¼ 180 d. (Other simulation parameters: S1=2h ¼ 4 × 10−24 Hz−1=2, cos ι ¼ 1.) See Table I for the Viterbi
score obtained at the injection location (Starget) in each panel.
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dependent on the source position when moving only in RA,
so taking offsets in Dec allows us to set more generally
applicable guidelines for the veto that are independent of
sky position. (More details are discussed in Sec. IV C).
Figure 4 shows further details on how the Viterbi score

decreases as the Dec offset increases for Tcoh ¼ 12 h, 5 d,
and 30 d, from left to right. In general, in the first few steps
away from the center, the scores drop steeply, especially for
longer coherent times, then level out such that further
increasing the offset leads to only small decreases in the
score. Once a large enough offset is reached, the score
drops below threshold and the signal is no longer detect-
able. This offset at which the signal becomes undetectable
heavily depends on Tcoh and SNR. For extremely loud

signals, the detection statistic may never drop below
threshold, regardless of the sky position searched.
However, current detectors do not operate in the high-
SNR regime for cw sources—in fact, such a loud signal
would be astrophysically implausible because the source
would likely fall outside the range of extreme ellipticities
and would be spinning down so rapidly that its _f value
would not lie within the ranges used in this study. Thus we
do not take into consideration the extremely high-SNR
scenario.

C. Sky position

The elliptical EPSF shown in Fig. 2 is further explored in
this section by varying the location of the injection. A series
of simulations are run with different combinations of RA
and Dec. We find that sky position is the dominant factor in
determining the shape (i.e., the ratio of the major and minor
axes) and orientation of the EPSF. The EPSF can act as a
precise marker of an astrophysical signal, so we use it in the
off-target veto criteria. The details are discussed below.
In this set of simulations, we fix the injection SNR using

the signal strength h0 ¼ 4.0 × 10−26 and conduct the search
with Tcoh ¼ 5 d. The other simulation parameters are the
same as those in Sec. IV B. Figure 5 shows the resulting
contour plots, where the Viterbi score (color) is plotted as a
function of RA and Dec for a grid of offsets centered on the
injection site; see Table III for the ten injection locations
and their corresponding scores. Random variations
aside, the shape and orientation of the EPSF change

FIG. 3. Dec offset at which the Viterbi score drops below 0.5Starget as a function of Tcoh. The coherent lengths tested are Tcoh ¼ 12 h,
1 d, 5 d, 10 d, and 30 d. The lines that join the sample points give a rough idea of where this offset would occur for other choices of Tcoh

within this range. For the low (green) and high (purple) SNRs, the signal strength of the injection is h0 ¼ 4.0 × 10−26 and
h0 ¼ 8.0 × 10−26, respectively. (Other simulation parameters: S1=2h ¼ 4 × 10−24 Hz−1=2, cos ι ¼ 1). See Table II for the offset grid
spacing used for each configuration and the error on each point.

TABLE II. Offset grid spacing used for each configuration and
relative error on each point shown in Fig. 3.

SNR Tcoh Grid spacing (°) Error (%)

Low 12 h 0.01 0.11
High 12 h 0.01 0.07
Low 1 d 0.01 0.40
High 1 d 0.01 0.16
Low 5 d 0.001 0.70
High 5 d 0.001 0.38
Low 10 d 0.0001 0.22
High 10 d 0.0001 0.13
Low 30 d 0.0001 1.08
High 30 d 0.0001 0.78
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systematically as functions of RA and Dec. Matching up
each panel in Fig. 5 to its position in Fig. 1(a), we observe
that the inclination of the ellipse at a particular sky position
roughly follows the slope of the κ contour in Fig. 1(a)
passing through that same position.
Two notable examples are discussed below. The first is

presented in Fig. 5(h); this image is centered on RA ¼ 01 h
00m00 s andDec ¼ 88° 000 0000, and it shows an ellipse that
spans more than two hours in RA—a significant fraction of
the sky. Referring to where this position is found within the
contour map in Fig. 1(a)—the triangle marker pointing
toward the left—we immediately notice that the contour
passing through this point moves along RA at a roughly
fixed Dec. The same holds true for a source found at, for
example, Dec ¼ −88° 000 0000. Indeed, as the position
approaches either pole, the EPSF extends broadly along
RA because the DM effect is weak near the poles. This fact
could lead to astrophysical signals being falsely vetoed as
noise if the off-target veto is applied to sources near the poles
using an offset only in RA. Certainly, choosing our criteria
so that the off-target veto can be safely applied to candidates
at the poles is important since it is unlikely that the DM-off
veto will eliminate such candidates.
The second example worth discussing is shown in

Fig. 5(j). This image is centered on RA ¼ 18 h 00 m
00 s and Dec ¼ −23° 300 0000 (the latter corresponding to
the tilt of Earth’s axis) and shows an ellipse spanning
roughly 15° in Dec. Once again, referring to the corre-
sponding sky position in Fig. 1(a), we can see that the
injection is located in the center of the dark region—
the “dark spot” where κ ¼ −1 (the cross marker). Based on
the simulation results obtained at various positions and on
how the EPSFs tend to vary with injection location, we find
that this sky position at the dark spot—along with the
“bright spot” with κ ¼ 1—in general produces the most
extended EPSF in Dec. We use this to set veto guidelines in
Sec. IV F.

Since the extension of the ellipse also largely depends on
Tcoh (for a given SNR), we further conduct a set of tests for
injections at the dark spot, using another two choices of
coherent length: Tcoh ¼ 12 h and 30 d. In Fig. 6, the top
row shows the EPSFs at the dark spot for Tcoh ¼ 12 h (left),
5 d (middle), and 30 d (right). We inject a louder signal,
h0 ¼ 5.0 × 10−26, for the search which uses Tcoh ¼ 12 h
(as opposed to h0 ¼ 4.0 × 10−26 for the other two coherent
times) so that the EPSF is better resolved. Of all the search
configurations tested throughout this study, the ellipse at
this sky position using the shortest coherent length
(Tcoh ¼ 12 h) spans the largest angular distance in Dec—
approximately 30°. The bottom row of Fig. 6 shows how
the Viterbi score decreases as the Dec offset increases along
the dashed cyan line plotted in the top panels, for
Tcoh ¼ 12 h, 5 d, and 30 d, from left to right (similar
to Fig. 4).

D. Real LIGO data in the second observing run

In addition to investigating the behavior of the EPSF
of a signal in Gaussian noise, we look at some examples
with a real noise background. The left panel in Fig. 7
shows the EPSF of a synthetic signal (h0 ¼ 8.0 × 10−26,
cos ι ¼ 1) injected into the 200–201 Hz band in the
Advanced LIGO data collected in the second observing
run (O2) [53], recovered using the HMM pipeline
with Tcoh ¼ 5 d. The effective averaged ASD in that
band is S1=2h ¼ 7 × 10−24 Hz−1=2. For consistency, a
GPS start time of 1167545066 is used with a total
observing time of 180 d. The right panel shows a signal
with the same parameters injected into Gaussian noise
(S1=2h ¼ 4 × 10−24 Hz−1=2). Despite the effects of non-
Gaussianities in real detector noise and the higher noise
ASD, the EPSF in LIGO O2 data is still clearly resolvable
and, despite some additional features that seem to have
caused a slight shift in the EPSF inclination, the overall

FIG. 4. Viterbi score (as a fraction of Starget) obtained at positions away from the center along Dec (from left to right: Tcoh ¼ 12 h, 5 d,
30 d). In each panel, orange dots and blue circles correspond to the low-SNR case with h0 ¼ 4.0 × 10−26 and high-SNR case with
h0 ¼ 8.0 × 10−26, respectively. The solid orange and dashed blue lines mark the threshold, each one displayed as a fraction of Starget for
its corresponding SNR. (Although Sth remains the same for a particular Tcoh regardless of SNR, Starget obtained is larger for a higher
SNR, and thus the orange and blue lines do not overlap).
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FIG. 5. Contour of Viterbi scores as a function of the offset in RA and Dec for injections at a variety of different sky positions with
signal strength h0 ¼ 4.0 × 10−26 (Gaussian noise). Labels (a)–(j) correspond to the sky positions marked in the bottom left corners. A
coherent length Tcoh ¼ 5 d is used with Tobs ¼ 180 d. (Other simulation parameters: S1=2h ¼ 4 × 10−24 Hz−1=2, cos ι ¼ 1.) See Table III
for the Viterbi score obtained at each injection location (Starget).
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shapes of the EPSF are still comparable in these two sets
of simulations.
Fifteen hardware injections were included in the LIGO

O2 observing run for testing purposes [54]. These injec-
tions mimic real cw signals by moving the detector mirrors
as though cw’s are passing through, and they are an
important complement to the software injections we have

looked at exclusively up until now. Of the 15 injections in
O2, we look at two, P3 and P9, as examples. We have
chosen these two injections because they have signal
parameters that fall within the parameter space covered
by a typical search configuration studied in this paper
(Tcoh ¼ 5 d), enabling a consistent comparison and the use
of statistics we have already derived here. We still search
for Tobs ¼ 180 d, starting from the GPS time 1167545066.
The EPSFs of these injections are shown in Fig. 8, with P3
on the left and P9 on the right. P3 is located in the 108–
109 Hz band and is centered at RA ¼ 11 h 53 m 29.4 s and
Dec ¼ −33° 260 11.800. P9 is located in the 763–764 Hz
band and is centered at RA ¼ 13 h 15 m 32.5 s and Dec ¼
75° 410 22.500. See the Gravitational Wave Open Science
Center O2 data release [53] for a more detailed parameter
list. Overall, these EPSFs are in line with what we have
predicted for astrophysical signals using software injec-
tions; if these injections were candidates in a real search,
the off-target veto would not eliminate them (as demon-
strated in Sec. IV F).
We also look at the Viterbi scores for a grid of sky

positions centered at RA ¼ 22 h 57 m 39.1 s and

TABLE III. Viterbi scores at the ten injection sites shown in
Fig. 5.

Figure 5 RA Dec Starget

(a) 00∶00∶00 00°0000000 62.70
(b) 06∶00∶00 −66°3000000 73.20
(c) 12∶00∶00 00°0000000 60.35
(d) 18∶00∶00 66°3000000 73.71
(e) 01∶00∶00 −60°0000000 70.93
(f) 01∶00∶00 −20°0000000 55.82
(g) 01∶00∶00 45°0000000 74.35
(h) 01∶00∶00 88°0000000 69.42
(i) 06∶00∶00 00°0000000 68.89
(j) 18∶00∶00 −23°3000000 61.64

FIG. 6. Top row: contour of Viterbi scores as a function of the offset in RA and Dec for an injection at RA ¼ 18 h 00 m 00 s and
Dec ¼ −23° 300 0000 with signal strength h0 ¼ 5.0 × 10−26 (left) and h0 ¼ 4.0 × 10−26 (middle and right) (Gaussian noise), using three
different choices of Tcoh. From left to right, we have Tcoh ¼ 12 h, 5 d, and 30 d, with Starget ¼ 22.55, 54.44, and 131.16, respectively.

The total observing time is 180 d. (Other simulation parameters: S1=2h ¼ 4 × 10−24 Hz−1=2, cos ι ¼ 1.) Bottom row: Viterbi score S (as a
fraction of Starget) obtained at positions away from the center along Dec. In each panel, the search configuration is the same as that used
in the contour image above it (from left to right: Tcoh ¼ 12 h, 5 d, 30 d). The solid lines mark the threshold for each search configuration
displayed as a fraction of Starget. The dashed cyan line in each contour image in the top row marks the direction along which the series of
offsets shown in the bottom row are taken.
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Dec ¼ −29° 370 20.000 in the 462–463 Hz subband in LIGO
O2 data, where an unidentified noise artifact originating
in the Hanford detector is located (identified in Sec. IV of
Ref. [22]). The same duration of 180 d starting from
1167545066 is searched. Then we repeat this procedure
in Gaussian noisewith a synthetic signal (h0 ¼ 2.0 × 10−26,
cos ι ¼ 1) injected at RA ¼ 22 h 57 m 39.1 s and Dec ¼
−29° 370 20.000. The EPSFs from LIGO O2 data and the
simulated data containing a synthetic signal are shown in the
left and right panels in Fig. 9, respectively. The left panel
shows a spread of above-threshold Viterbi scores which
fluctuate randomly across the sky. There is no trace of the
bright peak in the center seen in the right panel resulting
from a synthetic signal. This is the expected behavior of a
candidate caused by a noise artifact, which would not be
impacted by DM because it originates on Earth.

E. Physical insights from the EPSF

In practice, determining the exact shape and orientation
of the EPSF of a cw signal is more complicated than simply
following the direction of a Doppler pattern contour, e.g., in
Fig. 1(a) (also see Ref. [40]). In fact, the shape and
orientation of the EPSF mainly depend on a combination
of three factors: the source position, the start time of the
observation, and the amount of time the signal is integrated
over. First, the sky position of the source is important, as
this determines where it lies along the Doppler pattern
shown in Fig. 1(a) and what Doppler correction should
be made. Then, as the start time is shifted forward, this
Doppler pattern also shifts across the sky. The EPSF
becomes less extended as the observing time increases,
because the bright and dark regions from different
instants in time are included in the integration and

FIG. 7. Contour of Viterbi scores as a function of the offset in RA and Dec for a synthetic signal (h0 ¼ 8.0 × 10−26, cos ι ¼ 1) injected
in LIGO O2 data (left, S1=2h ¼ 7 × 10−24 Hz−1=2) and Gaussian noise (right, S1=2h ¼ 4 × 10−24 Hz−1=2) in the 200–201 Hz band. The
images are centered at the sky position of the injection (RA ¼ 01 h 00 m 00 s and Dec ¼ −60° 000 0000). A coherent length Tcoh ¼ 5 d is
used with Tobs ¼ 180 d.

FIG. 8. Contour of Viterbi scores as a function of the offset in RA and Dec for two hardware injections in LIGO O2 data. Left: the
hardware injection P3 (h0 ¼ 8.23 × 10−25, cos ι ¼ −0.08) in the 108–109 Hz band and centered at RA ¼ 11 h 53 m 29.4 s and
Dec ¼ −33° 260 11.800. Right: the hardware injection P9 (h0 ¼ 3.01 × 10−24, cos ι ¼ −0.62) in the 763–764 Hz band and centered at
RA ¼ 13 h 15 m 32.5 s and Dec ¼ 75° 410 22.500. We use Tcoh ¼ 5 d and Tobs ¼ 180 d for both injections.
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cancel out. This is demonstrated in Fig. 10, where the
EPSF integrated over the full year (right) is brighter and
more concentrated in the center than the EPSF inte-
grated over half a year (left). Despite the impact from
terrestrial noise, knowing these three factors allows one
to roughly predict the shape and orientation of the
EPSF around the true location in a real cw search,
which can be used as a veto criterion.

F. Veto guidelines

To conclude this discussion of the off-target veto, we
outline concrete guidelines for how to best apply this
veto in two different scenarios: (1) when following
up a large number of candidates from various sky
positions and (2) when following up a handful of
candidates from a limited number of positions. First,

in the follow-up procedure of either a directed search
which is targeting many sources at different sky
positions (e.g., [24,25]) or an all-sky cw search, if the
earlier-stage vetoes are not effective enough, we need to
use the off-target veto to process a large number of
cw candidates from many sky positions. Thus, both safety
and efficiency are important. Creating and inspecting
detailed images of the EPSF for every candidate would
be computationally expensive. This study allows us
to use the detection statistic at a single Dec offset (as
offsets in Dec have been shown in Sec. IV C to be safer
than offsets in RA) to decide whether or not to veto a
candidate. Moreover, we choose a conservative offset
such that it is valid for all sky positions; however, the
choice of offset does depend on the Tcoh and Tobs used in a
particular search.

FIG. 9. Contour of Viterbi scores as a function of the offset in RA and Dec in the 462–463 Hz band in LIGO O2 data where an
instrumental line lies (left) and Gaussian noise where a synthetic signal (h0 ¼ 2.0 × 10−26, cos ι ¼ 1) is injected (right). Both images are
centered at RA ¼ 22 h 57 m 39.1 s and Dec ¼ −29° 370 20.000. A coherent length Tcoh ¼ 5 d is used with a total observing time
Tobs ¼ 180 d.

FIG. 10. Contour of Viterbi scores as a function of the offset in RA and Dec for an injection at RA ¼ 18 h 00 m 00 s and Dec ¼ 66°
300 0000 with signal strength h0 ¼ 4.0 × 10−26 (cos ι ¼ 1). Results are obtained for Tobs ¼ 180 d (left) and Tobs ¼ 365 d (right), with
Tcoh ¼ 5 d for both. We find Starget ¼ 68.84 (left) and Starget ¼ 93.94 (right).
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1. Veto a large number of candidates

We propose the following broad criteria for applying the
off-target veto to many candidates at once: a candidate can
be safely vetoed only if the score at a certain conservative
Dec offset remains above 0.5Starget or Sth (whichever is
larger), with the added condition that the recovered Viterbi
path at this offset position must overlap the original path. In
practice, one can choose a different fraction other than 0.5
as needed, based on empirical studies. The reason we
stipulate a fraction of the original score rather than a
particular value of the score is so that, for a relatively loud
signal with original score S > 2Sth, the dependence on the
SNR is generally removed (as demonstrated in Fig. 3). If
such an astrophysical signal exists, the score should drop at
least 50% by the chosen Dec offset. We keep any candidate
whose score is below Sth at this offset position because a
weak signal becomes undetectable at very small offsets
from the true sky position. One could even consider setting
the offset based on a more sophisticated parameter-space-
based distance, as presented in Ref. [55], but such a detailed
study is beyond the scope of this paper.
Figure 6 shows an example of how one might find this

optimal offset position for the three Tcoh choices used most
frequently in this paper. When processing many candidates
at once, a plot like those along the bottom row of Fig. 6 can
be created using a synthetic signal injected into Gaussian
noise. To obtain a safe offset that can be applied to
candidates from various sky positions, we carry out the
simulations at the sky position where the detection statistic
varies the slowest in Dec (i.e., the position at which the
EPSF will be the most extended in Dec). The offset for
applying the off-target veto can then be determined by
looking at where the score drops below 0.5Starget for a
relatively loud signal such that 0.5Starget > Sth. For our
particular search configuration, using the data presented in
Fig. 6, we find this offset for Tcoh ¼ 12 h, 5 d, and 30 d (for
Tobs ¼ 180 d) to be 7°, 3°, and 1°, respectively. It should be
noted for Tcoh ¼ 12 h that, despite the EPSF being sig-
nificantly off center, as often occurs for short coherent
times which have poorer resolution, the veto can still be
safely applied as long as a conservative offset is chosen
using the results from simulations in Gaussian noise.
The safety of this veto guideline is demonstrated by

running a search for the two O2 hardware injections
discussed in Sec. IV D (Fig. 8). Because both injections
are very loud, we have 0.5Starget > Sth. (In fact, the score at
every location shown in both panels of Fig. 8 is above the
detection threshold.) We veto the candidate if the score fails
to drop below 0.5Starget at our chosen offset. Choosing to
look at a single offset of 3° along Dec (as defined in the
previous paragraph for this search configuration with
Tcoh ¼ 5 d), we find that for both injections the score
has dropped well below 50% of Starget. Thus, neither
hardware injection is vetoed using the criteria we have
defined.

2. Veto a handful of candidates

When we inspect a handful of candidates individually, a
more comprehensive procedure is preferred, similar to what
was done in Ref. [25]. That is, an image should be
produced showing the Viterbi scores for a grid of sky
positions centered at the candidate position. A second
image also showing the EPSF, this time from a synthetic
signal injected into Gaussian noise at the candidate sky
position, should also be produced. The search configuration
should remain unchanged when creating both images (i.e.,
observation start time, Tcoh, and Tobs should all be the
same), and the signal strength of the injection should be
chosen such that the recovered signal at the center has
roughly the same Starget as the cw candidate. Then, these
two images can be compared. Although we would not
expect the EPSF of a real cw signal to perfectly match the
simulations, the elliptical pattern should, in general, be
centered around the same position and have roughly the
same shape and orientation. If it does not, this candidate
may be safely vetoed.
Indeed, in Ref. [25], for the single candidate which

remained after passing all the candidates through a hier-
archy of vetoes, the candidate’s EPSF in real data was not
centered on the true sky position of the target and did not
match the EPSF produced in Gaussian noise, so the
candidate was vetoed. We verify this procedure in
Fig. 9, where the Viterbi scores for a grid of sky positions
centered at a candidate position in LIGO O2 data (vetoed as
noise in Ref. [22]) and the EPSF for a synthetic signal
injected into Gaussian noise at the same sky position are
compared. No trace of the EPSF shown in the right panel
can be seen in the real data in the left panel. Thus, as
expected, we would veto this candidate.
It should be noted that, in a real search, data gaps are

usually present (due to maintenance, upgrading, etc.). These
gaps are generally dealt with by filling the emission
probability in each frequency bin with equal probabilities
for the periods during which no observational data are
available, which will cause a slight decrease in overall
sensitivity—akin to using a slightly shorter total observation
time—but should not have any major impact on veto
procedures such as the EPSFs. (See the sensitivity
scaling due to gaps in the real interferometer data in, e.g.,
Fig. 2 of Ref. [17].) Nevertheless, for a more rigorous
comparison, one can include data gaps in the Gaussian noise
simulations.

V. SWITCHING OFF THE DM CORRECTION

Vetoes based on switching on and off the DM correction
(i.e., the DM-off veto) have been studied in fully coherent
searches [36] and used in existing studies [22–25]. In this
section, we revisit the method and establish veto criteria in
the context of semicoherent HMM-based searches. We
verify that the veto is safe using Monte Carlo simulations.
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The DM-off veto, as first presented in Ref. [36], is a
technique in which the DM correction, which accounts for
the Doppler shift due to Earth’s orbital and rotational
motion, is switched off and the detection statistic is
reevaluated and compared to the one obtained with the
DM correction applied. In a Viterbi search, the DM
correction is switched off within the F -statistic calculation.
When the DM correction is switched off, the Viterbi score
of a signal of astrophysical origin should drop below the
threshold Sth and a different Viterbi path should be
returned. A candidate resulting from a noise artifact, on
the other hand, should yield a higher score (except in the
rare case that a noise line wanders in a way that mimics the
DM) and a Viterbi path that overlaps with the original. As
such, a candidate is vetoed only if the Viterbi score
increases when the DM correction is switched off and
an overlapping Viterbi path is returned. In Ref. [36], the
DM-off veto is described for a coherent F -statistic search.

A. Search configurations

In order to safely use the DM-off veto in a semicoherent
Viterbi search, we need to ensure that a single set of criteria
can be applied to various search configurations.
Thus, we test two different Tcoh values in our search, a

longer one of 5 d and a shorter one of 12 h, and we use a
total observation time of 180 d for the analysis (starting at
the same arbitrarily chosen GPS time as in the off-target
veto study).

B. Test synthetic signals

To establish criteria for the DM-off veto, we run pairs of
simulations in which we inject synthetic signals into
Gaussian noise and first search with the DM correction
applied (DM on), then with DM off. We compare the
Viterbi scores and paths between the pairs of simulations to
see if the candidate present in the DM-on case disappears in
the DM-off case, as would be expected for a real astro-
physical signal. Figures 11 and 12 show the DM-off score
(SDM−off ) plotted against the DM-on score (SDM−on) for
Tcoh ¼ 12 h and Tcoh ¼ 5 d, respectively, for randomly
chosen sky positions distributed uniformly across the
sky. A variety of different signal strengths are tested,
ranging from h0¼3.0×10−26 to h0¼2.4×10−25, as shown
in the legends. For each injected signal, we randomly
draw cos ι from a uniform distribution over the range
½−1; 1�. In each figure, the horizontal and vertical black
lines indicate the same detection threshold Sth for that
particular Tcoh.
The expected behavior of a synthetic signal is as follows:

although SDM−on > Sth could lie anywhere along the
horizontal axis to the right of the threshold depending
on the SNR, SDM−off should fall below the dashed diagonal
line (i.e., SDM−off < SDM−on). This behavior is confirmed in
all of the injections. In fact, almost all of the markers fall
below the horizontal black line marking Sth, with several
exceptional cases. Among these exceptional candidates
with SDM−on > SDM−off > Sth, a black triangle marks each

FIG. 11. Comparison of the Viterbi scores SDM−on and SDM−off for synthetic signals with Tcoh ¼ 12 h. Each color corresponds to a
different signal strength, as indicated in the legend. The solid black lines mark Sth, the dashed black line marks the diagonal
SDM−off ¼ SDM−on, and the shaded purple region marks where the signal is so strong that it is detected in the search even without the DM
correction applied. Any candidates marked with black triangles are not recovered in the DM-off search (the frequency paths in the DM-
on and DM-off runs do not overlap) and thus can be ignored.
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candidate whose Viterbi path recovered by the DM-off
search does not overlap with the path returned by the DM-
on search. When we describe the two paths as “over-
lapping” we mean that the DM-off path, widened by �1 ×
10−4f0 Hz to account for the maximum Doppler shift,
intersects the DM-on path at some point along its frequency
evolution.
We now further discuss the two scenarios that result in

the candidates produced in this study falling above the
threshold in the DM-off search. The first is for those
without triangle markers, all found at SDM−on ≳ 27 for
Tcoh ¼ 12 h (h0 ≥ 1.0 × 10−25) and SDM−on ≳ 200 for
Tcoh ¼ 5 d (h0 ≥ 2.0 × 10−25), shown within the shaded
purple region which marks where the signals are so strong
that we do not miss them even without the DM correction
applied [24]. The signal is so loud in this case that it bleeds
into nearby frequency bins within the F -statistic, so the
likelihood values for the bins around the true frequency bin
are all high. When this occurs, even if we do not apply the
DM correction in the F -statistic, the total log-likelihood is
still significant enough to produce a score above the
threshold (but lower than the score with the DM correction
switched on), and the Viterbi path still roughly tracks the
true signal frequency. Nevertheless, we set the criteria to
only veto candidates with SDM−off increased, which we do
not see here, so the veto is still reliable for such loud
signals.

The second scenario is for those weaker signals to the
left of the shaded region but with SDM−off > Sth. They are
all marked by triangles, meaning that the DM-on and
DM-off paths do not match each other. Given that we
choose a threshold corresponding to a 1% false alarm
probability per 1 Hz subband, these DM-off candidates
are consistent with false alarms. We note that in both
Figs. 11 and 12, one false alarm in the DM-off run (with
SDM−off ≈ 6.5 and 7.0, respectively) does have an
increased score relative to SDM−on that is above threshold
(with a different Viterbi path), but in fact the injected
signal is too weak to be identified as a candidate in the
first place (i.e., SDM−on < Sth). According to these sim-
ulation results, one can even safely veto a candidate if the
score remains above Sth and the same Viterbi path is
returned in the DM-off search, as long as the candidate is
not in the high-SNR shaded region. [In practice, with the
current detector sensitivity, candidates found in a real
search with Viterbi scores S > 27 (Tcoh ¼ 12 h) and S >
200 (Tcoh ¼ 5 d) are caused by noise artifacts and would
most likely be eliminated by another cw veto.] However,
comparing SDM−off to SDM−on rather than the threshold is
generally a more conservative option, i.e., to be cautious,
we keep the candidates with SDM−on > SDM−off > Sth for
further scrutiny. In particular, setting veto criteria by
comparing SDM−off to SDM−on rather than Sth ensures
the veto safety for sources with sky positions close to

FIG. 12. Comparison of the Viterbi scores SDM−on and SDM−off for synthetic signals with Tcoh ¼ 5 d. Each color corresponds to a
different signal strength, as indicated in the legend. The solid black lines mark Sth, the dashed black line marks the diagonal
SDM−off ¼ SDM−on, and the shaded purple region marks where the signal is so strong that it is detected in the search even without the DM
correction applied. Any candidates marked with black triangles are not recovered in the DM-off search (the frequency paths in the DM-
on and DM-off runs do not overlap) and thus can be ignored.
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the ecliptic poles, since the DM correction at these
positions would be minimal and so switching off the
DM correction would not have much impact on the
significance of the Viterbi score. Still, even for these
sky positions, we would not expect the Viterbi score to
increase when switching the DM correction off. Thus,
based on the criteria we have defined, for the 1300
injections tested here, none are falsely eliminated and
the DM-off veto remains safe.

C. Compare with noise

To provide a baseline for comparison, a series of
synthetic monochromatic noise lines at fixed frequency
(no DM is added in the simulation code) with different
strain amplitudes hnoise are injected into the Gaussian noise
background in the 200–201 Hz subband, and the results of
the search are plotted in a similar fashion to the synthetic
signals, shown in Fig. 13. Noise lines, unlike astrophysical
signals, should increase in significance when the DM
correction is switched off and lie above the diagonal
(dashed line) in the figure. Indeed, all outliers caused by
synthetic noise lines show this behavior other than the
weakest few with hnoise < 5.0 × 10−26 that are below
threshold for both the SDM−on and SDM−off searches (these
exceptional ones are not identified as candidates in the
first place).
The behavior caused by noise lines is also confirmed by

studying the real noise lines from Advanced LIGO O2

(selected from the candidates identified as noise artifacts in
Ref. [22]). The search results are shown in Fig. 14.
Although quite a few candidates caused by noise lines
lie below the dashed line, many do not have overlapping
frequency paths between the DM-on and DM-off runs
(signified with black triangles), meaning that the original
candidates are not recovered by the DM-off runs, so they
cannot be evaluated in the DM-off veto procedure. There
are nine candidates caused by noise lines that fall below the
dashed line that do have overlapping frequency paths,
marked with red circles. These artifacts are inspected
individually; Table IV presents a summary of their main
attributes, namely the starting frequency for each artifact,
which detector the artifact originates in, and at what stage in
the veto hierarchy (as detailed in Ref. [22]) it is eliminated.
There are a couple of theories as to why these noise artifacts
are not eliminated by the DM-off veto: (i) the noise lines
wander in a way that mimics the Doppler modulation in an
astrophysical signal; or (ii) when we integrate data from
both detectors and switch off the DM correction, the noise
artifact at the candidate frequency remains the most
significant, but the likelihoods in other frequency bins
happen to increase, decreasing the relative significance of
the original artifact. In a real search, these candidates would
not be eliminated by the DM-off veto because they do not
satisfy the veto criteria, so they would be followed up using
other methods. In fact, as shown in Table IV, all nine
candidates are eliminated by one of the two initial cw
vetoes—the known-line veto, which identifies candidates

FIG. 13. Comparison of the Viterbi scores SDM−on and SDM−off for synthetic noise lines with Tcoh ¼ 5 d. Each color corresponds to a
different injection strength, as indicated in the legend. The solid black lines mark Sth, and the dashed black line marks the diagonal
SDM−off ¼ SDM−on, above which we would expect the outliers caused by noise lines to lie.
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as known instrumental lines, and the single-interferometer
veto, which identifies candidates as previously unknown
noise artifacts present in only one detector—so in all
likelihood artifacts such as these would not even reach
the stage wherein they would be analyzed using DM off.
In summation, regardless of the small number of false
positives (9 out of 108) when dealing with noise artifacts,
the DM-off veto remains safe in that it does not falsely
reject any of the 1300 synthetic signals we have tested
above.

VI. CONCLUSION

In this study, we investigate the off-target veto and the
DM-off veto in order to establish veto criteria for a
semicoherent cw search. To aid the design of generalized
and rigorous veto criteria for the off-target veto, we
introduce an EPSF, discuss its physical insights, and
demonstrate the applications. We draw conclusions
about the safety of the DM-based vetoes through
Monte Carlo simulations in which synthetic signals are
injected into Gaussian noise. We use a combination of the
coherentF -statistic and a HMM scheme to track the signal,
and we take the Viterbi score as our primary detection
statistic.
We show that the off-target veto can be used in two

different ways to follow up cw candidates depending on
how many remain to be investigated. If many candidates
from various sky positions need to be processed at once, a
single Dec offset which is safe for all sky positions can be
chosen such that, if the Viterbi score at this offset remains
above 50% of the original score and above Sth, and the
recovered Viterbi path overlaps the original candidate path,
the candidate is vetoed. On the other hand, if only a
few candidates require follow-up, a more detailed inves-
tigation can be carried out by calculating and comparing
the EPSFs around the candidate location using both
injections in Gaussian noise and the real data. A candidate
is vetoed if these two patterns do not generally agree.
Thus, the EPSF is used as a precise marker of an

TABLE IV. Starting frequency and detector of origin for the
nine noise artifacts in LIGO O2 data that the DM-off veto failed
to veto (marked with red circles in Fig. 14). The last column lists
the veto stage at which they are eliminated in the search presented
in Ref. [22].

Starting frequency (Hz) Detector Veto stage

331.89 Hanford Known line
444.55 Livingston Known line
468.48 Livingston Known line
471.50 Livingston Known line
487.40 Livingston Known line
492.06 Hanford Single interferometer
504.80 Hanford Known line
541.68 Hanford Single interferometer
543.08 Hanford Single interferometer

FIG. 14. Comparison of the Viterbi scores SDM−on and SDM−off for real noise lines with Tcoh ¼ 5 d. The solid black lines mark Sth, and
the dashed black line marks the diagonal SDM−off ¼ SDM−on, above which we would expect the outliers caused by noise lines to lie.
Candidates marked by black triangles are found at different frequencies in the DM-on and DM-off searches and thus cannot be regarded
as a pair of results with and without the DM correction applied. Candidates marked with red circles have overlapping frequency paths
with decreased SDM−off and are thus considered exceptional cases (see details in text).
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astrophysical signal, expanding the applicability of the off-
target veto.
Furthermore, we demonstrate that the DM-off

veto is safe in the HMM-based semicoherent searches
for all configurations tested (i.e., for all sky positions and
for both a short coherent length of 12 h and a longer
coherent length of 5 d). Although the veto is not able to
eliminate every noise line, the majority are successfully
eliminated. More importantly, no synthetic signals
out of 1300 are falsely eliminated in any configuration
tested.
With the conclusion of the third observing run of

Advanced LIGO and Virgo and the impending fourth
observing run, we will see continued improvements in
detector sensitivity over the next few years. As a result, we
expect to see searches produce more cw candidates
(because the data are more likely to be polluted by weak
noise artifacts), and these candidates will become more
time consuming to verify or veto. This study verifies the
safety of the off-target and DM-off vetoes and proposes a
refined veto procedure in preparation for future cw searches
and the first cw detection.
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APPENDIX A: SIGNAL FREQUENCY

We simplify the cw phase shown in Eq. (4) by
omitting the term that accounts for the DM effect due to
Earth’s rotation, which is 2 orders of magnitude smaller
than the effect of Earth’s orbital motion (i.e., Ω0RES=c∼
1.0 × 10−4, compared to ΩRRE=c ∼ 1.5 × 10−6). The
approximate phase becomes

ΨðtÞ ≈Φ0 þ 2π
Xs

k¼0

fðkÞ0 tkþ1

ðkþ 1Þ!þ
2π

c
fRES½cos α cos δ cosðϕ0 þ Ω0tÞ þ ðcos ϵ sin α cos δþ sin ϵ sin δÞ sinðϕ0 þΩ0tÞ�g

×
Xs

k¼0

fðkÞ0 tk

k!
: ðA1Þ

We can then write the signal frequency as

fðtÞ ≈ ðf0 þ fð1Þ0 tÞ þ RESΩ0

c
½− cos α cos δ sinðϕ0 þ Ω0tÞ þ ðcos ϵ sin α cos δþ sin ϵ sin δÞ cosðϕ0 þΩ0tÞ�ðf0 þ fð1Þ0 tÞ

þ RES

c
½cos α cos δ cosðϕ0 þ Ω0tÞ þ ðcos ϵ sin α cos δþ sin ϵ sin δÞ sinðϕ0 þΩ0tÞ�fð1Þ0 ; ðA2Þ

where we have omitted higher order frequency derivative terms fðkÞ0 with k ≥ 2. Considering the fact thatΩ0f0 ≫ fð1Þ0 in the
parameter space searched, the last term in Eq. (A2) can be omitted, and we obtain

fðtÞ ≈ ðf0 þ fð1Þ0 tÞ
�
1þ RESΩ0

c
½− cos α cos δ sinðϕ0 þ Ω0tÞ þ ðcos ϵ sin α cos δþ sin ϵ sin δÞ cosðϕ0 þΩ0tÞ�

�
; ðA3Þ

i.e., Eq. (5) in Sec. II.

APPENDIX B: EPSF IN A SEMICOHERENT
CROSS-CORRELATION SEARCH

To demonstrate that the EPSF and the off-target veto
procedure can be generalized to other stack-slide-based
semicoherent search methods, we run an analysis using

another method, the cross-correlation method (detailed in
Refs. [56–58]). A similar EPSF image is produced to those
output in the HMM-based analyses.
In a typical semicoherent search, detector data are divided

into 30 min time segments and a short Fourier transform
(SFT) is computed for each segment. When using the cross-
correlation search pipeline, these SFTs are multiplied
pairwise (where these pairs are chosen according to criteria
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that may involve incorporating data from multiple detectors
and establishing a maximum time lag), yielding a cross-
correlationvariable for each SFT pair. The detection statistic
ρ output by the search represents a weighted sum of these
cross-correlation variables over all SFT pairs [58].
Figure 15 shows a side-by-side comparison of a syn-

thetic signal with the same parameters (see figure caption)

injected into Gaussian noise and recovered using the HMM
method (left) and the cross-correlation method (right).
Although the two search methods use different detection
statistics (S and ρ, respectively), they produce very similar
EPSFs, demonstrating that the off-target veto methods
detailed here are indeed generalizable to other semicoher-
ent searches.
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