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We present a new QCD analysis of parton distribution functions (PDFs) at next-to-leading order
(NLO) and next-to-next-to-leading order (NNLO). In the present paper, the role of special types of
experimental measurements for extracting PDFs is investigated, and simultaneously the values of the
strong coupling constant are determined. Essential elements of this QCD analysis are the HERA
combined data as a base, heavy-quark cross-section measurement together with Tevatron data on jet
production and H1 and ZEUS jet cross sections as “non-LHC” data, and especially the “LHC” dataset for
top-quark and jet cross sections. These different datasets have allowed detailed information at low x,
providing worthwhile information on the nucleon’s flavor, and have played an important role for some
PDFs at large-x and strong coupling constant. Since the large-x gluon PDF benefits from an accurate
determination of quark PDFs, we have enough motivation to focus on the top-quark production and jet
cross-section measurements from LHC to find the impact of these data on the gluon PDF and strong
coupling constant. These experimental data have an impact on the relative uncertainties of PDF. The
gluon PDF at large x and the values of a, (M%) are affected significantly. Although the main motivation of
this paper is to focus on the gluon PDF and its uncertainty at large-x, giving notice to heavy PDF behavior
in this region is also very important. We study the intrinsic charm (IC) using the BHPS model together
with our extracted extrinsic charm PDF at large x, which can be very worthwhile for future experiments at

the LHC.
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I. INTRODUCTION

Great advances have been made in our knowledge of the
parton substructure of the hadrons, with the accessibility of
new high-energy scattering experimental data from differ-
ent worldwide accelerators. Quantum chromodynamics
(QCD) based on the quark-parton model has provided a
reliable computational framework to describe the hadron
interactions.

Basically, in standard factorization, parton distribution
functions (PDFs) are specified using a comparison of
theoretical QCD predictions with hard scattering experi-
mental measurements covering a kinematic wide range in
the Bjorken variable x and the momentum scale Q.
However, these PDFs have generally been applied for
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the description of hadron structures. Within the context of
the QCD quark-parton model, unpolarized and polarized
PDFs have been considerably successful to describe a
wide range of different processes. Very recently, the
results of polarized QCD analysis of PDFs has been
reported in Refs. [1-4]. It should be noted that modern
PDFs are expected to deliver not only accurate informa-
tion about the partons in a wide kinematic region of x and
Q?, but also information about the strong coupling
constant «; as a nonperturbative parameter. The value
for this quantity is often correlated with the PDFs, and
therefore they have to be extracted simultaneously in a
QCD fit [5].

In recent years, various PDF sets [6—10] have been
developed to be used at the Large Hadron Collider (LHC).
These accurate PDFs have been applied for new physics
searches [11-17], and also for the evaluation of PDF
uncertainties on QCD precision observables. The PDF
extracted results using different experimental measure-
ments for both unpolarized and polarized QCD analysis
are also reported in Refs. [18-33]. Very recently, the
nuclear parton distribution functions (nPDFs) from a global
QCD analysis at next-to-leading order (NLO) were also
presented in Ref. [34].
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By utilizing more powerful particle accelerators such as
the LHC and Tevatron, we have access to the data that
belong to various processes such as top-quark and jet
production, and at different center-of-mass energies. New
experimental data provide an opportunity to additionally
improve the structure of the hadrons which are described
by PDFs.

Deep inelastic scattering (DIS) experimental data from
the electron (positron)-proton (e* p) collider and in fixed-
target experiments at HERA [5] have allowed us to obtain
precise, valuable information about PDFs at small values
of x. In spite of this, these data provide no useful
constraint on the gluon PDF at large x, which is relevant
for phenomenological applications at hadron-hadron
colliders such as the LHC and Tevatron. In the present
analysis, the DIS final inclusive HERA combined
cross-section data [5] can be considered as base and
common data.

In addition to this kind of data as a base dataset, other
supplementary processes are also employed for PDF
extraction. The final heavy flavor and HERA jet cross-
section data [35—42] provide detailed information on PDFs,
especially for gluon distributions at low values of x, and
they help to constrain the strange PDF in the proton.
Although heavier target data are available, in order to avoid
any influence of nuclear correction uncertainties, these data
in QCD analysis are not used by some groups.

The precision measurements on jet production from
high-energy pp and pp scattering [43-47] are also
necessary for PDF QCD analysis. These data have provided
complementary information on the nucleons’ flavor struc-
ture. Also, they are important in detailed PDF validations in
order to reduce their uncertainties and the value of strong
coupling constant determination.

To improve the gluon PDF situation with large x, in
addition to the above mentioned datasets commonly used
to constrain PDFs, certain complementary processes such
as top-quark cross-section data [48-58] may also be
considered. Such data have a good potential to constrain
some PDFs at large values of x [59]. Our motivation to
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FIG. 1.

include this kind of data in our analysis is that the gluon
PDF is one of the poorly known PDFs in the proton,
particularly for x > 0.3. In Fig. 1, the NLO and next-to-
next-to-leading-order (NNLO) gluon PDF ratios of the
HERA [7], MSHT20 [8], NNPDF [9], and PDFALHC [10]
predictions to the CT18 data [6] are compared. In this
figure, one can see the sizable difference between these
extracted results for large x values. So, in the present
study, we have enough motivation to provide a PDF set in
the presence of top-quark pair production and jet mea-
surements extracted from hadron-hadron collisions to find
the impact of this kind of data on the central value and
relative uncertainties of PDFs, especially the gluon PDF at
large values of x and the values of the strong coupling
constant. In particular, this kind of data allows us to
reduce the uncertainties in the gluon PDF at a GeV scale,
especially for large x values, as well as in the strong
coupling constant.

Although the main motivation of our present study is to
focus on the gluon PDF and its uncertainty at large x, we
note that the heavy PDF behavior in this region is also
very important. As we will see, the accuracy of the charm
PDF and its uncertainty benefit from an accurate gluon
determination and also the decrease of its uncertainty at
large x. On the theoretical side, this may be very worth-
while when one needs to add the charm PDF (or extrinsic
charm) to the intrinsic charm (IC) which is dominant at
large x. We refer the reader to Refs. [60,61], and
references therein for a detailed discussion of the
Brodsky, Hoyer, Peterson, and Sakai (BHPS) model.
An important review of the intrinsic heavy PDF content
of the proton has been published in Ref. [62]. Several
phenomenological and theoretical studies have been
reported using an IC component in the proton [63-74].
In Refs. [75,76], the intrinsic light-quark sea in the proton
using the BHPS model is also studied. A method to
generate the intrinsic charm and bottom content of the
proton is presented in Ref. [77]. Also, a study of heavy
flavor and Higgs production from intrinsic charm and
bottom quarks is presented in Ref. [78]. Recently, new
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Gluon PDF ratios of the NLO (left) and NNLO (right) HERAPDF20 [7], MSHT20 [8], NNPDF [9] and PDF4ALHC [10]

predictions to the CT18 [6] ones, g/gcris(x, Q%) as a function of x at 0> = 1.9 GeV2.
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constraints on the IC contribution using the BHPS
approach with the determination of a,(M%) and P/,
IC probability values has been reported in Ref. [18]. Note
that the ¢(x) and ¢(x) functions from intrinsic charm are
very different. This has very strong consequences for
experiments at large x. This is in marked contrast to
the Dokshitser-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
and perturbative g — ¢ + ¢ symmetric distributions. In
Ref. [79], the first lattice QCD calculation of the charm-
quark contribution to study the constraints on the charm
asymmetry ¢(x) # ¢(x) in the nucleon from lattice gauge
theory is presented.

In order to perform an accurate theoretical description,
both the PDF evolution and the cross sections of hard
scattering are necessary. For PDF evolution, open source
codes such as QcpNuM [80] and QCD Pegasus [81] are
available in x and Mellin N-space, respectively. To use the
hard scattering cross sections of the different processes,
different methods such as APPLGrid [82], FastNLO [83],
and HATHOR [84] have been developed. Some groups have
also reported their open source code for the theory
predictions of the cross sections which are used in their
analyses. The xritter [85] computational framework,
previously known as HER Afitter [86], as an open source
package, provides a framework for PDF determination. In
particular, xFitter enables the choice of theoretical options
to extract the PDF-dependent cross-section predictions
and allows for a choice of different schemes for heavy
PDFs. In our QCD analysis, we use the xFitter computa-
tional framework. In Refs. [18,87,88], xFitter is used to
extract the PDFs and the value of the strong coupling
constant. Note that the determination of the strong
coupling constant at NLO and NNLO concurrently with
the parton distribution function is one of the main
purposes of this paper.

The outline of this paper is as follows: In Sec. II, we
briefly discuss the experimental measurements used to
constrain PDFs and stress the need to include only the
necessary datasets in our analysis. In this section also, all
datasets, such as base, non-LHC, and LHC data, which are
included in the fit procedures, are explained. The
theoretical frameworks, computational setting, and PDF
parametrization utilized in the present analysis are
described in Sec. III. In Sec. IV, we present and interpret
the results of the fits and the impact of the different
measurements on PDFs using different fits. The PDFs
extracted from different fits are correlated with the strong
coupling constant; therefore, it is an important parameter to
be determined with the PDFs simultaneously. In addition,
the reduction of gluon and charm PDF uncertainties at large
x as the most prominent case, the determination of total
charm PDFs considering the BHPS model, and the Higgs
boson cross-section prediction to address PDF uncertainties

are illustrated in Sec. IV. Finally, our conclusion and
discussion are given in Sec. V.

II. DESCRIPTION OF EXPERIMENTAL
MEASUREMENTS FOR PDF ANALYSIS

Basically, a broad set of hard scattering cross sections
from DIS pp and pp collisions, which provide the PDF
information over a wide range of x and Q2 and for different
flavor combinations, are used in this PDF QCD analysis.
While the common PDF fits were based mostly on the DIS
process, in recent years other measurements and processes
such as heavy flavor, inclusive jet, and also top-quark cross
sections have had a very important impact for constraining
the PDFs [6-9].

To have a precise constraint for all the PDFs in a wide
region of x and Q% (and not in just a special region), we
need to perform a PDF analysis using a completely global
fit, including as many data as possible.

One of the datasets which we may include in a PDF
analysis is the fixed-target DIS data collected by some
experiments (such as SLAC, BCDMS, NMC, etc.) with
proton and deuteron targets. These kinds of data are sensitive
to some PDFs in specific regions. To add the fixed-target
DIS data in a completely global fit, we have to add some
additional parameters in some parton distribution due to the
kinematic region of these data (low values of Q?) to have a
better agreement in QCD fits. Another point is that the
deuterium DIS data necessitate considering the differences
between PDFs in the deuteron and those in the free proton
and neutron. It is obvious that including fixed-target DIS
data in the presence of all other datasets, which will be
introduced in this section, has an impact on some PDFs,
especially valence PDFs, and consequently, it may impact
on the gluon PDF at large x via DGLAP evolution. We find
that the gluon PDF will be somewhat different
at low x by including and excluding the fixed-target DIS
data in the presence of all other datasets in the present
analysis.

As we mentioned before, in order to focus on datasets
with an impact on the high-x gluon, although heavier target
data are available, to avoid any influence of nuclear
correction uncertainties and to add some additional para-
meters, these kinds of data are not used in the present
analysis.

Although the impact of particular datasets on a particular
PDF, such as the gluon PDF in a wide region of x and Q?,
can only truly be assessed in a completely global fit, a study
such as this analysis can give us some idea about the impact
of particular datasets on some PDFs, especially the gluon
PDF at large x.

In this analysis, we determine PDFs by including a
selection of datasets (1891 data points) from the combined
HERA I + II deep-inelastic scattering data along with other
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TABLE 1.

The list of all datasets: DIS HERA I+ II, non-LHC, and LHC data used in the present analysis. For each dataset, we

indicate the process, measurement, reference, and the ranges of their kinematic cuts such as x, y, Q% [GeV?], pr [GeV], Er [GeV],

/s [TeV], and £ [fb~'].

Dataset Process Experiment Ref.  Kinematic ranges and details
HERA 1+11
v + 2 2 4 -3
p - (DX HERA I+ 11 CC et p [5] 3x 102 < 0% <3 x 104, 80x 102 <x<04
HERA I +11CC e p [5] 3x 102 < 0% <3 x10% 8.0x 1073 <x <0.65
etp > e*X HERAI+IINC e p (5] 60 < Q% <5 x 10%, 8.0x 107 < x < 0.65
DIS o HERA I+ IINC e~ p 460  [5] 6.5 < 0* <8 x 102 3.48 x 1075 < x < 0.65
HERA 1 +1I NC e p 575 [5] 6.5<0*<8x10%, 3.48 x 1075 < x £0.65
HERA I+ 11 NC etp 820  [5] 6.5 < 0*<3x10% 621 x 1077 <x <04
HERA I4+IINC etp 920  [5] 6.5<0%><3x10%, 5.02 x 1078 < x < 0.65
Non-LHC
DIS heavy quarks e*p — e*cX HI-ZEUS Charm [42] 25<0%<2x10°%, Ix103<x<5x%x1072
efp — e*bX HI-ZEUS Beauty [42] 25<0*<2x10%, 3x107° <x<5x1072
e*p — jX HI 654 pb”! 38]  1.5x10%2<Q2<1.5x10% 7 < E; <50
H1 395 pb~! [39]  1.5x10><Q?<1.5x 104, 7<pr<50
H1 43.5 pb~! [40] 5<0%<10?, 5<pr<80
H1 351 pb~! [41]  1.5x 102 < 02 < 1.5 x 10, 7<pr<50
Lepton-hadron jet  ¢*p — 2jX HI dijets [41]  15x102<Q*<1.5x10% 5< pr<50
e*p - 3jX HI trijets [41]  1.5x102<Q?<1.5x10% 5<pr<50
ZEUS 300 GeV [35] 1.25 x 102 < Q% < 104, 8 < Ep <100
etp — jX ZEUS 318 GeV [36] 1.25 x 10> < Q% < 104, 8 <E; <100
etp —» 2jX ZEUS dijet [37] 1.25 x 10> < 0% <2 x 104, 8 < Er <60
Hadron-hadron jet hh - jX CDF [46] 6.2x10< ppr <7 x10%, Iy <2.1
D@ [47] 5x10 < pr <6x 107, ly| <24
Hadron-hadron top hh — tt D@-CDF (total) [48] Vs = 1.96, L=23838
D@ (total) [49] Vs =18, L=11x10
LHC
Hadron-hadron jet hh — jX  CMS [43] 74x10 < ppr <2.5x 103, Iy <3.0
ATLAS [44] 2x 10 < pr <43 x 102, ly] <0.4
ATLAS [45] 2x10< pr <1.5x10%, ly] <4.4
Hadron-hadron top hh — tt CMS (total) [50-53] 5.02 < /s <13, 5<L£<3.04x%x10°
CMS (differential) [54] Vs=1, 0 < pr <400
ATLAS (total) [55-57] 5.02 < /s <13, 32<L£<257x10°
ATLAS (differential) [58] Vs=1, 0 < pr <350

non-LHC and LHC data. The various
performed on three different datasets: (i)

PDF fits are
inclusive

A. Inclusive HERA I+ 11 cross sections

HERA I+ 1I cross-section data as a base input dataset,
(i) non-LHC data, (iii) LHC data. In this section, an
overview is presented of the currently available experi-
mental measurements reported by various collaborations
that are included in our fit procedures. In the following
subsections, the type of reaction, the ranges of kinematic
variables for all datasets, and the role of these experimental
measurements in the extraction of parton distribution
functions and the strong coupling constant are mentioned.
The details of the utilized experimental data are explained
in Tables I-III.

In this subsection, we discuss the significant role of final
HERA I+ 1I data, since these data have improved con-
straints on small-x sea quarks and gluon PDFs.

We use neutral- and charged-current combined final
HERA run I + II data [5] with a variety of beam energies.
The H1 and ZEUS Collaborations at HERA reported a
combination of inclusive deep inelastic e*p scattering
cross sections for neutral- and charged-current inter-
actions. The energies of proton beams are 460, 575,
820, and 920 GeV, and the energies of both e* beams
are 27.5 GeV. The corresponding center-of-mass energies

114042-4



PARTON DISTRIBUTION FUNCTIONS AND QCD COUPLING ...

PHYS. REV. D 106, 114042 (2022)

TABLE IL

The recent measurements of top-quark pair production total cross sections in different center-of-mass energies (1/s) and

integrated luminosities (£) with corresponding uncertainties, reported by the D@ and CDF collaborations at Fermilab, and the ATLAS

and CMS collaborations at LHC.

Vs [TeV] L [fb™!] Ref. o (17) [pbl

D@ and CDF experiments at Fermilab

1.96 8.8 [48] 7.60 £+ 0.41

1.8 1.1 x 10 [49] 5.9 4 1.2(stat) & 1.1(syst)

CMS experiments at LHC

5.02 3.04 x 10° [53] 60.3 + 5.0(stat) £ 2.8(syst) = 0.9(lumi)

7 5 [51] 173.6 £ 2.1(stat) T3~ (syst) £ 3.8(lumi)

7 5 [50] 161.7 £ 6(stat) £ 12(syst) £ 3.6(lumi)

8 19.6 [50] 227.4 £ 3.8(stat) £ 13.7(syst) = 6(lumi)

8 19.7 [51] 244.9 + 1.4(stat) 83 (syst) £ 6.4(lumi)

13 359 [52] 803 + 2(stat) & 25(syst) & 20(lumi)

ATLAS experiments at LHC

5.02 2.57 x 10° [55] 66.0 = 4.5(stat) & 1.6(syst) = 1.2(lumi) & 0.2(beam)

7 32 [56] 183 & 3(stat) & 4(syst) = 4(lumi) = 3(beam)

8 32 [56] 243 + 2(stat) £ 5(syst) = 5(lumi) % 4(beam)

8 20.2 [57] 248.3 £+ 0.7(stat) £ 13.4(syst) & 4.7(lumi)

13 3.2 [56] 818 £ 8(stat) 4= 27(syst) £ 19(lumi) + 12(beam)
-2

TABLE IIl. Normalized differential cross sections for /7 pro- ~ 1-3 X 107" <x <0.40 for charged current (CC). The

duction as a function of pr, reported by the CMS and ATLAS
collaborations [54,58]. The statistical and systematic uncertainties
are also shown.

pr [GeV] 1/odo/dpr [GeV™!] Stat. [%] Sys. [%]
CMS experiment

0 to 60 4.54 %1073 +2.5 +3.6
60 to 100 6.66 x 1073 +2.4 +4.9
100 to 150 474 x 1073 +2.4 +3.2
150 to 200 2.50 x 1073 +2.6 +5.1
200 to 260 1.04 x 1073 +2.9 +5.5
260 to 320 0.38 x 1073 +3.7 +8.2
320 to 400 0.12x 1073 +5.8 +9.5
ATLAS experiment

0 to 50 3.4 %1073 +2.4 +5.1
50 to 100 6.7 x 1073 +1.2 +1.9
100 to 150 53 %1073 +2.5 +2.6
150 to 200 2.6 x 1073 +2.0 +4.8
200 to 250 1.12 x 1073 +2.4 +4.8
250 to 350 0.32x 1073 +3.5 +5.5

related to each proton beam are approximately 225, 251,
300, and 320 GeV, and the value of integrated luminosity
is about 1 fb~!. These experimental results are available as
a function of Q% and x. The ranges of these quantities are
0.045 < 0% <50000 and 6 x 1077 < x < 0.65 for neutral-
current (NC) interactions, and 200 < Q% < 50000 and

inclusive HERA I+ II cross-section data are included
as a base dataset in our analysis to determine PDFs and the
strong coupling constant. For this kind of dataset, we use
the kinematic cut Q> > 6.5 GeV?, which is necessary to
remove the higher-twist terms effectively.

B. Non-LHC experimental data

In this part, we introduce the non-LHC dataset which
we use in the present analysis. In QCD fits to inclusive
HERA T+ 11 data only, the shape of the gluon
PDF depends on the value of strong coupling a,(M%).
In fact, the uncertainty on the gluon PDF is increased for
fits with free a,(M%) compared to fits with fixed a,(M%)
[5]. In this regard, in addition to HERA I+ II inclusive
data, we include the DIS heavy-quark production
measurements by the H1 and ZEUS Collaborations at
HERA [42]. These kinds of data were proven to be
consistent with the inclusive data and also provide a
constraint on sea and gluon PDFs at low x at NLO and
NNLO [5].

On the other hand, it would be worthwhile to give
attention to including experimental data on the jet produc-
tion cross section in PDF fits, because this kind of data
provides an independent measurement of the gluon PDF.
These data are also sensitive to a,(M%), to gluon PDFs at
low Q?, and to valence PDFs at high Q2. So, not only do the
jet data reduce the uncertainty on high-x gluon PDF
with fixed a,(M%) in the fits, but they also allow us to
determine gluon PDF and accurate a,(M2%) simultaneously.
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We choose H1 and ZEUS jet data [35-41] in the non-LHC
dataset.

Finally, in addition to the data mentioned above, other
measurements which are also sensitive to PDF determi-
nation and strong coupling constant values, such as D@
and CDF data that contain jet experimental measure-
ments [46,47] and top-quark cross sections [48,49], are
included.

In the following, we present the details of the non-LHC
dataset: heavy-quark production cross sections [42], the H1
and ZEUS jet data [35-41], D@ and CDF data that contain
top-quark cross sections [48,49], and jet experimental
measurements [46,47], which are added to the DIS
HERA data [5] as a base set.

(1) Heavy flavor HERA cross sections: In addition to the
HERA I + II inclusive combination which we men-
tioned in the previous subsection, the combined
measurements of charm- and beauty-quark cross
sections reported by the H1 and ZEUS Collabora-
tions [42] are also available in the kinematic ranges
of 2.5<0%?<2000GeV? and 3x107° <x <
5x 1072, Taking into account the heavy-quark
cross-section data in a PDF fit will cause restrictions
on the gluon distribution [42], and it is also valuable
for obtaining the strong coupling constant value [5].

(i) HI jet cross sections: Four different jet cross-section
experimental measurements [38—41] reported by the
H1 Collaboration are included in our analysis for
extracting PDFs. These jet cross-section measure-
ments play a significant role in processes for
determining the strong coupling constant.

The first inclusive jet cross section [38] is neutral-
current deep-inelastic e™ p scattering with center-of-
mass energy and integrated luminosity values of
319 GeV and 65.4 pb~!, respectively. The jet cross
sections are measured as a function of Q7 and
transverse energy (E;) with the ranges 150 < Q? <
15000 GeV? and 7 < E; < 50 GeV.

The second set of Hl-inclusive jet cross-section
experimental data [39] is from the electron-proton
DIS  neutral-current  process, reported  at
Vs =319 GeV, and the related integrated luminos-
ity of the experiment is equal to 395 pb~!. The
inclusive jet cross sections are functions of Q% and
transverse momentum covering the ranges 150 <
0Q? < 15000 GeV? and 7 < py < 50.

The third set of H1-inclusive jet cross-section data
[40] extracted from positron-proton deep inelastic
scattering corresponds to center-of-mass energy and
integrated luminosity values of 319 GeV and
43.5 pb™!, respectively. The jet experimental data
are reported as a functions of Q2 and jet transverse
momentum with the ranges 5 < Q% <100 GeV?
and 5 < pr < 80 GeV.

(iii)

114042-6

The fourth and last set of HI experimental data
[41] included consists of the inclusive jet, dijet, and
trijet double-differential cross sections. The men-
tioned cross sections are measured in neutral-current
deep inelastic electron-proton scattering. The center-
of-mass energy is equal to 319 GeV, and the value of
the integrated luminosity is 351 pb~!. The inclusive
jet cross-section data are reported as functions of
150 < Q% < 15000 and 7 < py < 50. The dijet and
trijet double-differential cross sections are reported
as a functions of Q2 and transverse momentum, such
that the range of this variable for both dijet and trijet
data is 5 < pr <50 GeV.

According to fit results in the literature, all

inclusive jet cross sections are important in particu-
lar for determining the value of the strong coupling
constant [38—41].
ZEUS jet cross sections: Three different jet experi-
mental measurements reported by the ZEUS Col-
laboration [35-37] are used in our PDF fit. In the
following, the properties of these measurements are
explained.

The first measurement is the inclusive jet differ-
ential cross section [35] related to neutral-current
deep inelastic positron-proton scattering with a
center-of-mass energy of 300 GeV, where the Q?
of virtual bosons is larger than 125 GeV?, and the
value of integrated luminosity related to this experi-
ment is 38.6 pb~'. These experimental data are
presented as functions of jet transverse energy, jet
pseudorapidity, and Q?, where the range of jet
transverse energy is 8 < Ey <100 GeV and the
range of the jet pseudorapidity variable is from
—2 to 1.8. The described jet cross-section data are
important in processes for determining the strong
coupling constant [35].

The second inclusive jet cross-section measure-
ment presented by the ZEUS Collaboration [36] is
reported at a center-of-mass energy of 318 GeV
and with an integrated luminosity of 82 pb~'. The
inclusive jet cross sections are measured in NC
deep inelastic electron-proton scattering. These
measurements are presented as functions of trans-
verse energy and Q7 with the ranges 8 < Ej <
100 GeV  and 125 x 10> < 0 < 10* GeV?,
respectively [36]. In particular, in a global fit,
these data are able to constrain the gluon density
[36].

The third and last set of ZEUS experimental data
[37] that is included in fits of present QCD analysis
is from inclusive dijet cross-section measurements.
The values of the center-of-mass energy and inte-
grated luminosity of the experiment are 319 GeV and
374 pb~!, respectively. The dijet cross sections are
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reported as a function of Q2 and the jet transverse
energy, with the ranges of 125 < 9% < 20000 GeV?
and 8 < E; <60 GeV, respectively. Also, the
invariant mass of the mentioned dijet system is
larger than 20 GeV. In a fit procedure, these dijet
data have the potential to improve the gluon un-
certainty in the high-x region particularly, and in
addition are important for determining the value of
the strong coupling constant [37].

(iv) CDF jet cross sections: The measurement of the
inclusive jet cross section is reported by the CDF
Collaboration [46], using pp collisions at the center-
of-mass energy of 1.96 TeV with the integrated
luminosity of 1.3 fb~!. The measurement is pre-
sented as a function of jet rapidity and jet transverse
momentum, with the covering ranges of |y| < 2.1
and 62 < py <700 GeV. This experimental dataset
in a global fit causes constraints in the high-x regions
on PDFs, and particularly on gluon distribution, and
can also reduce the gluon uncertainty at high x. It
occurs when the measured jet cross sections have the
tendency to be lower than the central NLO predic-
tions of perturbative QCD [46].

(v) D@ jet cross sections: The inclusive jet cross-section
experimental data are reported by the D@ Collabo-
ration [47] from pp collisions, as a function of jet
rapidity and jet transverse momentum with the
ranges of |y| <2.4 and 50 < p; <600 GeV, re-
spectively. The values of the center-of-mass energy
and integrated luminosity related to this experiment
are 1.96 TeV and 0.7 fb~!, respectively. In research
for extracting PDFs by considering these experi-
mental data, constraints on gluon PDFs are highly
expected [47,89].

(vi) Total tt Tevatron cross section: The top-quark total
cross-section measurements reported by the D@ and
CDF collaborations are also included in the fits. The
D@ and CDF total top-quark cross sections [48,49]
measured at both 1.8 and 1.96 TeV are included in
the fits to extract the PDFs and the strong coupling
constant. The details and values of these measure-
ments are summarized in Table II.

C. LHC data

We now present the inclusion of LHC data in our
analysis. This includes a variety of data on jet and top-
quark cross sections. We will present more details of the fit
quality and the PDFs extraction in later sections, but first
we present each of the different types of LHC data included
in the present fit:

(vil) CMS and ATLAS jet cross sections: The experimen-
tal measurements of double-differential jet cross
sections (pp — jets+ X) are reported by the
CMS Collaboration [43] as a function of absolute
jet rapidity (|y| < 3.0) and jet transverse momentum

(viii)

(74 < p7 £2500 GeV) in the center-of-mass en-
ergy of 8 TeV and integrated luminosity of
19.7 fb~!. These experimental high-p; double-
differential jet cross-section measurements can re-
duce significantly the uncertainties of gluon PDFs
and are also important for determining the value of
the strong coupling constant [43].

Also, the inclusive jet cross-section data are

reported by the ATLAS Collaboration [44], with
the center-of-mass energy of 2.76 TeV and integrated
luminosity of 0.2 pb~!. These experimental data are
presented as a function of jet rapidity |y| < 0.4 and
jet transverse momentum 20 < py <430 GeV. On
the other hand, the ATLAS [45] jet cross-section
measurement at /s =7 TeV and the integrated
luminosity of 37 pb~! is included in the fit. These
jet cross-section data are a function of jet rapidity
(ly] <44) and jet transverse momentum
(20 < py <1500 GeV). The above mentioned AT-
LAS jet cross-section data are able to provide an
important impact on gluon and sea-quark distribu-
tions in the high-x region [44].
Top-quark cross sections: The top-quark cross-
section measurements reported by ATLAS and
CMS are also included in the present analysis.
The CMS top-quark data containing the differential
cross sections are reported at the center-of-mass
energy of 7 TeV as a function of transverse
momentum (p7) [54]. The CMS top-quark total
cross sections are measured at various center-
of-mass energies such as 5.02, 7, 8, and 13 TeV
[50-53]. The ATLAS differential cross-section data
[58] at the center-of-mass energy 7 TeV and the top-
quark total cross-section measurements [55-57] at
the center-of-mass energies of 5.02, 7, 8, and
13 TeV are also included in the final PDF fit.
The details of these measurements are summarized
in Tables II and III. According to the reported
results in Ref. [90], the top-quark cross-section
experimental data are able to create significant
constraints on the gluon PDF.

We will see, choosing the complete dataset as we
show in Table I, including LHC data along with the
combined HERA and non-LHC dataset in the
current analysis, the LHC data will impact on
gluon and charm PDF uncertainties at high x
significantly, in respect to the fit of HERA data
only and HERA with non-LHC datasets.

III. THEORETICAL FRAMEWORK

As previously mentioned, various types of experimental
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included in our fit procedures. In the following section,
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parametrization and the minimization method, which are
considered for extracting PDF sets are explained.

The present QCD analysis for PDF determination is
performed in the xritter framework. The xFitter package
[85], an updated version of HERAfitter [86], is used to
extract PDFs and the strong coupling constant with the
main advantage of utilizing several computational pro-
grams simultaneously.

To perform a global fit, Dokshitser-Gribov-Lipatov-
Altarelli-Parisi [91-93] evolution equations derive PDFs
at any scale relevant to comparisons with the experimental
data from the parametrization of PDFs at an input scale of
Q3. For preparing the NLO and NNLO numerical solutions
of DGLAP evolution equations of PDFs at higher scales
Q? > Q3, the QcpNUM [80] package is utilized. In this
regard, the parametric forms for the PDF, xf(x, Q%) at the
lower scale of QCD evolution, are needed.

To include the heavy-quark contribution to any process,
it is necessary to apply the variable flavor-number scheme
(VENS), so that the different numbers of active flavors (N )
are adopted at different Q7 scales. In this regard, the
Thorne-Roberts variable flavor-number scheme [94] is
used to calculate the contributions of the heavy quarks.
Very recently the three—loop Wilson coefficients have been
calculated in Ref. [95].

The jet cross-section data reported by ATLAS and CMS
collaborations are available to include in the XxFitter
framework. To include the jet experimental cross-section
data, the APPLGrid [82] and FastNLO [83] computational
programs may be used in the fit procedures. The grid file of
ATLAS jet cross sections is obtained by APPLGrid, and the
grid file of the CMS jet cross section is available by the
FastNLO computational package. Since the ATLAS jet
cross-section grid files are not available at NNLO, using
k-factor technique is necessary in order to include these
experimental data at NNLO. The HATHOR [84] and
FastNLO computational packages are also used to include
the total and differential top-quark cross sections. Finally,
the MINUIT [96] program is used for the minimization.

In this analysis, the minimum cut value which is implied
on HERA I+1I data is Q2. = 6.5 GeV2, with the
invariant mass squared of W? > 15 GeV2. We did not
apply any other cuts in this analysis. The value of the initial
QCD scale is assumed to be Q3 = 1.9 GeV?, which is
below the c-quark mass threshold. The masses of heavy
quarks [7] are considered to be m.=1.43 GeV,
my;, =4.5 GeV, and m, = 173.5 GeV.

The PDFs at the initial scale are represented by the
following general form:

xfi(x, Qf) = AixPi(1 = x)9 (1 + Dix + Eix?), (1)
where i indicates the flavor of the parton distribution, and
for each PDF flavor combination the parameters of the PDF
shape are different. The x% term affects the low-x PDF

behavior, and the (1 —x)% term ensures that the parton
distribution disappears in the x — 1 elastic limit. Also, the
last term in Eq. (1) controls the behavior of the PDFs away
from the extrapolation regions of x — 0 and x — 1. The
normalization parameters A; can be determined via QCD
sum rules.

The parametrized parton distributions, xf;, are chosen to
be the valence, light sea, and gluon PDFs. The detailed
parametrizations for each PDF at the initial scale are as
follows [44]:

xu,(x, 05) = A, xBu (1 = x)Cu (1 4+ E, x?),
xd,(x, Q) = Ay xBa (1 = x)Ca
xU(x,03) = Ag BU(] —x)C,
xD(x, Q3) = ApxBo(1 —x)Cp,
xg(x, 03) = AxBo(1 —x)C — ApxBa(1 = x)%. (2)

Here, xu, and xd, are the valence quark distribution,
while xU and xD indicate the u-type and d-type anti-
quark distributions, respectively, where xU = xii and
D = xd + x5, and the gluon distribution is represented by xg.

The QCD sum rules determine the normalization
parameters. The parameters A, , A, are fixed by consid-
ering the rule of quark counting, and the A, parameter is
fixed using the momentum sum rule. The relation between
Ay and Ap is Ay = Ap(1 —f,), and the By and Bj
parameters are considered to be equal, By = Bp. The last
two relations are set to guarantee that xit — xd as x — 0.
The distribution of strange quarks is assumed to be an
x-independent fraction (f;) of the down-type sea,
x5 = foxD, at QF, and the value of f is chosen to be
equal to 0.31 [44].

The xg gluon PDF in Eq. (2) is an exception from
Eq. (1), with the subtraction of an additional term of the
form AjxPs(1 — x)%, which makes the parametrization at
low x [5] more flexible than a single power and positive
values of xg at large x, as suggested in Ref. [§9]. Note that
as the first term of gluon PDF cannot be controlled by the
single power B, as x approaches zero, we need to consider
the second term of the gluon PDF parametrization. It
requires that the powers B, and Bj be different. This
additional term is considered at NLO and NNLO. The Cj,
parameter is fixed to 25 for all fit procedures of this QCD
analysis.

The y? function described here is a criterion to find out
how a QCD model can be compatible with the experimental
measurements. In this analysis, we extract the best values of
14 independent free parameters by minimizing the y?
function. In cases where all of the correlated uncertainties
related to experimental measurements are available, the y?
function, as implemented in the xFitter framework, is given
by [97]
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[d; —t;(1 -

2

X _Z 52 z2+52
1

nunc’i i, ﬂtat

22 (3)

Here, t; and d; are theoretical predictions and experimental
measurements of the ith data point, respectively. Also,
ﬂj- are the corresponding systematic uncertainties, and s;
are the nuisance parameters associated with the corre-
lated systematic uncertainties, and j indicates sources of
correlated systematic uncertainties. In the above equa-
tion, &7, and &7,,. indicate relative statistical and uncor-
related systematic uncertainties. The MINUIT [96] package
is used for minimizing the x> function in the xFitter
framework.

Determination of the uncertainty of free parameters is
also very worthwhile in addition to extracting the central
values of these parameters. The uncertainties of parton
distribution functions are estimated in Refs. [98—106]. One
of the most important approaches is the Hessian method.
Although the details of this method are presented in these
references, due to utilizing it in the present QCD analysis, a
review of the Hessian method is described.

According to the Hessian approach, by considering {;
(i=1,2,...,N) as free parameters, where N is the number
of parameters which are extracted from the fit procedure,
the y?> function can expand around the minimum y?

point &

AP() =P (E+80) =) =D HjoLiot;.  (4)
i,j

Here, just the leading quadratic term is considered, and H;;
denotes the second Hessian derivative matrix. The con-
fidence region is expressed by assigning a value to Ay? in
the parameter space.

If the number of parameters is 1 (i.e., N = 1), the
confidence level is 68% for Ay?> = 1. Generally, in the
case of N # 1, the value of Ay? should be changed. It is
known that the confidence level P is related to the number
of parameters and Ay? as follows:

Here, I'(N/2) is the well-known gamma function. The
standard confidence level P = 0.6826 corresponds to a lo
error range [104-106]. The Ay? value is numerically
calculated by choosing a confidence level value using
Eq. (5). In the present analysis, we have N = 14, and
by supposing the confidence level to be P = 0.6826, the
consequent value of Ay? will be 15.94. By running
the MINUIT subroutine [96], the Hessian matrix is made
available.

The uncertainty of a certain observable (O), which is
introduced at the input scale Q3, can be reached by
the Hessian method. By using the Ay’ value and
derivatives of the observables with respect of the free
parameters, the uncertainties for a given observable (O)

are calculable:
ao,»(:)) g <ac9,»<c>) ;
i, )\ )

IP= A)ﬁ;(

Therefore, using Ay? and derivatives of O; with respect
to extracted parameters ({;), the above equation returns the
uncertainty (60;) of the desired observable. At any other
scale of Q?, the uncertainties can be calculated by evolving
obtained gradient terms with the DGLAP evolution kernel
[91-93].

IV. FIT RESULTS

To investigate the impact of top-quark and jet cross-
section measurements at the LHC on PDFs, in the
presence of HERA I+ II combined data as a base set,
and also non-LHC datasets, we divide our QCD fits into
three different fits in the present analysis. The detailed
information for each dataset is summarized in Table I. For
this purpose, three different fits with the names “Fit A,”
“Fit B,” and “Fit C” are introduced below at both NLO
and NNLO:

(1) Fit A: In the first step, we include the DIS HERA
I+ II combined dataset of Table I, as a base fit,
without any additional data. In this fit, we have
1092 data points. Therefore, Fit A provides a
proper base for illustrating the impact of additional
data on various PDFs and the strong coupling
constant.

(2) Fit B: In the second step, we add the non-LHC
experimental data from Table I to Fit A. This is all
the same as Fit A, except now all non-LHC data is
added to the DIS HERA I + II combined data. In this
fit, we have 1555 data points.

(3) Fit C: As a final fit procedure, we include the LHC
data from Table I with Fit B. In this fit, we have 1891
data points, and so this contains the complete
analysis.

In all the fits, there are 14 unknown parameters for PDFs
and a,(M2).

According to Table IV, the extracted value of y?/d.o.f.
for Fit A is 1.176 and 1.164 at the NLO and NNLO,
respectively. These values for Fit B, in which the other
additional non-LHC are included, are 1.184 and 1.189 at
the NLO and NNLO, respectively. The slight growth at
NNLO compared to NLO for Fit B is due to including
heavy-quark (charm and beauty) data. The same result has
been reported in Ref. [42]. In Fit C, in which we add both
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TABLE IV. The numerical results for the correlated y?, log penalty y2, total 2, and the total y*/degree of freedom (d.o.f.) of each

dataset for Fits A, B, and C at NLO and NNLO.

x*/n points

Fit A Fit B Fit C
Observable Experiment Ref. NLO NNLO NLO NNLO NLO NNLO
HERAT+1I HERAI+IICCetp [5] 48/39 49/39 66/39 64/39 63/39 62/39
HERAI+IICC e p [5] 56/42 55/42 53/42 53/42 53/42 54/42
HERA I+1IINC e™p [5] 222/159  223/159  235/159  238/159  237/159  239/159
HERA I+ 1I NC et p 820 GeV  [5] 66/66 59/66 64/66 60/66 64/66 59/66
HERA I+ 1INC et p 920 GeV [5] 403/348  390/348  411/348  388/348  413/348  389/348
HERA I+ 1I NC e~ p 460 GeV [5] 206/195  209/195  206/195  209/195  206/195  209/195
HERA T+ 1II NC e~ p 575 GeV  [5] 210/243 210/243 212/243 211/243 212/243 210/243
Non-LHC Charm HI1-ZEUS [42] 20/30 25/30 20/30 25/30
Beauty H1-ZEUS [42] 14/27 23/27 14/27 23/27
H1 65.4 pb~! [38] 11/24 12/24 11/24 11/24
H1 395 pb~! [39] 14/24 19/24 14/24 18/24
H1 43.5 pb~! [40] 18/28 19/28 18/28 20/28
H1 351 pb~! [41] 25/24 28/24 25/24 28/24
HI dijets [41] 42/24 39/24 43/24 38/24
H1 trijets [41] 9/16 9/16 9/16 10/16
ZEUS 300 GeV [35] 28/30 30/30 28/30 29/30
ZEUS 318 GeV [36] 23/30 23/30 23/30 23/30
ZEUS dijet [37] 16/22 17/22 16/22 16/22
CDF-Jet [46] 121/72  119/72  128/72  130/72
D@-Jet [47] 75/110 82/110 76/110 85/110
CDF-D@ Combined-Top quark [48] 6/1 2/1 6/1 2/1
D@-Top quark [49] 0.33/1 0.1/1 0.25/1 0.1/1
LHC CMS-Jet [43] 141/168  151/168
ATLAS-Jet 2.76 TeV [44] 40/54 41/54
ATLAS-Jet 7 TeV [45] 42/90 44/90
CMS 7 TeV (ep)) [50] 1/1 0.03/1
CMS 8 TeV (euj) [50] 0.63/1 0.03/1
CMS 7 TeV (b)) [51] 0.15/1 0.55/1
CMS 8 TeV (b)) [51] 0.44/1 1/1
CMS 13 TeV [52] 0.48/1 0.07/1
CMS 5 TeV [53] 0.31/1 1/1
CMS 7 TeV differential [54] 23/7 12/7
ATLAS 5 TeV [55] 0.1/1 0.03/1
ATLAS 7 TeV [56] 8/1 3/1
ATLAS 8 TeV (Z - IT]7) [56] 0.59/1 0.2/1
ATLAS 8 TeV (I)) [57] 0.34/1 0.22/1
ATLAS 13 TeV [56] 1/1 0.06/1
ATLAS 7 TeV differential [58] 12/6 5/6
Correlated y? 66 69 155 170 225 237
Log penalty y> -9.10 -9.29 —0.02 -8.13 +66 +37.00
Total 2 1268 1255 1824 1832 2219 2213
Total y2/d.o.f. 1268/1078 1255/1078 1824/1541 1832/1541 2219/1877 2213/1877

=1.176

=1.164

=1.184

=1.189

=1.182

=1.179

LHC and non-LHC data to HERA I+ II combined data,
the extracted NLO and NNLO values of y?/d.o.f. are
1.182 and 1.179, respectively. Obviously, in the compari-
son of NLO and NNLO results for Fit C as a complete fit,
there are almost 0.25% improvements for the y? values

and the fit quality. Although currently Fit C contains the
complete analysis, the comparison of this fit with other fit
results would be of interest. According to Table IV, the
total y2/d.o.f. values at NLO are 1.175, 1.184, and 1.182
for Fits A, B, and C, respectively, considering the DIS
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FIG. 2. The results of pQCD calculations for the cross sections of DIS processes, jet production, and the differential cross section of
top-quark pair production, and their comparison with experimental measurements.
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TABLE V. The numerical values and their uncertainties at the initial scale 0} = 1.9 GeV? extracted for parameters at NLO and NNLO
related to Fits A, B, and C.

Fit A Fit B Fit C
Parameter NLO NNLO NLO NNLO NLO NNLO
B,, 0.733 £0.015 0.731 £ 0.034 0.625 +0.016 0.610 £ 0.016 0.644 £ 0.015 0.631 +0.014
Cup 4.747 £0.047 4.898 £0.077 4.887 £0.079 4.974 £0.072 4.849 £ 0.073 4.982 £0.077
E,, 10.10+£0.14 11.3£1.5 151+1.3 179+ 1.4 133+1.2 159+1.1
By, 0.838 =0.040 0.869 £ 0.085 0.765 £ 0.061 0.704 £ 0.066 0.796 £ 0.062 0.663 £ 0.060
Cay 450+0.14 4.60 £ 0.41 5.08 £0.37 4.59 +0.38 5.06 £ 0.36 4.13+£0.35
Cy 4.14+0.13 5.01 £0.69 2.04£0.11 2.065 +0.078 1.954 +0.061 1.972 +0.047
Ap 0.2045 £ 0.0098 0.231+£0.014 0.1661 £0.0079  0.1784 £0.0069  0.1636 £ 0.0070  0.1758 £ 0.0065
Bp —0.1293 £0.0079 —-0.1271 £0.0091 -0.1582 £0.0077 —0.1597 £0.0061 —0.1606 £ 0.0070 —0.1624 £ 0.0058
Cp 6.13 £0.14 77£1.6 4.96 £0.75 4.77+0.83 74+£12 5.02 £0.80
fs 0.31 (Fixed) 0.31 (Fixed) 0.31 (Fixed) 0.31 (Fixed) 0.31 (Fixed) 0.31 (Fixed)
B, —0.345 +0.060 -0.38 £0.13 —0.696 + 0.055 —-0.239 4+ 0.033 —0.680 + 0.046 —0.249 £+ 0.035
C, 594 £0.16 49+14 2.05 £0.30 3.57+0.26 227+0.21 4.06 +0.20
Ay 0.790 £ 0.066 0.34+£0.20 0.345 +£0.036 0.096 + 0.021 0.379 +£0.030 0.142 +0.028
By, —0.419 £0.048 —0.526 +0.048 —0.709 £ 0.047 —0.582 +£0.019 —0.696 + 0.039 —0.546 +0.017
C, 25.00 (Fixed) 25.00 (Fixed) 25.00 (Fixed) 25.00 (Fixed) 25.00 (Fixed) 25.00 (Fixed)
a, (M%) 0.1167 £0.0014  0.1134 £0.0024  0.1198 £0.0008  0.1187 £ 0.0007  0.1188 £ 0.0007  0.1179 £ 0.0006

HERA 1+ II combined, non-LHC, and LHC datasets.
These values are 1.164, 1.189, and 1.179 at NNLO.
According to Table IV, the NNLO improvement of 1%
of y?/d.o.f. in our base fit (i.e., Fit A) is obtained, with
respect to the NLO and NNLO improvements of 0.25% in
Fit C, with respect to the NLO. Also, an increase of 0.42%
of y?/d.o.f. is obtained at NNLO with respect to our NLO
fit in Fit B.

Our main goal for considering three different fit
procedures is investigating the specific impact of various
types of cross-section experimental data, such as the
HERA I+ II combined, non-LHC, and LHC data on
PDFs and a,(M%) simultaneously. In this regard, we need
to compare our results for our individual fits: Fits A, B,
and C. In Fig. 2, some samples of our theoretical
predictions for various types of experimental data and
their uncertainties at NNLO as a function of x and p; are
displayed.

In Table V, the results of numerical values for the PDF
parameters which are described in Sec. III and also a, (M%)
extracted values are summarized for each fit procedure, and
for NLO and NNLO as well.

The extracted values of a,(M%) from Fits A and B at the
NNLO are 0.1134 + 0.0024 and 0.1187 = 0.0007, respec-
tively. These numerical values illustrate how non-LHC
experimental data impact a,(M%) when we compare it to
the world average value of a,(M%) = 0.1179 4 0.0085
[107]. This is a very reasonable result, based on the fact
that jet cross-section data impact on a, (M%) significantly.
This finding was already reported in some previous QCD
analysis. For more details, we refer the reader to Ref. [5].

According to Table V, for Fit C, by including LHC data we
obtain a,(M2) = 0.1179 £ 0.0006 at the NNLO. It seems
that LHC data in Table IV change not only the central
value of a;(M%) but also its uncertainties in comparison to
Fit A, in which we use the HERA I+ II combined
data only.

Figure 3 illustrates the NLO and NNLO QCD fit results
for valence, sea, and gluon PDFs as a function of x at
Q2 = 1.9 GeV? for Fit A, Fit B, and Fit C. In the left
panels, we present our results for NLO, whereas the right
panels are for NNLO. Although there are no significant
changes in some PDFs in all fits at NLO (left panels),
significant changes in the central value of gluon PDF, their
uncertainties, or both are observed from Fit A to Fit C.
Such behaviors are also observed at NNLO from Fit A to
Fit C (right panels).

To clarify the differences between our QCD fits from Fit
A to Fit C, we present the ratios xq(x, 0%)/xq(x, %)
with respect to Fit A at NLO (left panels) and also NNLO
(right panels) in Fig. 4. According to this figure, and for
both NLO and NNLO analysis, the changes of the central
values of all PDFs, their uncertainties, or both are observed
at Q> = 1.9 GeV>.

In Figs. 5 and 6, the results of PDFs based on our three
fits, as a function of x for Q* = 3 GeV?, 0% = 10 GeV?,
and Q% = 100 GeV? are presented at NLO and NNLO,
respectively. According to these figures, there are not
significant changes in the valence or sea PDFs. To
investigate the specific impact of the HERA T-+1I,
non-LHC, and LHC data on PDFs in Figs. 5 and 6, we
need to compare our results for the relative uncertainties
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The NLO and NNLO parton distribution of xu,,, xd,,, xit, xd, xs, and xg for Fit A, Fit B, and Fit C extracted as a function of x at

0 = 1.9 GeV?. In the left panels, we present our results for NLO, whereas the right panels are for NNLO.

of 5xq(x, 0*)/xq(x, Q*). In Fig. 7, we present the results
of the relative uncertainties 6xq(x, Q%)/xq(x, Q*) for
g=u,d,X, and g for the selected scales Q° = 1.9,
10 GeV? as a function of x and for our individual Fits A,
B, and C. In the left panels, we present our results for
NLO, whereas the right panels are for NNLO. According
to this figure, changes of the PDF uncertainties are
observed, especially for sxZ(x, Q%)/xZ(x, Q?) at large x
and 6xg(x, Q) /xg(x, Q*), for both low and large parton x
values and for NLO and NNLO. In this figure also, the
relative uncertainty ratios for valence PDFs are decreased
at low values of x from Fit A to Fit C, obviously. This
figure illustrates the impact of the non-LHC and LHC data
on PDFs in different ranges of x values when these
datasets are added to HERA data.

To investigate the specific impact of LHC data on
gluon PDF at large x, we also need to present our results
for the relative uncertainties Sxg(x, Q%)/xg(x, Q%) in
linear plots. Figure 8 illustrates the NLO and NNLO
QCD fit results for the gluon PDF as a function of x at
different scale values Q% =1.9,3,5,10 GeV2. In the
upper panels, we present our results for NLO, whereas

the lower panels are for NNLO. In this figure, significant
changes are obtained in the gluon PDF uncertainties at the
large-x region in the presence of HERA I+ II (Fit A),
non-LHC data (Fit B), and LHC data (Fit C). Figure 8
illustrates clearly two significant outcomes: First, one can
find how adding non-LHC and LHC datasets to HERA
I 4+ II reduce the gluon relative uncertainties at high values
of x significantly, as is obvious from results of Fit C where
the LHC experimental data are included in the fit
procedure. Second, a comparison between these diagrams
shows that shifting from NLO to NNLO creates remark-
able constraints on gluon PDFs of Fit C, particularly at
high x.

For more clarification, a direct comparison between
NLO and NNLO results at large x, the relative uncertainties
oxg(x, 0%)/xg(x, Q?) for Fit C as a completed fit procedure
are presented in Fig. 9 for different 0? = 10, 100, 6464,
and 8317 GeV? values.

Several well-known modern PDFs are also avai-
lable, which have used almost the same dataset in their
analysis. All these groups were looking for a common goal,
which is to extract the PDFs using the experimental data.
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FIG. 4. The NLO and NNLO ratios of xg(x, 0?)/xq(x, Q%) at Q> = 1.9 GeV? for ¢ = u,,d,, i, d, s, and g for Fit A, Fit B, and
Fit C, with respect to Fit A. In the left panels, we present our results for NLO, whereas the right panels are for NNLO.

To investigate the compatibility of main extracted PDFs
(i.e., Fit C) at the NNLO with other modern PDF sets such
as NNPDF [9] and CT18 [6], for example, we compare our
results with the PDF sets that already exist at NNLO.
Figure 10 displays the compatibility of our results for Fit C
with NNPDF and CT18 for xu,, xd,, xX, and xg PDFs as a
function of x at 1.9 GeV?. In this figure, the relative PDF
uncertainties dxq(x, Q%)/xq(x, Q%) are shown in both
logarithmic and linear plots. The difference of our analysis
from other groups is that we have 14 free parameters and
1891 data points in Fit C, but CT18 and NNPDF are
extracted by utilizing 3681 and 4618 data points, respec-
tively, with a very different number of parameters. It seems
that, in general, overall good agreement exists between our
results and other reported results from modern PDFs
at NNLO.

Because the charm PDF benefits from the accuracy of
the gluon PDF, it would be very worthwhile to present our
results for charm PDF. Undoubtedly, a significant reduc-
tion in gluon PDF uncertainty, especially in large x, will
reduce the charm PDF uncertainty. In Fig. 11, we present
the impact of the LHC data (Fit C) on charm PDF at

NNLO in comparison with HERA I + II (Fit A) and non-
LHC data (Fit B). The charm PDF with both logarithmic
and linear plots, and also the relative uncertainties
dxc(x, 0%)/xc(x, Q%) as functions of x at 3, 5, 10, and
100 GeV? are shown with significant reduction on charm
PDF uncertainty at large x. This result—i.e., such a
reduction of charm PDF uncertainty at large x—can be
very worthwhile for future experiments at LHC, and also
in some processes in which we need to include the
intrinsic charm (IC) with the extrinsic charm PDF. It
should be noted that the IC is dominant in the large-x
region only.

A. The strong coupling a,(M2)

In some PDF studies, the value of a,;(M%) may be
considered as a fixed parameter with the world average
value [107]. In our fit procedure, we allow the value of
a,(M%) to vary as a free parameter. In fact, in the present
analysis, the strong coupling constant value ay(M2%) is
obtained simultaneously with PDFs at both NLO and
NNLO approximations in QCD.

114042-14



PARTON DISTRIBUTION FUNCTIONS AND QCD COUPLING ... PHYS. REV. D 106, 114042 (2022)

G oof  @F=30GeV? g =10 GeV? ol g 7= 100 GeV? e
% I Fit A-NLO X 0.8F WM Fit A-NLO i e 7
T oo moai T of BEIENO
o7k I Fit C-| I Fit C-|
0.6| o
&3 05f
05F
osf
0.4
o0af 0.4f
03
03f 03f
02f 02f 02+
[} o1F 01
of ! ! of ! ! of ! !
10° 102 107 1 10° 102 107 1 10° 102 107 1
x x x
G osf _ -30Gev s 10 GeV? ] g o
) B Fit A-NLO z z B Fit ANLO 2 EXY 2
g B Fit B-NLO T o4 MFitB-NLO 5 - LO
* 0.4 M FitC-NLO * 04T mm Fitc-NLO * 0.35F- W Fit C-NLO
03f
03f
03 025
02f
02F 02f
0.15F
0.1 0.1 ot
0.05F
o L L o L L L L
10° 102 10" 1 10° 102 10" 1 102 10" 1
x x x
) G @-tGev S G 120 F=100GeV? K
< < B Fit ANLO 4 < Fit A-NLO
g B0 it B-NLO g B-NLO

I Fit C-NLO C-NLO

L L 0| L L 0] L L
10° 102 10" 1 10° 10 107 1 10° 10 107 1
x x x
G QF=3.0GeV” ]l S F-tocev Q=100 GeV?
% o5l EEFit ANLO £ Z o7f WFitANLO A-NLO
g it B-NLO rg O it B-NLO B-NLO
I Fit C-NLO it C-NLO C-NLO

0 L il 0 il il il
10° 102 107 M 10° 10?2 107 102 107
§ O @=30GeV ) @F=10GeV? P ) =100 GeV? S
e B Fit A-NLO : X 0.5F mmFit A-NLO 4 z
20,25 I Fit B-NLO 2 I Fit B-NLO 2
"I W Fit C-NLO I Fit C-NLO
0.4f
0.2
0.6
03f
0.15F
ok 02k 0.4
0.05f- oiF o2
oL L L oL L L o L L
10° 102 107 1 10° 102 107 1 10° 102 107 1
x x x
G GP=3.0 GeV? K G Q=10 GeV? G *F  @P=100GeV? Lo
X 6F mmFitA-NLO 2 o[ EEFit A-NLO s B Fit ANLO ?
2 it B-NLO 2 it B-NLO 2 B-NLO
= Fit C-NLO . Fit C-NLO 201 i Fit C-NLO
10|
4 8| 15|
3 6
10|
of 4
5|
i 2|
o L L 0 L L L L L
10° 102 10" 1 10° 102 10" 1 107 102 10" 1
x x x

FIG. 5. The NLO parton distribution of xu,, xd,, xi, xd, xs, and xg, as a function of x and for different values of 0% =3, 10, and
100 GeV2.

114042-15



AZI1Z1, KHORRAMIAN, and MEHDIABADI PHYS. REV. D 106, 114042 (2022)

§ [ o?=106GeV? e G O8F  o?=100GeV? .
X 0.8F mm Fit ANNLO Z Ky I Fit A-NNLO
Eg B Fit B-NNLO 3 O7F mmFitB-NNLO

it C-NNLO Fit C-NNLO

0 | |
10° 102 10" 1
x
G GO%E =100 GeV? 3
El - Z o 4f EEFitANNLO
1 - E B Fit B-NNLO g %4 mFitB-NNLO
0.4 EFit C-NNLO 041" gy Fit C-NNLO 0,355 MM Fit C-NNLO
o a: o3
0.3 0.25
r 0.2
02} o2r
F 0.15
o o4 o4
r 0.05
0| . I 0| " 0| .
10° 102 10" 1 10° 102 107 1 10° 102 10" 1
x x x
G el P=306eV § [ @F=10GeV P kN Q7= 100 GeV?
2 °F mmFit A-NNLO = 1.2 3%«Fit ANNLO £ 4 o[ EFitANNLO
g B [ NFitB-NNLO 2 T mmFit B-NNLO
[ #HFit CNNLO I Fit C-NNLO
L £
| | 1 o | |
10 10° 102 107" 1 107 102 107 1
x x
G ogf  F=30GeV” g @=10GeV? p g 7= 100 GeV?
e it A-NNLO = Fit A-NNLO 2 | o EEFit ANNLO
2 B Fit B-NNLO L] B Fit B-NNLO 2 "“l” mlFit B-NNLO
0.5{- B Fit C-NNLO B Fit C-NNLO B Fit C-NNLO
P
| | | | o | |
102 107 1 10° 102 107" 1 10° 102 107 1
x x x
G @F=3.0GeV? . G 06F  OF=10GeV? 1 G F =100 GeV? .
K Fit A-NNLO S B Fit A-NNLO X 1 EEFit ANNLO
L] 2 [ mmFitB-NNLO 2 B Fit B-NNLO
0.5 it C-NNLO I Fit C-NNLO
0.8fc

o | |
10° 102 10" 1
x
S b G 25F  @?=100GeV? reter
2 2 F e Fit A-NNLO
2 2 12 EEFitB-NNLO 2 B Fit B-NNLO
B Fit C-NNLO 20[- WM Fit C-NNLO

5 10
15|
4
3 10
of
5|
pa
o . I 0| " . o . .
10° 102 10" 1 10° 102 107 1 10° 102 10" 1
x x x

FIG. 6. The NNLO parton distribution of xu,, xd,, xit, xd, xs, and xg, as a function of x and for different values of Q> = 3, 10, and
100 GeV2.

114042-16



PARTON DISTRIBUTION FUNCTIONS AND QCD COUPLING ...

PHYS. REV. D 106, 114042 (2022)

xbitter

1 1 I )
102 10" 1 102 10"

g Q% =1.9 GeV? Q7= 10 GeV?

hs I Fit ANLO M Fit A-NLO

2 I Fit B-NLO I Fit B-NLO
i Fit C-NLO i Fit C-NLO

witter

sl Lol P
102 107"

21 F=19GeV? Q12 @?=10GeV?
g T EFitA-NLO g [ W Fit ANLO

- mmFit B-NLO [ mm Fit B-NLO

F W Fit C-NLO [ mmFit C-NLO

14 1.1

0.9 osf

xbitter

. .
10" 1 10"

10 102
X x
2 44 Q7= 1.9 GeV? 21r @F=10GeV?
4 M Fit ANLO 2 M Fit ANLO
& I Fit B-NLO * I Fit B-NLO

I Fit C-NLO [ Fit C-NLO

xbitter

. .
10" 1 10° 102 10"
X X

1
10%

10°

F1 G?=1.9 GeV? g GF=10 GeV? g GP=1.9 GeV? GF=10 GeV?

3 MFit ANLO 3 M Fit ANLO 3 M Fit ANNLO M Fit ANNLO

EIRE I Fit B-NLO 2 I Fit B-NLO 2 B Fit B-NNLO I Fit B-NNLO
I Fit C-NLO . I Fit C-NLO I Fit C-NNLO I Fit C-NNLO

1

xbitter

1 1 I )
102 10" 1 102 10"

g G?=1.9 GeV? g Q?=10 GeV?

5 B Fit ANNLO 3 I Fit ANNLO

2 I Fit B-NNLO = I Fit B-NNLO
I Fit C-NNLO I Fit C-NNLO

witter

sl Lol P P P
102 107" 102

213 F=19GeV’ ] Q7= 10 GeV?
g [ EEFitANNLO g [ EEFit A-NNLO
% [ mmFit B-NNLO % 4.2[- W Fit B-NNLO

1.2~ El Fit C-NNLO [ EEFit C-NNLO

11 N

r priter 0.8
1 1 1 1
10° 10° 10" 1 10 10 1
X X
2 Q*=1.9GeV? 2 [ Q=10 GeV?
4 M Fit ANNLO 2 [ I Fit A-NNLO
& I Fit B-NNLO © I Fit B-NNLO

I Fit C-NNLO I Fit C-NNLO

xbitter

. .
10" 1 10° 102 10" 1
X X

1
10%

10°

FIG. 7. The NLO and NNLO results of the relative uncertainties dxq(x, Q?)/xq(x, Q?) for ¢ = u,.d,, %, and g at the selected scales
0% = 1.9, 10 GeV? as a function of x and for individual Fits A, B, and C. In the left panels, we present our results for NLO, whereas the

right panels are for NNLO.

The different datasets may affect the PDF and strong
coupling constant and also their uncertainty extraction.
In the present analysis, the strong coupling constant
values and their uncertainties are obtained by consi-
dering different datasets. The central value of the strong
coupling constant, and also its uncertainty, is very
sensitive to the gluon PDF and its uncertainty. Since
the large-x gluon PDF benefits from an accurate deter-
mination of quark PDFs, we find that only the top-quark
production and jet cross-section measurements have an
impact on the central value and also impact significantly
on the uncertainty of gluon PDF and the strong coupling
constant.

The different datasets which are listed in Table IV—i.e.,
HERA 1 + 1II data, and the non-LHC and LHC datasets—
play an important role in the determination of the strong
coupling constant value.

To study the particular significance of these three
samples, we consider Fit A without including the non-
LHC and LHC datasets. In this case, the values of
a,(M%) = 0.1167 £0.0014 and ay (M%) =0.1134 +
0.0024 at NLO and NNLO in QCD are obtained.
However, they are smaller than the world average value
of ay (M%) = 0.1179 £ 0.0085 [107].

When the non-LHC data listed in Table IV are added
to HERA I+ 1I data in Fit B, we find the values
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for NNLO.
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FIG.9. The comparison of NLO and NNLO gluon relative uncertainties xg(x, Q%)/xg(x, Q?) for Fit C as a function of x at Q* = 10,

100, 6464, and 8317 GeV?2.

ay (M%) =0.1198 £ 0.0008 for NLO and a,(M2)=
0.1187 £ 0.0007 for NNLO, which are larger than the
a,(M2%) values that are obtained from the HERA I + II DIS
data only, but they have a significantly small statistical
error.

Finally, when the LHC data listed in Table IV are
included in Fit C, the values of a,(M%)=0.1188 +
0.0007 and ay(M%) = 0.1179 4 0.0006 are obtained at
NLO and NNLO, respectively. These are not very different
from the extracted values from Fit B; they have a slightly
smaller statistical error, but a significantly smaller statistical
error in comparison to Fit A. The main origin of small
uncertainty for the strong coupling constant in Fits B and C
is related to the significant reduction in the gluon PDF
uncertainty, especially at large x in the presence of the

top-quark production and jet cross-section measurements.
In fact, such a reduction in the gluon PDF uncertainty
causes us to extract the small uncertainties for the strong
coupling constant.

Other theoretical groups have also determined the value
of a,(M2%) in the PDF fits. The NNLO values a,(M%) =
0.1164 +0.0024 and o, (M%) = 0.1156 4 0.0011, obtained
by the CTEQ [6] and HERAPDF [108] groups, respec-
tively, despite looking similar, have different origins and
datasets. Our new results are compatible with the reported
results a,(M%) = 0.1147 £+ 0.0008 at NNLO [109] and
a,(M%) = 0.1191 £ 0.0008 at NLO [18].

However, in the present analysis, the different
datasets listed in Table IV are more or less sensitive to
the variation of a,(M%). In order to examine the sensitivity
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FIG. 10. The compatibility of the main extracted PDF (Fit (C) at NNLO with NNPDF [9] and CT18 [6] for xu,, xd,, xZ, and xg
distribution as a function of x at 1.9 GeV?. The relative uncertainties 5xg(x, 0%)/xq(x, 0*) PDFs with both logarithmic and linear plots

are also presented.

of each dataset to the variation of QCD coupling,
we define Ay?(a) = y?(a) — y?(@min), as a function of
parameter a. Therefore, according to this definition,
Ay?(amin) = 0. Considering a = a,(M2%), the values of
Ay?(a,(M2)) give the difference between the values
of y? for experiment i at the fixed value of a (M%)
considering the rest of the free parameters, and the value
of y? related to same experiment i extracted from one of
Fit A, B, or C.

In order to show the sensitivity of the individual datasets,
we present in Fig. 12 a series of curves for Ay? as a function
of the strong coupling a, (M%) obtained from Fits A, B, and
C at NNLO in the scan fit using a,(M%) values spanning
the range 0.111-0.116 for Fit A, the range 0.116-0.121 for
Fit B, and the range 0.116-0.120 for Fit C in units of 0.001
for each type of dataset. The AyZ, curves for all experi-
ments are also shown, and Fits A, B, and C prefer a, (M%)
to 0.1134 £0.0024, 0.1187 +0.0007, and 0.1179 &+
0.0006 at NNLO, respectively.

To summarize, we find that Fit C datasets produce the
strongest impact on the QCD coupling value and prefer a

slightly smaller value of @, (M%) and its uncertainty than in
Fit B, and also prefer a larger value of a;(M2%) and a smaller
uncertainty than in Fit A.

In the last part of this section, we are interested in
studying the role of the tolerance parameter 7' for the
uncertainty a;(M%). According to Hessian formalism, and
in order to quantify the physical prediction uncertainties
which depend on parton distribution functions, the toler-
ance parameter 7 may be considered to correspond to the
acceptable fit region [99]. Note that due to a combination
of parametrization inflexibility, tensions between datasets,
and incomplete theory entering the fit, the error values
increase by using a tolerance value. In order to quantify
the uncertainties, the variation of y? in the neighborhood
of its minimum should be explored. In fact, the minimum
will increase y? by an amount Ay?> by moving the free
parameters away from the minimum. In this case, one can
introduce the relevant neighborhood of the minimum as
Ay?> <T? [99], where T is a tolerance parameter. By
taking into account T2 ~ 16, the uncertainties of a,(M2%)
for Fits B and C are increased. Note that all uncertainties
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The impact of the LHC data Fit (C) on the high-x charm PDF at NNLO with comparisons of HERA I + II Fit (A) and non-

LHC data (Fit B). The charm PDF with both logarithmic and linear plots and also the relative uncertainties dxc(x, Q%)/xc(x, Q?) as

functions of x at 3, 5, 10 and 100 GeV? are presented.

are proportional to 7. Using this tolerance value, we
obtain the error of a,(M%) as 0.0032 and 0.0028 for Fit B,
and 0.0028 and 0.0024 for Fit C, at the NLO and NNLO,
respectively.

B. Total charm PDFs

As we mentioned before, reducing the uncertainty of
gluon distribution with large x produces a strong impact
on the charm PDF (“extrinsic charm”) in this region.
Undoubtedly, such a reduction in the uncertainty of the
charm PDF at large x in some processes which are sensitive
to the addition of the extrinsic and “intrinsic charm” (IC)
contributions would be worthwhile. Note that the IC
contribution is dominant only at high x.

In this subsection, we express the full charm PDF by the
sum of xceq(x,Q%), which is radiatively generated
(perturbative) by the DGLAP equation in our QCD
analysis and the xci,(x, Q%) (nonperturbative) consider-
ing the BHPS model [60,61]. We refer the reader to
Ref. [62] as an important review of the intrinsic
heavy PDF content of the proton, and to references

therein for a detailed discussion of this model.
According to the BHPS model, the intrinsic heavy charm
distribution is given by

1—
Cint(¥) = Pz, 1800x2 [(?,J(l + 10x + x?)

+2x(1+x) ln(x)] . (7)

The above distribution at an initial scale Qy~m, is
controlled by nonsinglet evaluation equations [18,77] at
any scale. In Fig. 13, we display the intrinsic charm xc;,,
with P.z/, = 1%, the extrinsic charm PDF xc. which
is extracted from our QCD Fit C, and also the total
charm xc;y + xcey distribution as a function of x and for
0% =5, 10, 100 GeV?. In this figure, the uncertainties
for xcey(x, Q) and total charm xc(x, Q%) are presented
as well.

These results facilitate more precise predictions to
estimate the impact of a heavy intrinsic contribution on
heavy new physics at future facilities such as the Large
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FIG. 12. The scan of the QCD strong coupling constant c, (M%)
at NNLO precision. Different curves for Ay” as a function of
strong coupling a, (M%) which obtained from the Fit A, B, and C
datasets at NNLO and for each type of dataset are presented. The
Ay, curves for all experiments are also shown.

Hadron-Electron Collider (LHeC),
Collider (EIC), or AFTER @LHC.

the Electron Ion

C. Higgs boson cross-section prediction
using extracted PDFs

In this subsection, we present our predictions for the cross
section of the Higgs boson using our extracted PDFs. We
determine this cross section at the center-of-mass energies
from 6 TeV to 16 TeV using the PDF sets which are extracted
from Fit A to Fit C. These calculations have been done using
our PDFs and also some modern PDF sets, such as CT18 [6]
and NNPDF [9], by utilizing the SusHi-1.7 [110,111]
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FIG. 13. The intrinsic charm xcjy(x, Q?), extrinsic charm
XCexi(x, 0%), and total charm PDF xc(x, Q%) = (XCint + XCext)
(x, 0%), extracted from Fit C as a function of x for Q%> = 5, 10,
and 100 GeV? with P/, =1%. The uncertainties for
XCexi(x, Q%) and total charm xc(x, Q) are presented.

computational package. The theoretical results with a
comparison of the experimental measurements for cross
sections of H production in pp collisions at the LHC from
the ATLAS Collaboration at center-of-mass energies of 8§
and 13 TeV [112,113] are shown in Fig. 14. In this figure, we
present the theoretical results by considering PDF sets of
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FIG. 14. Comparison between experimental measurements of
the cross section of Higgs boson at 8 TeV and 13 TeV center-of-
mass energies presented by ATLAS [112,113] and theoretical
calculations by considering modern PDF sets NNPDF [9]
and CT18 [6], and also our PDF set from Fits A, B, and C
at NNLO.

NNPDF [9] and CT18 [6], and our PDF sets which are
extracted from Fits A, B, and C; also, the uncertainty related
to predictions of Fit C is illustrated in Fig. 14.

The cross-section predictions in this figure display a
good agreement between the theory predictions at the
NNLO in QCD based on our PDFs and other theoretical
models. Our results for Fit C are very close to those of Fit
B, and there is an overall good agreement between our
results and other PDF sets.

V. CONCLUSION AND DISCUSSION

In this paper, we have presented the parton distribution
functions (PDFs), including the HERA I+ II DIS exper-
imental data as a base dataset, and both non-LHC and LHC
data at NLO and NNLO.

For more clarification about the impact of various types
of base, non-LHC, and LHC datasets on PDFs at both NLO
and NNLO, we present several fits. The first dataset (Fit A)
only contains HERA I+ II data to prepare a fine base for
investigating the impact of other datasets on PDFs. In the
second dataset (Fit B), the non-LHC data are added to the
first dataset. And finally, the third dataset (Fit C) contains
all previously mentioned data together with LHC measure-
ments. We extract PDFs together with their uncertainties.
Also, the values for the QCD strong coupling constant are
determined in all datasets.

In this study, one can find how adding non-LHC and
LHC data to HERA I+ II impacts on the reduction of the
gluon relative uncertainties at high values of x significantly,
as is obvious from results of Fit C where the LHC
experimental data are included in the fit procedure. Also,
a comparison between the extracted results shows that
shifting from NLO to NNLO creates remarkable constraints
on gluon PDFs of Fit C, particularly at high x.

To investigate the specific impact of the HERA T+ 11,
non-LHC, and LHC data on PDFs, we present the relative
uncertainty ratios xq(x, Q%) /xq(x, Q?),.; with respect to Fit
A at NLO and also NNLO. For both NLO and NNLO
analysis, the changes of the central values of all PDFs, their
uncertainties, or both are observed. The changes of the PDFs
uncertainties are observed, especially for SxZ(x, Q?)/
xZ(x, Q%) at large x and dxg(x, Q%)/xg(x, Q*) for both
low and large x values, and for NLO and NNLO. Although
there are no significant changes in valence and sea PDFs in
all fits at NLO and NNLO, remarkable changes in the central
values of gluon PDFs and their uncertainties at large values
of x are observed from Fit A to Fit C.

To investigate the compatibility of main extracted PDFs
—i.e., Fit C at the NNLO with other modern PDF sets such
as NNPDF and CT18—we compared our results with these
modern PDF sets. It seems that, in general, overall good
agreements between our results and other reported results
from modern PDFs at NNLO exist.

We find that the LHC data cause an even more significant
impact, not only on the central value of o, (M%) but also on
its uncertainties in comparison to Fit A, where we use only
the HERA I+ II combined data. We find that the Fit C
dataset produces the strongest impact on the QCD coupling
constant and prefers a slightly smaller value and uncer-
tainty for a,(M%) compared to Fit B, and also prefers a
larger value and smaller uncertainty for (M%) compared
to Fit A.

Because the charm PDF benefits from the accuracy of the
gluon PDF, we present our results for the charm PDF with
its uncertainty. A significant reduction in gluon PDF
uncertainty, especially at large values of x has an impact
on the reduction of the charm PDF uncertainty. The
reduction of the charm PDF uncertainty at large x can
be very worthwhile for future experiments at LHC and also
in some processes in which we need to include IC with the
extrinsic charm PDF. It should be noted that the IC is
dominant at the large-x region only.

In order to benchmark our PDFs, the Higgs boson cross
section at the LHC is calculated using modern PDFs and
extracts results from Fits A, B, and C showing that they
illustrate good compatibility with each other.
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