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We perform binary neutron star (BNS) merger simulations in full dynamical general relativity with
ILLINOISGRMHD, on a Cartesian grid with adaptive-mesh refinement. After the remnant black hole has
become nearly stationary, the evolution of the surrounding accretion disk on Cartesian grids over long
timescales (∼1 s) is suboptimal, as Cartesian coordinates over-resolve the angular coordinates at large
distances, and the accreting plasma flows obliquely across coordinate lines dissipating angular momentum
artificially from the disk. To address this, we present the HANDOFF, a set of computational tools that enables
the transfer of general relativistic magnetohydrodynamic (GRMHD) and spacetime data from ILLI-

NOISGRMHD to HARM3D, a GRMHD code that specializes in modeling black hole accretion disks in static
spacetimes over long timescales, making use of general coordinate systems with spherical topology. We
demonstrate that the HANDOFF allows for a smooth and reliable transition of GRMHD fields and spacetime
data, enabling us to efficiently and reliably evolve BNS dynamics well beyond merger. We also discuss
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future plans, which involve incorporating advanced equations of state and neutrino physics into BNS
simulations using the HANDOFF approach.

DOI: 10.1103/PhysRevD.106.083015

I. INTRODUCTION

The detection of the gravitational wave (GW)
GW170817 and its electromagnetic counterparts confirms
longstanding theses about the outcomes of binary neutron
star (BNS) mergers. Although this event remains unique,
the current high rate of GW detections suggests that similar
events will follow [1]. The signal GW170817 is compatible
with a BNS merger of total mass ∼2.73 M⊙ and mass ratio
0.73–1.0 (low spins assumed), in the galaxy NGC 4993 [2]
at a distance of ∼40 Mpc [3,4].
The observation of the coincident short γ-ray burst GRB

170817A after 1.7s from the merger [5] supports earlier
theoretical connections between short γ-ray burst and BNS
mergers [6–10]. In the standard picture, the merger remnant
powers a mildly relativistic jet that drills through the
postmerger medium and generates a hot cocoon. The jet-
cocoon system eventually breaks out from the dense ejecta
and releases γ rays over wide angles [11–14].
Kilonova emission detected in UV-optical-IR bands

within the first hours and weeks after merger is consistent
with radioactive heating from neutron-rich elements synthe-
tized in the ejecta that decay either via β decay, α decay, or
spontaneous fission [15–20]. This proves that BNS mergers
are a propitious environment for the rapid neutron-capture
process (r-process) and play an important role in the
nucleosynthesis of the Universe [21–25]. More specifically,
an early “blue” component in the kilonova spectrum, and a
later “red” component, reveal multicomponent ejecta, the
former being lanthanide poor, with lower opacity, plausibly
ejected from the polar region of the remnant, and the latter
being lanthanide rich, with higher opacity, and tidally ejected
around the equator of the system (see, for instance, Ref. [26]).
Moreover, later light curves in radio [27] and x rays [28]

rise together in time as ∼t0.8 [29], consistent with a single
power-law of index −0.6 for synchrotron radiation, emitted
by accelerated electrons in the shocked interstellar medium
(ISM) [30]. The quick decline of these light curves as∼t−2.2
after their peaks at 150 days after merger [31,32], and the
measurement of apparent superluminal motion with very
long-baseline interferometry [33] proves that this outflow is
powered by an anisotropic and mildly relativistic outflow,
viewed off axis by 15°–30°, consistent with the picture of
the jet-cocoon breakout (see also Refs. [34,35]).
Although this physical model is in agreement with the

available data, many questions remain unanswered (see
the reviews [36–40]). The equation of state (EOS) for the
neutron stars (NSs) has been constrained by the GW signal
and Electromagnetic (EM) counterparts [4,41], but remains
degenerate (see Ref. [42] and references therein). While the

remnant compact object seems to have collapsed to a black
hole (BH), the time of collapse remains uncertain, and the
central engine for the jet could beboth a rotatingBHor a long-
lived hypermassive neutron star (HMNS) (seeRefs. [43–45]).
Furthermore, the dependence of the total mass, composition,
andmagnetization of the ejecta on the properties of the binary
remains to be fully understood (see Refs. [46,47]).
Numerical simulations are key to answering these ques-

tions but, despite the remarkable progress in the last decades
[48–74], there are still computational limitations to address.
The key ingredients for a realistic simulation of a BNS
merger and post-merger are, at least, numerical relativity
(NR) for the evolution of the spacetime metric during the
inspiral and merger, general-relativistic magnetohydrody-
namics (GRMHD) for the evolution of the matter fields,
realistic EOS as tabulated from nuclear interactions, and
consistent emission, absorption and transport of neutrinos
(see the reviews [36,37,74]). However, numerical codes that
take NR into account usually make use of Cartesian
coordinates in a hierarchy of inset boxes with different
resolutions (adaptive mesh refinement, AMR) and adopt a
finest resolution of ∼200 m [75]. Such a grid topology and
resolution are insufficient to resolve in detail the length scales
of the relevant mechanisms of the postmerger, like the
magneto-rotational instability (MRI, see Ref. [76]).
Moreover, since Cartesian coordinates over-resolve the
angles at large distances, the outer boundary of such domains
cannot be placed far enough without making the simulation
prohibitively expensive. For this reason, outer boundaries are
usually set at ∼5000 km, preventing long-term simulations
(∼1 s) that can follow the propagation of outflows (see
Refs. [46,77]). Another drawback of such grid structure is
that the approximate symmetries of the system change after
merger and Cartesian coordinates with AMR introduce
numerical dissipation in the postmerger disk that can
dominate the long-term accretion. We will discuss about
this issue later in the manuscript. See Ref. [44] for further
comments on current computational limitations, and see
Ref. [78] for NR simulations in spherical coordinates.
In this work we solve these computational problems by

transitioning a BNS postmerger simulation from the code
ILLINOISGRMHD [79] that uses Cartesian AMR grids, to the
code HARM3D [80,81] that adopts a grid adapted to the
requirements of the postmerger. HARM3D’s grid uses
spherical-like coordinates for better conservation of angular
momentum; the grid has higher resolution in the polar
coordinate towards the equator if close to the BH, to resolve
the disk, but higher resolution towards the polar axis if
farther away, to resolve the jet-cocoon system. Further its
outer boundary is far enough (∼105 km) to include the
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region of the jet breakout. Finally, we use novel boundary
conditions at the polar axis that allow us to fully resolve the
funnel region. Transitioning between ILLINOISGRMHD and
HARM3D is possible because they rest on the same formalism
for describing the GRMHD fields. However the numerical
infrastructures of these codes are very different. Our new
code HANDOFF consists of the set of routines needed to
translate the state of a BNS postmerger from ILLINOISGRMHD

toHARM3D, and thedescription andvalidationof this package
entails the main purpose of this work.
Ourwork is organized as follows. In Sec. II we describe the

formalism and numerical methods adopted by the numerical
codes ILLINOISGRMHD and HARM3D, andwe describe in detail
the set of routines that compose the HANDOFF. In Sec. III we
validate the HANDOFF in the well-known system of a
magnetized torus around a rotating BH. Then in Sec. IV
we apply the HANDOFF to a BNS postmerger, and show the
continued evolution in HARM3D gives the results expected.
Finally, in Sec. VI we present final remarks and our
future work.

II. THE HANDOFF PACKAGE

We first describe the GRMHD formalism adopted by
both ILLINOISGRMHD and HARM3D, as well as the steps
performed by the HANDOFF package that allow us to
transition a BNS postmerger simulation from one code
to the other. In Fig. 1 we show a sketch of the workflow
around the HANDOFF: We perform a BNS merger simu-
lation until BH formation with ILLINOISGRMHD. At the
same time, we design and export the numerical grid that we
will use to continue the postmerger evolution in HARM3D.
We interpolate the MHD primitives and spacetime metric
of the post-merger onto this grid, and use these results to
construct restart files readable by HARM3D. Then we select
results from lower or higher orders of interpolation,
depending on the local smoothness of each grid function.

If the destination grid is larger than the original grid of
ILLINOISGRMHD, then we extrapolate the primitives and
spacetime metric to populate the complementary cells.
Finally, we transform the tensor basis from Cartesian
coordinates to the new coordinate system, calculate the
magnetic field from the curl of the magnetic vector
potential, and continue the postmerger evolution in the
new grid with the usual methods of HARM3D.

A. GRMHD formalism

The GRMHD formalisms on which ILLINOISGRMHD and
HARM3D are based are equivalent, but the formulation and
conventions adopted by each code differ. Below we present
the equations of motion as implemented in HARM3D, and
we will describe the differences with ILLINOISGRMHD when
presenting the methods adopted for the BNS merger.
The evolution of the MHD fields follows from the

integration of the general relativistic equations of motion
for a perfect fluid with infinite conductivity (ideal MHD).
These are the continuity equation, the local conservation of
energy and momentum, and Maxwell’s equations (see, for
instance, Refs. [79–82]). In flux-conservative form, they read

∂tUðPÞ ¼ −∂iFi þ SðPÞ; ð1Þ

where P is the vector of primitive variables, U the vector of
conserved variables, F the fluxes, and S the sources:

P ¼ ½ρ; p; ṽk; Bk�T; ð2Þ

UðPÞ ¼ ffiffiffiffiffiffi
−g

p ½ρut; Tt
t þ ρut; Tt

j; Bk�T; ð3Þ

FiðPÞ ¼ ffiffiffiffiffiffi
−g

p ½ρui; Ti
t þ ρui;Ti

j; ðbiuk − bkuiÞ�T; ð4Þ

SðPÞ ¼ ffiffiffiffiffiffi
−g

p ½0; Tκ
λΓλ

tκ;Tκ
λΓλ

jκ; 0k�T; ð5Þ

where g denotes the determinant of the metric, ρ is the rest
mass density, p is the fluid pressure, uμ is the fluid four-
velocity, and ṽk is the fluid velocity as measured by normal
observers with four-velocity nμ ¼ ð−α; 0⃗Þ, α ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

−1=gtt
p

,
with gμν (gμν) the contravariant (covariant) components of
the spacetime metric. The magnetic field is represented by
Bk ¼ �Fkt, where �Fμν is the dual of the Maxwell tensor
times 1=

ffiffiffiffiffiffi
4π

p
, bμ ¼ ðδμν þ uμuνÞBν=ut is the projection of

the magnetic field into the fluid’s comoving frame. In
addition, Γλ

μν is the affine connection and Tμ
ν is the sum

of the stress-energy tensor of a perfect fluid and the EM
stress energy tensor, defined as

Tμν ¼ ðρhþ 2pmÞuμuν þ ðpþ pmÞgμν − bμbν; ð6Þ

where h ¼ 1þ ϵþ p=ρ denotes the specific enthalpy,
ϵ the specific internal energy, and pm ¼ bμbμ=2 the

FIG. 1. HANDOFF package workflow. The colors of the borders
shows the code responsible for the task, with orange for ILLI-

NOISGRMHD, gray for standalone scripts, and purple for HARM3D.
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magnetic pressure. The internal energy is u ¼ ρϵ, and we
assume an adiabatic Γ-law equation of state: p ¼ ðΓ − 1Þu.
The HANDOFF package can be extended to deal with

more general formalisms. For instance, if using a realistic
and finite-temperature equation of state, we can also
include the electron fraction and temperature of the plasma.
We will describe such extensions to the HANDOFF package
in an forthcoming article, where we will transition a
simulation from ILLINOISGRMHD to the numerical code
HARM3D+ NUC [81].

B. BNS merger

We simulate the BNS merger with the numerical code
ILLINOISGRMHD [79]. This code is implemented as a set of
modules, or “thorns,” built upon the CACTUS [83] and CARPET

infrastructure [84,85], within the EINSTEIN TOOLKIT frame-
work [86,87]. CARPET enables ILLINOISGRMHD to sample the
physical fields on Cartesian AMR numerical grids.
The integration in time of the conservation equations

for the primitives ρ, p, and ṽk follows from high-
resolution shock-capturing (HRSC) schemes. To be precise,
ILLINOISGRMHD adopts the coordinate velocity vk ¼ uk=u0

as a primitive instead of ṽk. HRSC schemes, in a nutshell,
reconstruct the primitive variables at the cell interfaces,
solve for the fluxes with an approximate Riemann solver,
and integrate in time with the method of lines. The
standard methods adopted are piecewise parabolic method
[88] for the reconstruction of primitives, Harten-Lax-van
Leer for the approximate Riemann solver, and fourth-order
Runge-Kutta for the MPOL integration.
The integration of the induction equation for Bk requires

further care because the propagation of truncation errors
can violate the solenoidal constraint ∂ið ffiffiffiffiffiffi−gp

BiÞ ¼ 0.
Constrained-transport schemes for Bk have proven to avoid
these violations by finite-differencing the derivatives in
the induction equation with specific stencils (see, for
instance, [89]), but their scope is limited to uniform grids,
unless special steps or conditions are implemented.
ILLINOISGRMHD instead evolves the vector potential Ak
directly at staggered locations on a given cell, ensuring that
results match those adopting a standard constrained-
transport algorithm [90]. The algorithm is summarized
as follows. The induction equation is recast as an evolution
equation for Ak, which is integrated with HRSC methods,
and then Bk is obtained from the curl of Ak, satisfying the
solenoidal constraint to roundoff error [91].
After each time step, the primitive variables need to

be recovered from the conserved variables in the
conservative-to-primitive step. ILLINOISGRMHD adopts a
Newton-Raphson-based 2D recovery scheme, which is also
available in HARM3D [92]. This step can fail, however, if the
conserved variables become invalid during the evolution.
This happens most often in regions where high accuracy
is difficult to maintain: the low density “atmosphere” inside

the BH horizon or at AMR refinement boundaries.
ILLINOISGRMHD enforces MHD inequalities that the con-
served variables must satisfy in order to mitigate the number
of recovery failures. If a failure still occurs, a backup
primitive recovery method is used that is guaranteed to
succeed, as described in Appendix A of [93].
The conservative-to-primitive step is prone to failure for

lower densities of the artificial atmosphere. A typical value
that results in robust, stable evolutions with small numbers
of recovery failures is ρCactusatm ∼ 10−8ρmax, where ρmax is the
maximum initial baryonic density. The minimum allowed
value for the conserved energy used by ILLINOISGRMHD,

τ≡ ffiffiffiffiffiffi
−g

p ðαTtt − utρÞ; ð7Þ

is obtained by assuming ρ ¼ ρCactusatm , flat space, zero
velocities, and zero magnetic fields, yielding

τmin ¼ ϵCactusatm ρCactusatm ; ð8Þ

where the “atmosphere” energy ϵCactusatm ¼ ϵðρatmÞ is com-
puted using the gamma-law EOS with Γ ¼ 2 and K ¼
0.0332ρnucc2=nΓnuc ¼ 123.6 (in code units), where ρnuc and
nnuc are the nuclear rest mass and number densities,
respectively. Empirically, we have determined that choos-
ing an “atmosphere” value τCactusatm up to ∼102τmin [see
Eq. (8)] leads to stable evolutions and accurate data
transfers to HARM3D, while choosing values a few orders
of magnitude larger can lead to an unstable transition.
During the BNS merger, the spacetime is highly dynami-

cal and, besides integrating the equations of motion for the
plasma, we need to integrate the equations of motion for the
metric components gμν. These equations are the Einstein
field equations, written in the standard 3þ 1 Arnowitt-
Deser-Misner (ADM) formalism [94], in the Baumgarte-
Shapiro-Shibata-Nakamura (BSSN) formulation [95–97].
In order to integrate these equations numerically, we use the
thorn MCLACHLAN [98,99], which has been written with the
KRANC [100] application.

C. Grid design and export

Numerical errors rapidly sap angular momentum
from fluid flows that obliquely cross coordinate lines.
Thus continuing to model the dynamics of a postmerger
BH accretion disk over timescales far longer than the
inspiral/merger timescale with moderate-resolution
Cartesian AMR grids would be ill advised. Thus we choose
a post-HANDOFF grid that samples the remnant accretion
disk in a spherical coordinate system designed specifically
for modeling black hole accretion. The post-HANDOFF grid
is implemented within the same code adopted for post-
HANDOFF evolution: HARM3D.
To begin the HANDOFF, HARM3D specifies the Cartesian

coordinate locations of all cell centers, lower faces, and
corners, for both physical and ghost cells on its spherical

FEDERICO G. LOPEZ ARMENGOL et al. PHYS. REV. D 106, 083015 (2022)

083015-4



grid. The number of coordinates dumped, then, is
ðNr þ 2NGÞ × ðNθ þ 2NGÞ × ðNϕ þ 2NGÞ × 3 × 5, where
Nr, Nθ, and Nϕ are the number of cells in each dimension,
NG is the number of ghost cells beyond each coordinate
boundary, ×3 stands for each spatial dimension, and ×5 for
each cell location.
In case the numerical codes assume different values for

the unity of mass in geometrical units, we normalize the
exported coordinates. For instance, if the unit of length of
the destination grid equals the mass of the black hole
remnant MBH, but the unit of length during the merger
equals M⊙, then we multiply the exported coordinates of
the destination grid by MBH=M⊙.

D. Interpolation routine

In order to restart a GRMHD simulation in HARM3D we
need two sets of grid functions at a given time: the MHD
primitives PHANDOFF, and the geometry of spacetime
gHANDOFF. We have implemented a thorn [101] within the
CACTUS infrastructure that reads in the Cartesian coordinates
of the cell positions of the destination grid and proceeds to
interpolate both sets of grid-functions into them.
Specifically, regarding the first set PHANDOFF, we inter-

polate the following grid functions:

PHANDOFF ¼ fρ; p; ṽr; ṽθ; ṽϕ; Ax; Ay; Azg: ð9Þ
We require most of the values of PHANDOFF only at the cell
centers and, since their behavior can be smooth or discon-
tinuous, we use three different orders of Lagrangian inter-
polation: first, second, and fourth. The vector potential
components Ak are an exception: To be consistent with
the algorithms that calculate the curl of Ak in HARM3D,
we interpolate the components of Ak into the corners of the
destination cells. Further, we use third-order Hermite inter-
polation for Ak since it ensures continuity in the first
derivatives of the interpolant function. Notice that, although
we will transform the basis of tensorial quantities later in the
HANDOFF, we transform the Cartesian velocities fvx; vy; vzg
to a spherical basis fvr; vθ; vϕg before interpolation. In this
way, we avoid the propagation of truncation errors of
dominant components—usually ṽϕ—into other components
during the basis transformation.
Regarding the second set, gHANDOFF, consider that

HARM3D does not evolve the spacetime metric, so the
HANDOFF is limited to stationary geometries. Then
gHANDOFF is simply given by the components of the
four-dimensional metric in Cartesian coordinates:

gHANDOFF ¼ fgCartμν ; μ; ν ¼ t; x; y; zg: ð10Þ
We interpolate gHANDOFF to every cell position and, since
the metric components will be differentiated for the
calculation of the affine connections, we use third-order
Hermite interpolation that, as mentioned, ensures continu-
ity in the first derivatives of the interpolant function.

Even in the equal-mass case, the collapsed BH after a
BNS merger might have a gauge-induced velocity ṽiBH. We
correct for this effect by applying the interpolation routine
in the frame of the BH. Specifically, we shift xi → xi − xiBH
and βi → βi þ ṽiBH before calculating and interpolating
PHANDOFF and gHANDOFF.
If the radial extent of the destination grid exceeds the

boundaries of ILLINOISGRMHD ’s grid, then we set the grid-
functions to an undefined value, or NAN, at the correspond-
ing cells. Marking cells in this way ensures that they are
easily found and their values overwritten with extrapolated
data later in the HANDOFF procedure.
The interpolation routine returns a unique file in binary

format where the values of each grid function in the
destination grid are stored in contiguous memory locations.

E. Parse dataset

With a standalone script, we parse the binary file that
results from the interpolation routine, and construct restart
files, readable by HARM3D. Specifically, we read each
grid function and distribute it in an array of dimension
ðNr þ 2NG; Nθ þ 2NG; Nϕ þ 2NGÞ. We discard the values
of the primitives at the ghost cells as we will refill them at
runtime based on the boundary conditions selected for the
continued evolution. The vector potential Ak entails an
exception: We need to keep its interpolated values at the
ghosts cells in order to calculate its curl when initializing
the continued run. We also keep the interpolated values of
the metric at the ghost cells, since these will be required at
initialization for calculating the spacetime connections in
the physical cells next to the coordinate boundaries.
We dump these reordered arrays in three restart files,

each containing a different interpolation order for the
primitives PHANDOFF.

F. Selective interpolation orders

The truncation errors in an interpolation scheme over a
smooth function are proportional to Δxnþ1, where Δx
denotes a measure of the grid resolution and n the order
of the algorithm. Higher orders are preferred for smooth
functions to minimize the truncation error. MHD primitives,
however, might present strong shocks and discontinuities
that induce Gibbs phenomena when using high interpolation
orders. Our strategy in the HANDOFF is to keep higher-order
results where the solution is smooth, but lower-order results
where it is sharp. To that end, for each primitive, we take the
results from the first-order interpolation, which is free of
Gibbs phenomena, and we compare its local values to the
averages over its neighboring cells (�2 cells in each
dimension). If the relative error between these quantities is
lower than 1%, then we take the local result from the fourth-
order interpolation; if it is higher than 10%, then we take the
first-order result; and if it is in between, then we take the
second-order result. The final outcome of this step is a unique
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restart file that mixes first-, second-, and fourth-order results
for the primitives PHANDOFF.
This step is crucial for the robustness and precision of the

HANDOFF. During our testing stage, we found that higher-
order methods can introduce Gibbs phenomena in the
MHD primitives at the boundaries of handed-off accretion
disks, leading to severe MHD perturbations and shocks that
were not in the original simulation, and preventing a
continuous transition between codes. On the other hand,
using solely lower-order methods compromised the accu-
racy of the transition.

G. Metric and primitives extrapolation

In case the outer boundary of the destination grid
exceeds the outer boundary of the original grid, we
extrapolate the geometry gHANDOFF and primitives
PHANDOFF into the complementary cells.
Regarding the geometry gHANDOFF, we treat each of the

ten independent components of the four-metric individu-
ally. Unlike the primitives PHANDOFF, the metric compo-
nents will generally take nonzero values everywhere in the
computational domain, falling off as inverse polynomials of
radius. To extrapolate each metric component gμν out to the
larger computational domain, we follow this procedure:

(i) Perform a low-order [up to ðl; mÞ ¼ ð4;�4Þ] spheri-
cal harmonic mode decomposition of the component
at each radius r in the destination grid. The result

is a radial array of mode coefficients gðl;mÞ
μν ðrÞ≡H

gμνðr; θ;ϕÞYlmðθ;ϕÞdΩ.
(ii) In a “trusted window” r ∈ fR1; R2g, perform a least-

squares fit of each mode coefficient gðl;mÞ
μν ðrÞ to a

power-law function a0 þ a1=rn.
(iii) Construct a new radial array of coefficients that

transitions continuously from the original numerical
data to the power-law fit over the course of the
trusted window:

ḡðl;mÞ
μν ðrÞ ¼ ð1 − λðrÞÞgðl;mÞ

μν ðrÞ þ λðrÞða0 þ a1=rnÞ;

where

λðrÞ≡

8>><
>>:

0 r < R1

r−R1

R2−R1
R1 ≤ r ≤ R2

1 r > R2

:

(iv) Use the power-law fit to generate gðl;mÞ
μν ðrÞ values for

all r > R2, extending to fill the full HARM3D domain.
(v) Finally, reconstruct gμνðr; θ;ϕÞ at every point in the

larger domain using the new extended gðl;mÞ
μν ðrÞ.

For some individual modes, the power-law functional
least-squares fit may fail to converge—generally a symp-
tom of that mode being dominated by low-amplitude noise.
In these cases, we keep the original mode data out to R2,

and use the value at r ¼ R2 to fill the remainder of the

domain—equivalent to setting a0 ¼ gðl;mÞ
μν ðR2Þ; a1 ¼ 0.

After extrapolating the metric components, we proceed
to extrapolate the primitives PHANDOFF. We fill the com-
plementary cells with the numerical atmosphere of
HARM3D, ρ ¼ ρatm, u ¼ uatm, where ρatm, uatm are defined
below, and we set the rest of the primitives to zero.
To avoid a sharp transition between the numerical

atmospheres of ILLINOISGRMHD and HARM3D at the
boundary between the handed-off and extrapolated prim-
itives, we also adjust the handed-off atmosphere. If
ρ < 1.1 × ρCactusatm , we set ρ ¼ ρatm, u ¼ uatm, and keep
the rest of the primitives unchanged.

H. Continued evolution

At this stage we have a restart file in a format readable by
HARM3D that contains theMHDprimitives at the physical cell
centers, the vector potential Ak at the corners of physical and
ghost cells, and the metric at all cell positions for all cells.
Using existing restart routines, we read in and distribute the
MHDprimitives among different processors in HARM3D. The
vector potential and metric components require specific
routines that take into account the ghost cells and different
cell positions when reading in and distributing its values.
We transform the metric and vector potential compo-

nents from the Cartesian basis to the numerical basis of the
destination grid:

gμ0ν0 ¼
dxαCart
dxμ

0
dxβCart
dxν

0 gCartαβ ; ð11Þ

Aμ0 ¼
dxαCart
dxμ

0 ACart
α ; ð12Þ

and we transform the velocity from the spherical basis to
numerical:

ṽμ
0 ¼ dxμ

0

dxαsph
ṽαsph: ð13Þ

We calculate the curl of the vector potential Ak with
standard routines in HARM3D and obtain the magnetic
field Bk at the cell centers, maintaining the solenoidal
constraint [102]. We also calculate the affine connections
for the numerical metric with standard routines of HARM3D.
These use fourth-order (second-order) finite differences for
spatial (temporal) derivatives of the metric to obtain the
Christöffel symbols; cell extents are used as the discrete
spacing in the spatial finite differences, while a much
smaller time spacing than the evolution’s Courant-limited
time step is used in order to keep its truncation error smaller
than that of the spatial difference. We typically limit the
simulations from handed-off initial data (ID) to instances
when the metric is nearly stationary, so the continued
evolution is assumed to have a time-independent spacetime.
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For this reason during HANDOFF we simply use the same
metric field data for all nominal time slices fed into the
HARM3D affine connection routine, guaranteeing that all
temporal derivatives will be zero.
We evolve the handed-off primitives over the numerical

spacetime in the destination grid with the well-tested
methods of HARM3D [80,81,103]. We integrate the equa-
tions of motion, Eq. (1), with HRSC schemes. We
reconstruct the primitive variables to the cell interfaces
through piecewise parabolic interpolation, we apply the
Lax-Friedrichs formula to compute the local fluxes, and the
method of lines for time integration with a second-order
Runge-Kutta method. The primitive variables are recovered
from the conserved variables with the scheme described in
[81,92]. If the updates of ρ or u go below the corresponding
atmosphere values ρatm ¼ 2 × 10−10ðr=MÞ−3=2, uatm ¼ 2 ×
10−12ðr=MÞ−5=2 they are reset to the latter. We use the
constrained transport algorithm FLUXCT [89] to evolve the
magnetic field Bk and maintain the solenoidal constraint.
For more details, see Ref. [80].

III. CODE VERIFICATION:
FISHBONE-MONCRIEF DISK

To verify the HANDOFF we take the case of a magnetized
Fishbone-Moncrief (FM) disk [104] around a rotating BH.
We evolve the system with ILLINOISGRMHD and HARM3D

independently, and we use the HANDOFF to perform several
transitions between the codes at different stages of the
simulation.
We begin by setting the same initial data in

ILLINOISGRMHD and HARM3D for a magnetized FM disk
around a BH of mass M with specific angular momentum
a=M ¼ 0.9375, as dictated by Ref. [105]. We evolve this
data with ILLINOISGRMHD and HARM3D up to t ¼ 104M.
The grid in ILLINOISGRMHD consists of a Cartesian hier-
archy of eight refinement levels, as described in Ref. [105].
The grid in HARM3D has a spherical topology and consists
of 1283 cells, parametrized by numerical coordinates that
refine the resolution towards the equator and towards the
BH, with the functional dependence used by Ref. [106] [we
use h ¼ 0.3 in Eq. (8) of this reference]. We make use of
novel boundary conditions at the coordinate boundaries
of θ, i.e., at the polar axis, which allow us to fully extend
θ ∈ ð0; πÞ. In Appendix B we describe the details of these
boundary conditions. The coordinate boundaries of ϕ are
internal to the domain, and the coordinate boundaries of
r ∈ ½1.1M; 300M� are physical boundaries, where we
impose outflow boundary conditions.
In Fig. 2 we plot the cell lengths in both ILLINOISGRMHD

and HARM3D as a function of radii and for θ ∈ ð0; πÞ,
and conclude the resolutions are comparable. The cell
length Δr grows as a function of radius because the radial
resolution has an exponential dependence with radius. The
cell length r sin θΔϕ grows as a function of radius because

of its explicit radial dependence, and also spans different
values at each radius because of its θ dependence. Finally
the cell length rΔθ grows as a function of radius because of
its explicit radial dependence and has different values for a
given radius because Δθ is not uniform, but progressively
smaller toward the equator. Such flexibility of the numeri-
cal grids in HARM3D to adapt optimally to the relevant
physical processes is one of the main motivations behind
the HANDOFF. In this case, the numerical grid in HARM3D

has ∼80× fewer cells than the numerical grid in
ILLINOISGRMHD, for comparable accuracy.
As can be seen from Fig. 2, the numerical domain in

HARM3D is contained in the domain in ILLINOISGRMHD,
therefore we do not need to extrapolate the primitives or
metric (see Sec. II G). We will validate the extrapolation
procedure in the next section, where we apply the HANDOFF

to a BNS postmerger.
We do the first transition at t ¼ 0, i.e. we hand off the ID

from ILLINOISGRMHD to HARM3D. By comparing the
resulting dataset with the ID constructed in HARM3D,
we can measure the truncation error introduced in the
HANDOFF. Based on the resolution of ILLINOISGRMHD in the
region of the disk ΔxIGM ≈ 0.2274, and the interpolation
orders considered n ¼ 1, 2, 3, 4, we expect the following
values for the truncation errors

ϵ ∼ Δxnþ1
IGM ∼

8>>><
>>>:

5 × 10−2; n ¼ 1

1 × 10−2; n ¼ 2

2 × 10−3; n ¼ 3

6 × 10−4; n ¼ 4

: ð14Þ

In Fig. 3 (left) we plot the interpolation orders selected
for the primitive ρ, in the xz plane. The distribution follows

FIG. 2. Cell lengths as a function of radii for the FM
simulations in ILLINOISGRMHD (black) and HARM3D (green,
red, and blue). Shaded regions show how the cell lengths change
over the full span of θ. Note that regions of overlap between green
and red appear brown in the plot.
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the expected behavior: At the core of the disk, around the
position of the maximum of pressure at r ¼ 12M, fourth-
order interpolation is selected. In contrast, at the surface
of the disk, where the density jumps to the value of the
numerical floor, first order is selected. There is also a
transition region in the body of the disk where second order
is selected.
In Fig. 3 (right) we plot ϵR½ρ� in the xz plane, where

ϵR½P� ¼
jPHARM3D − PHANDOFFj

1
2
ðjPHARM3Dj þ jPHANDOFFjÞ

ð15Þ

is the relative error between the handed-off primitive and
the value initialized in HARM3D. As expected from the
estimates in Eq. (14), the body of the disk presents ϵR½ρ� ∼
1 × 10−4 and transitions to ϵR½ρ� ∼ 1 × 10−2 near the sur-
face of the disk. The region around the BH with higher
errors happens because ILLINOISGRMHD sets a tenuous
atmosphere with ρ > 1.1ρCactusatm around the BH and the
HANDOFF does not reset it to the HARM3D’s atmosphere.
This is still a low-density region, where ρ < 1 × 10−5 in
code units, and it does not affect our results. In global
terms, the density-weighted relative error< ϵR½ρ�>ρ, where

hXiρ ¼
R
Xρ

ffiffiffiffiffiffi−gp
dVR

ρ
ffiffiffiffiffiffi−gp

dV
; ð16Þ

is hϵR½ρ�iρ ¼ 2 × 10−4.
For the remaining primitives, we find equivalent dis-

tributions for the interpolation orders selected, but different
values for the integrated errors. We find a higher integrated
error for the internal energy hϵR½u�iρ ¼ 1 × 10−2 but this is
dominated by random perturbations, introduced artificially
to trigger accretion. We find lower errors for nonvanishing

components of the velocity hϵR½vð1Þ�iρ ¼ 8 × 10−6 and

hϵR½vð3Þ�iρ ¼ 1 × 10−5. These functions are smoother than
ρ, and monotonically decrease in r within the disk,
explaining why the interpolation is more accurate. We find
higher errors for the nonvanishing components of the
magnetic field hϵR½Bð1Þ�iρ ¼ hϵR½Bð2Þ�iρ ¼ 1 × 10−1 that
come from the propagation of truncation errors in ACart

k
after the basis transformation and curl calculation.
Regarding the primitives that are initialized to zero, we
define the relative error by

ϵ̃R½P� ¼ jPHANDOFFj ð17Þ

and find hϵ̃R½vð2Þ�iρ¼5×10−19 and hϵ̃R½Bð3Þ�iρ¼4×10−8.

Comparing hϵ̃R½vð2Þ�iρ with hϵ̃R½Bð3Þ�iρ we notice the
convenience of transforming to the spherical basis before
interpolation and the effect of error propagation by the
curl calculation. In the case of the BNS postmerger,
however, we expect these errors on the magnetic field
components to be smaller, since the different components,
and therefore the truncation errors, will be more compa-
rable in magnitude.
In this validation test, we can also measure the truncation

errors of the handed-off metric components, since we know
their analytical values in advance. Overall, we find lower
errors for the metric components than for the MHD
primitives, hϵR½gμν�iρ < 1 × 10−7. These lower errors in
the metric components were expected because these are
differentiable functions, and because we use third-order
interpolation in every cell.
After confirming that the handed-off ID and spacetime

metric are consistent with our expectations, we evolve the

FIG. 3. Interpolation orders selected (left) and the correspoding relative errors (right) for ρ, when handing-off ID for a magnetized
FM from ILLINOISGRMHD to HARM3D. Fourth-order interpolation is selected at the core of the disk where ρ is smooth, and first-order
interpolation is selected at the surface of the disk where there is a jump to the numerical floor. There is also a transition region where
second-order interpolation is selected. The numerical errors follow the expected values from the resolution and interpolation orders
[see Eq. (14)].
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dataset within HARM3D. We denote this simulation
HANDOFF_0.
Defining the accretion rate as

−
dM
dt

ðrÞ ¼
Z

ρur
ffiffiffiffiffiffi
−g

p
dθdϕ; ð18Þ

in Fig. 4 (top) we plot this quantity at the BH horizon
for HANDOFF_0 (green) and for the fiducial run in HARM3D

(light blue). We also include the accretion rate for the
fiducial run in ILLINOISGRMHD (orange). We notice the
evolution of HANDOFF_0 is dynamically equivalent to
the fiducial run in HARM3D, capturing the MRI growth,
saturation, and relaxation.
To test the HANDOFF in a more realistic and turbulent

scenario, we transition the same simulation from
ILLINOISGRMHD to HARM3D at t ¼ 4.1 × 103M. We denote
this continued evolution HANDOFF_1. In Fig. 4 (top, red) we
plot the resulting accretion rate and, again, we find the
HANDOFF succesfully captures the dynamical state of

the disk, reproducing the value of the accretion rate at
the time of transition, and the spike in the accretion rate
at t ∼ 5 × 103M.
Finally, we perform a transition at t ¼ 8.1 × 103M and

we denote this continued evolution HANDOFF_2. In Fig. 4
(top, violet) we plot the resulting accretion rate and we
notice its value at the transition time matches the value in
ILLINOISGRMHD, proving a continuous transition. The
accretion rate then converges to the results of HARM3D.
Indeed, while the state of the disk at the transition time is
determined by ILLINOISGRMHD, the continued evolution is
determined by the numerical methods in HARM3D.
Beyond the local measure of the accretion rate, we

analyze the continuity of global quantities after the
HANDOFF. In Fig. 4 (bottom) we plot the integrated mass
of the disk within r ¼ 100M, normalized by the initial mass
M0. We find the curves of HANDOFF_0, HANDOFF_1, and
HANDOFF_2 match the results from ILLINOISGRMHD at the
time of transition, proving the high fidelity of the HANDOFF.
We conclude the HANDOFF succesfully translates the

GRMHD state of a magnetized torus, and the spacetime
metric, from a Cartesian-AMR grid within ILLINOISGRMHD

to a more flexible grid within HARM3D. In the next section
we will apply the HANDOFF to the interesting case of a BNS
postmerger.

IV. RESULTS: BNS POSTMERGER

In this section we evolve a BNS merger with
ILLINOISGRMHD and apply the HANDOFF to continue the
postmerger evolution in HARM3D. The results presented in
this section are well known from the literature but serve to
demonstrate the consistency and validity of the continued
evolution from the HANDOFF.

A. Merger proper

The ID for the BNS is similar to that of [58] (see also
Refs. [64,66] for similar settings): Two NSs in a circular
orbit, separated by ∼45 km, each with a gravitational mass
of 1.5 M⊙ and an equatorial radius of 13.6 km. We also
initialize two poloidal magnetic fields, confined in each
star, but with a maximum strength of ∼1015 G, three orders
of magnitude higher than in Ref. [58]. We use a Cartesian-
AMR grid centered in the center of mass of the system,
with outer boundaries at ∼5700 km, and seven refinement
boundaries with a finest resolution of ∼180 m. We model
the fluid as an ideal gas, with adiabatic index Γ ¼ 2.
We evolve this ID with ILLINOISGRMHD and, consistent

with Ref. [58], we find the NSs inspiral towards the center
of mass of the system as they transfer energy and angular
momentum to gravitational waves (GWs), until they merge
after 8 ms (∼3 orbits). After merger, a HMNS forms but,
given the large mass of the system, it promptly collapses to
a BH (∼8 ms after merger). If we set the ID at time
t ¼ 0.0 s, then the BH forms at tBH ¼ 0.017 s. We use the

FIG. 4. Accretion rate at the horizon (top) and total mass within
r ¼ 100M (bottom) as a function of time for the FMvalidation case.
The curves HARM3D and ILLINOISGRMHD stand for the fiducial
simulations with these codes. The curves HANDOFF_0, HANDOFF_1,
and HANDOFF_2 represent handed-off runs from ILLINOISGRMHD to
HARM3D, at times t¼0;4.1×103;8.1×103M, respectively. In
every case, the transition is continuous and the evolved system
follows the expected behaviour from the fiducial runs.
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thorn AHFINDERDIRECT [107] to locate the apparent
horizon; the resulting BH has a mass of 2.911 M⊙, a
specific angular momentum of 0.82, and a drift velocity
vBH ∼ 1 × 10−3c. At t ¼ tBH, we add two refinement levels
centered at the remnant, yielding a finest resolution after
merger of ∼50 m. The remnant is surrounded by an
orbiting and magnetized torus, with mass 0.076 M⊙.

B. Handing off the postmerger:
Destination grids and boundary conditions

After BH formation, we apply the HANDOFF and tran-
sition the BH-torus system to HARM3D. For consistency
checks, we do the transition at different times and to
different grids.

We do the first HANDOFF at t0 ¼ 0.020 s, 0.003 s after
BH formation, and use a grid equivalent to that of
Ref. [108], but with ξ ¼ 0.65, θc ∼ 1 × 10−14, and n ¼ 7
[see Eq. (22) of that reference], we set the radial extent
r ∈ ð1.07; 4291.53Þ km, and use 1024 × 160 × 256 cells.
This grid is contained in the original grid for the merger, so
we do not need to extrapolate the primitives or spacetime
metric. We denote this transition, and continued evolution,
BNS_SMALLROUT_T0. Using this same grid, we do a later
transition, at t1 ¼ 0.032 s, denoted BNS_SMALLROUT_T1.
In Fig. 5 we plot the mass of the BH remnant MBH
as a function of time, calculated with the thorn
QUASILOCALMEASURES [109], and notice that MBH is in
a converging regime at times t0 and t1. Specifically,
MBHðt0Þ ¼ 2.895 M⊙ and MBHðt1Þ ¼ 2.911 M⊙.
Next, we do a transition at the same time t1, but to a grid

designed specifically for a BNS postmerger. As described
in the Introduction, this new grid has spherical topology,
the outer boundary is far enough (∼105 km) to capture the
jet breakout, it has higher resolution in θ towards the
equator if close to the BH to resolve the disk, but higher
resolution towards the polar axis if farther away, to resolve
the funnel region. The implementation details of this grid
are described in Appendix A. In this case, since the
destination grid is much larger than the original grid for
the merger, we need to extrapolate the primitives and
spacetime metric to the complementary cells. We denote
this run BNS_LARGEROUT_T1, and consider it our fiducial
simulation.
In Fig. 6 we include plots for the cell lengths of these

grids as a function of radii and for θ ∈ ð0; πÞ, compared
with the resolution in ILLINOISGRMHD. We notice that, at
the bulk of the disk (r < 200 km), cells at the equator have
higher resolution for both θ and r with respect to the

FIG. 5. Mass of BH remnant from the BNS merger, as a
function of time. Dashed-dotted lines represent the times at
which we apply the HANDOFF. For our fiducial run, MBHðt1Þ ¼
2.911 M⊙.

FIG. 6. Cell lengths for BNS postmerger simulations as a function of radii. The black line represent the resolution of the AMR-levels
used during merger. Green, red, and blue points represent the grid lengths for spherical-like cells used during the continued evolution in
BNS_SMALLROUT_T0 (left), BNS_SMALLROUT_T1 (left), and BNS_LARGEROUT_T1 (right).

FEDERICO G. LOPEZ ARMENGOL et al. PHYS. REV. D 106, 083015 (2022)

083015-10



original resolution in ILLINOISGRMHD, and comparable
resolution for ϕ. The description of Fig. 6 (left) is similar
to that of Fig. 2 in the previous section, for an exponential
grid in Δr with Δθ focused in the equator. The description
of Fig. 6 (right) is more subtle and is given in Appendix A.
In every case, we apply novel boundary conditions of

HARM3D at the polar axis that refer to neighboring cells in
the domain, allowing us to extend θ ∈ ð0; πÞ and to fully
resolve the funnel region. See Appendix B for the details on
implementing these boundary conditions. The coordinate
boundaries of ϕ are are also internal to the domain, and the
coordinate boundaries of r are the actual physical bounda-
ries, where we impose outflow boundary conditions.

C. Handing off the postmerger: Initial data

In Fig. 7 we plot the rest-mass density ρ in the x-z plane
at the time of transition for BNS_LARGEROUT_T1 (bottom).
We also plot the original data from ILLINOISGRMHD (top),
and we plot gray lines that represent the grid topology for
each case. As a demonstration of the precision of the
HANDOFF, we note the plots of ρ are indistinguishable
between the two codes. For an animation of the transition
between these codes, see Ref. [110].
In Fig. 8 we focus on the accretion disk around the

remnant for BNS_LARGEROUT_T1 (solid, blue), and plot the
θ-integrated and ϕ-averaged density:

ΣðrÞ ¼
R ffiffiffiffiffiffi−gp

ρdθdϕR ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gϕϕðθ ¼ π=2Þp

dϕ
; ð19Þ

and the ϕ-averaged specific angular momentum l̂ðr; θ ¼
π=2Þ and specific entropy ŝðr; θ ¼ π=2Þ at the equator,
where l ¼ uϕ=ut, s ¼ lnðp=ρΓÞ, and

X̂ðr; θÞ ¼
R
X ffiffiffiffiffiffiffigϕϕ
p dϕR ffiffiffiffiffiffiffigϕϕ
p dϕ

: ð20Þ

Since many references initialize the postmerger disk
with an FM distribution (e.g., [111]) or similar isentropic
solutions with constant specific angular momentum, in
Fig. 8 we also plot the latter quantities for the FM disk
evolved in the previous section at t ¼ 0 (dashed, orange)
and t ¼ 9000M (solid, orange). For the FM, we set the unit
of length assuming the central BH has a mass of 2.911 M⊙,
and set the units of MHD variables assuming the code units
are the same as in the BNS case. Comparing the postmerger
disk with the curves for the evolved FM disk, we notice a
steeper decay of ΣðrÞ in the postmerger case. The angular
momentum of the postmerger is rather constant at the bulk
of the disk but presents a peculiar decreasing trend. The
specific entropy, on the other hand, presents the most
remarkable difference. For the postmerger disk, it grows
steeply outwards because of the shocked and ejected
material from the merger.

The accretion disk is fairly magnetized. At the time of
transition, for BNS_LARGEROUT_T1, we find the ratio of the
ρ-weighted integrals of thermal and magnetic pressure to be

R
pρ

ffiffiffiffiffiffi−gp
dVR

pmρ
ffiffiffiffiffiffi−gp

dV
∼ 140: ð21Þ

For comparison, we find this ratio to be ∼560 and ∼30 for
the FM evolved in the last section, at t ¼ 0 and t ¼ 9000M,
respectively. Therefore, according to this parameter, the
magnetization of the relaxed FM is ×4 − 5 larger than the
initial postmerger disk. In the next subsection we analyze
the evolution of this parameter.

FIG. 7. Baryonic density ρ in the xz plane for BNS_LARGER-
OUT_T1 before (top) and after (bottom) the hand-off procedure, in
ILLINOISGRMHD and HARM3D, respectively. The gray lines in the
plot for ILLINOISGRMHD represent the AMR boundaries and, in
the plot for HARM3D, they represent 1 every 10 grid lines of the
destination grid.
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We proceed to investigate the topology of the magnetic
field. Following [112], the decomposition of the magnetic
field into toroidal Bjj and poloidal B⊥ components for
nonaxysymmetric distributions of matter follows from the
projection of the field with respect to the fluid frame:

Bi ¼ Bjj
ṽiffiffiffiffiffiffiffiffiffiffiffiffiffi
γijṽiṽj

q þ Bi⊥: ð22Þ

Then the magnetic energy can be decomposed into toroidal

and poloidal components Emag¼Ejj
magþE⊥

mag, where these
quantities can be computed independently as

Emag ¼
Z

T00
EMα

ffiffiffiffiffiffi
−g

p
dV; ð23Þ

Ejj
mag ¼

Z
1

2
BjjBjj

ffiffiffiffiffiffi−gp
α

dV; ð24Þ

E⊥
mag ¼

Z
1

2
gijBi⊥B

j
⊥ð1þ gijṽiṽjÞ

ffiffiffiffiffiffi−gp
α

dV: ð25Þ

In Appendix D we validate the interpretation of Ejj
mag and

E⊥
mag as toroidal and poloidal components of the magnetic

energy for accretion disks. At the time of transition, for
BNS_LARGEROUT_T1, we find Emag ¼ 3.136×1048 erg, with

Ejj
mag ¼ 2.417×1048 erg and E⊥

mag ¼ 7.192×1047 erg, i.e.,
we find the toroidal field is dominant. As a comparison,
for the FM case, at t ¼ 0 and t ¼ 9000M, respectively,
we find Emag ¼ 1.197×1053 erg; 1.928×1055 erg, with

Ejj
mag ¼ 1.297×1052 erg; 9.497×1054 erg, and E⊥

mag ¼
1.067×1053 erg; 9.791×1054 erg; i.e., it transitions from
poloidal dominance to equipartition. Recall we have free-
dom of scale over the system of units in the FM disk, so

only relative comparisons of Emag; E
jj
mag; E⊥

mag within each
run are meaningful.
In addition to the accretion disk, the ID obtained from the

HANDOFF includes the unbound debris from the merger
(i.e., the dynamical ejecta). There are two main mecha-
nisms of mass ejection during the merger, tidal interactions,
and shock heating (see, for instance, Ref. [113]). While
the first mechanism predominantly expels cool material
from the NSs to the orbital plane of the binary, the second
ejects heated material quasi-isotropically. In Fig. 9 we
visualize the dynamical ejecta for BNS_LARGEROUT_T1

by plotting the specific entropy, along with dashed lines
that contain the ejected material. We identify the ejecta
as the parcels of fluid that are unbound, satisfying
ðhþ b2=ρÞut < −1, and move outwards, satisfying
vr > 0. Indeed, we recognize regions with low entropy
around the equator, which we associate with the early tidal

FIG. 9. Specific entropy of dynamical ejecta for BNS_LARGER-
OUT_T1. Unbound matter with outgoing radial velocity is en-
closed within black, dashed curves.

FIG. 8. Disk measures for BNS_LARGEROUT_T1 at the time of
transition (solid, diamond, blue), and for the FM disk evolved in
Sec. III at t ¼ 0 (dashed, circle, orange) and t ¼ 9000M (solid,
circle, orange). From top to bottom, we plot the θ-integrated and
ϕ-averaged density ΣðrÞ, the specific angular momentum at the
equator l̂ðr; θ ¼ π=2Þ, and specific entropy at the equator
ŝðr; θ ¼ π=2Þ. The blue, dotted line in the middle panel represent
the Keplerian value for l̂ðr; θ ¼ π=2Þ, given the mass and spin of
the remnant BH.
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ejecta, and a quasispherical region with higher entropy,
which we associate with the shocked-heated ejecta. We find
the total ejecta have a mass of 0.002 M⊙ and an average
radial velocity of 0.15c. These values are consistent
with the ranges found in the literature [37,46,113], support-
ing the validity of our methods. Regarding our specific
model, the total mass of the ejecta is likely to be
overestimated since we do not take neutrino cooling into
account and this excess of internal energy increases the
amount of unbound material [36]. In Fig. 10 we plot the
mass profile

Mð< rÞ ¼
Z

r
ρ

ffiffiffiffiffiffi
−g

p
dV ð26Þ

for the radial extent of the domain and confirm that
the enclosed mass in the simulation is dominated by the
ejecta—the numerical atmosphere has a negligible contri-
bution, even for such a large domain.
As mentioned, the destination grid of BNS_LARGEROUT_T1

has its outer boundary much farther away than the original
grid of ILLINOISGRMHD. Then, as described in Sec. II G, we
need to extrapolate the primitives and spacetime metric.
For the “trusted window” in the extrapolation of the
spacetime metric, we use R1 ¼ 500 M⊙ (∼750 km) and
R2 ¼ 800 M⊙ (∼1200 km).
To test the validity of both the interpolated and extrapo-

lated geometry, in Fig. 11 we plot the Hamiltonian
constraint along the x axis for ILLINOISGRMHD at the time
of transition, and for HARM3D after the HANDOFF. For the
latter, we neglect the contribution of matter and assume
the spacetime is static. In the extrapolated region, we find
the values of H to be comparable between both codes,
although some deterioration in the transition region for
HARM3D. In the accretion disk region, we find the values of

H to be comparable between both codes, ensuring the
validity of the spacetime metric. However, in the region
close to the BH, we find the values of H to be worst for
HARM3D after the HANDOFF. A similar behavior was found
for the momentum constraints. In the following we discuss
why this is not a significant concern.
Although the spacetime metric is transferred with high-

fidelity, we noticed that in regions where the destination
grid has higher resolution the interpolant function have
regions of size dxIGM in its domain where the functional
form is that of a polynomial, and second order derivatives
are not trustworthy. This deteriorates the values of the
constraints near the BH. However, only first order deriv-
atives of the spacetime metric play a role in the evolution
equations, via the affine connections Γλ

μν. Comparing the
relevant connections in ILLINOISGRMHD with those recal-
culated in HARM3D from the interpolated/extrapolated
metric, we find they agree with a relative error of order
∼10−2 or lower in the BH surroundings, ensuring an
equivalent gravitational field after the HANDOFF. As an
example of this, in Fig. 12 we plot the relative errors for the
case of Γ0

01 along the x axis. Noticeably, the relative errors
raise in the region where the numerical metric is replaced
by the extrapolated values, but the connections still
remain comparable. Indeed, in the next subsection we will
show that the evolution of the MHD fields in the extrapo-
lated spacetime has the expected physical behavior, and
matches the results from BNS_SMALLROUT_T1, where
extrapolation is not required and the numerical metric is
taken directly from interpolation. In particular, we will
compare the radial velocity vr of the expanding ejecta of
BNS_LARGEROUT_T1 in the extrapolated region with those
results for BNS_SMALLROUT_T1.
To monitor the degree of axisymmetry of the transitioned

spacetime metric we calculate the relative deviations of

FIG. 10. Integrated mass profile [see Eq. (26)] for BNS_LAR-
GEROUT_T1 at the time of hand off. We notice that, even though
the domain is large, the integrated mass is dominated by the
ejecta; the numerical atmosphere does not contribute signifi-
cantly.

FIG. 11. Hamiltonian constraint H at the x axis at the time of
transition for BNS_LARGEROUT_T1. We plot both the constraints
for the evolved metric in ILLINOISGRMHD (dashed, black), and for
the interpolated/extrapolated metric in HARM3D after the HAND-

OFF (solid, blue).
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each local element of volume
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−jgðr; θ;ϕÞjp

from
the corresponding ϕ average h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

−jgðr; θ;ϕÞjp iϕ for
BNS_LARGEROUT_T1, and find that

j ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−jgðr; θ;ϕÞjp

− h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−jgðr; θ;ϕÞjp iϕj

jh ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−jgðr; θ;ϕÞjp iϕj

< 3 × 10−3: ð27Þ

Furthermore, to monitor the degree of stationarity of
the transitioned spacetime metric we calculate the rela-
tive deviations of each local element of volume for
BNS_SMALLROUT_T0 and BNS_SMALLROUT_T1, which make
use of the same destination grid but transitioned at the
different times t0 and t1, respectively. We find that

2j ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−jgðt0;r;θ;ϕÞj

p
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−jgðt1;r;θ;ϕÞj

p j
j ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

−jgðt0;r;θ;ϕÞj
p jþj ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

−jgðt1;r;θ;ϕÞj
p j<2×10−2: ð28Þ

In this sense, we argue that the spacetime is approximately
axisymmetric and static for the continued evolution
in HARM3D.

D. Handing off the postmerger: Continued evolution

We evolve BNS_LARGEROUT_T1 in HARM3D for 0.1 s, i.e.,
up to 0.115 s after BH formation. As we describe below,
during this period we find the BH accretes 0.023 M⊙
(∼27% of the initial mass of the torus), the accretion rate
converges to ∼0.1 M⊙ s−1, the magnetic energy increases
by ∼50%, and the ejecta expand freely. We do not find
significant magnetic outflows from the ergosphere of the
remnant. We could have evolved the system for longer, but
were limited by computational resources. We used 229
nodes of the supercomputer FRONTERA [114], for approx-
imately five days, implying a system usage of almost 30k
SUs (system units). Considering that the number of cells is
1024 × 200 × 400 (see Appendix A), and that each node
has 56 processors, our code runs at a pace of almost 70k

cell updates per second per processor. For consistency
checks, we also evolve BNS_SMALLROUT_T0 and BNS_

SMALLROUT_T1 for approximately 0.04 s.
In Fig. 13 we plot the accretion rate at the horizon

(∼2.65 km) for BNS_SMALLROUT_T0, BNS_SMALLROUT_T1,
and BNS_LARGEROUT_T1. The plot demonstrates the robust-
ness of the HANDOFF in the following senses. First, the
initial values of the accretion rate for the later transitions at
t1, BNS_SMALLROUT_T1 and BNS_LARGEROUT_T1, match the
accretion rate of BNS_SMALLROUT_T0 at time t1, proving
both that the HANDOFF does not introduce unphysical
transients and that the evolution of BNS_SMALLROUT_T0

follows the continuing run in ILLINOISGRMHD. Second, the
plot shows that the extrapolation of primitives and space-
time metric for BNS_LARGEROUT_T1 does not lead to
unphysical results but matches the results from runs where
extrapolation was not needed. Third, the accretion rate
approximates to the reference value ∼0.2 M⊙ s−1 [58].
In Fig. 14 (top) we plot the evolution of the magnetic

energy for our postmerger simulations, decomposed into
toroidal and poloidal components [see Eqs. (23)–(25)],
integrated out of the BH horizon. For our fiducial run,
BNS_LARGEROUT_T1, we find Emag ∼ 1049 erg, with a dom-
inant toroidal component. Our results in this respect are not
comparable with the reference simulations of Refs. [58] or
[66], because their initial magnetic field was weaker than
ours by three orders of magnitude. Instead, we consider the
simulation H4B15d150 of Ref. [61], that has an initial
field of similar strength, makes use of comparable reso-
lution during the merger, and, though it uses a different
EOS, the HMNS collapses to a BH rather promptly. With
respect to this simulation, we find a consistent order of
magnitude for Emag. Further, the dominance of the toroidal
component after merger is a well-known result from the
literature (see, for instance, Ref. [66]). From these results,
we conclude the HANDOFF captures the correct strength and
topology of the magnetic field after merger. In Appendix C

FIG. 12. Relative error [see Eq. (15)] between the affine
connection Γ0

01 in ILLINOISGRMHD and its values as calculated
from the interpolated/extrapolated metric in HARM3D.

FIG. 13. Accretion rate at the horizon for the BNS postmerger
simulations, and the reference value of [58]. In every case, the
transition is continuous, proving the robustness of the HANDOFF.
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we present resolution diagnostics that demonstrate that the
MRI is properly resolved during our runs.
To better understand the effect of transitioning between

codes on the magnetization of the disk, in Fig. 14 (top)
we also plot the curves for the earlier transition
BNS_SMALLROUT_T0 and for BNS_SMALLROUT_T1. For
every simulation, we notice the magnetic energy grows
initially, as expected from magnetic winding and the
MRI, but we notice that the curves for the later transi-
tions, BNS_SMALLROUT_T1 and BNS_LARGEROUT_T1, do not
match the curves of BNS_SMALLROUT_T0 at t1. Instead, the
later transitions are initialized to a lower value than
BNS_SMALLROUT_T0 at t1, indicating that the magnetic
growth is faster in HARM3D than in ILLINOISGRMHD,
plausibly because the grid of the former has higher
resolution and spherical topology, better resolving the
magnetic winding effects and the MRI. In fact, we notice
that the magnetic energy of the later transitions have a very
steep initial growth, until they catch up with the evolved
values in BNS_SMALLROUT_T0.
To measure the dynamical relevance of the magnetic

field in the disk, in Fig. 14 (bottom) we plot the evolution of
the ratio of the ρ-weighted integrals of thermal and
magnetic pressure [see Eq. (21)]. We find that the dynami-
cal relevance of the field grows in time, until saturation at
∼50. As a comparison, the FM evolved in the last section,
has ∼30 for this ratio, at t ¼ 9000M.
In Fig. 15 we show a poloidal plot of the magnetization

b2=ρ (left), and of the radial velocity of the fluid (right)
with magnetic field lines (green arrows), at the end of our
fiducial run. Although the magnetization of the disk and the
spin of the BH are rather high, we notice that the material in

FIG. 14. Top: magnetic energy of BNS postmerger runs (blue),
decomposed into toroidal (red), and poloidal (green) components.
Bottom: ratio of the ρ-weighted integrals of thermal and magnetic
pressure, as a measure of the magnetization of the disk for BNS
postmerger runs.

FIG. 15. Left: magnetization b2=ρ at the end of BNS_LARGEROUT_T1. We notice that, although the disk is fairly magnetized, the funnel
is not magnetically dominated. Right: radial velocity vr and magnetic field lines (green) at the end of BNS_LARGEROUT_T1. We notice the
absence of outflows at the funnel, and that magnetic field lines are poorly ordered.
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the funnel is not magnetically dominated and a jet has not
developed. This is in agreement with results from [66].
Several reasons might help to explain the absence of
magnetic outflows: accretion of predominantly toroidal
fields disfavours the formation of large-scale magnetic
fields at the funnel and its subsequent amplification (see,
for instance, [115–117]); while a long-lived NS remnant
can build a strong helical field at the funnel, prompt
collapse prevents this scenario [72,74]; we ignore the drag
from neutrino winds, which might help lower the degree
of baryon pollution in the polar regions [118]. Still, in
Fig. 15 (right) we notice a moderate ordering of the
magnetic field lines at the funnel, plausibly stretched by
the inflowing material. A mildly relativistic jet might arise
in the longer-term (see Ref. [74] and references therein).
While the magnetic outflows are suppressed, Fig. 15 (right)
shows outgoing parcels of fluid, or winds, at the boundary
of the funnel and the disk [115].
Finally, we demonstrate the physical validity of the

extrapolated metric. In Fig. 16 we plot the radial velocity
vr for BNS_LARGEROUT_T1 and BNS_SMALLROUT_T1, aver-
aged in θ and ϕ:

hvriðrÞ ¼
R
vr

ffiffiffiffiffiffi−gp
dθdϕR ffiffiffiffiffiffi−gp
dθdϕ

: ð29Þ

We plot hvriðrÞ far from the BH, at the boundary of the
ejecta with the numerical atmosphere, at three different
times: t − tBH ¼ 0.015; 0.04; 0.089 s (left to right). The
dotted-dashed line in Fig. 16 represents the outer boundary
of BNS_SMALLROUT_T1 (∼4300 km). First, we notice that in

both runs the ejecta expand freely through the domain,
showing the continuity of the handed-off transition.
Next, we notice the curves for BNS_LARGEROUT_T1 and
BNS_SMALLROUT_T1 at t − tBH ¼ 0.015; 0.04 s are qualita-
tively the same. Since BNS_LARGEROUT_T1 makes use of the
extrapolated metric, and BNS_SMALLROUT_T1 makes use
of the interpolated numerical metric, we conclude these
metrics are physically equivalent. We include a later curve
for BNS_LARGEROUT_T1 at t − tBH ¼ 0.089 s to show that
the HANDOFF allows for the expansion of the ejecta even
further out than the outer boundary of the merger simu-
lation (∼5700 km). We do not include this curve for
BNS_SMALLROUT_T1 because we did not evolve this run
for long enough.

V. DISCUSSION

The key motivations behind the HANDOFF package
are the advantages of using spherical coordinates over
Cartesian to model azimuthal flows. In this article, we
argued that spherical coordinates are preferable regarding
both physical precision and computational performance. In
this section, we provide proof and discussion around such
motives.

A. Numerical dissipation

In the lore of numerical simulations of fluid dynamics
there is a general conviction that momentum is
evolved with higher precision if it is aligned with the
direction of coordinate lines (for similar comments, see
Refs. [78,119–121]). On the contrary, if the fluid momen-
tum crosses the coordinate faces obliquely, it will be subject
to severer numerical errors. In this sense, simulations where
linear momentum is most relevant are preferably simulated
using Cartesian coordinates, but those that care on angular
momentum conservation and transport are preferably
simulated using coordinates with spherical topology.
These numerical errors usually fall under the name of
numerical dissipation—not to be confused with explicit
numerical dissipation schemes that damp modes in
the solution with wavelengths equal to the grid spacing
[122]—and avoiding them in the case of postmerger
accretion disks is one of the main motivations behind
the HANDOFF.
A general proof and measure of this phenomenon

remains elusive, as numerical errors in the fluxes are also
affected by the grid resolution, the particular physical
processes involved, and the numerical methods adopted.
At the same time, fiducial exact solutions to turbulent MHD
are scarce. Numerical experiments that capture the effects
of numerical dissipation are usually limited to equilibrium
solutions with spacetime symmetries, where some compo-
nent of the momentum is to be conserved. For the case of a
rotating star or an orbiting torus around a BH, one of the
causes of Cartesian numerical dissipation has proven to be

FIG. 16. Radial velocity of the ejecta, averaged in θ and ϕ, at
three different times t − tBH ¼ 0.015; 0.04; 0.089 ms (left to
right). The gray, dotted-dashed line represents the outer boundary
of BNS_SMALLROUT_T1. We notice that the ejecta expand freely
through the domain, indicating that the numerical atmosphere and
extrapolated metric (BNS_LARGEROUT_T1) introduced in the
HANDOFF are physically valid. The qualitative agreement between
the curves of BNS_SMALLROUT_T1 and BNS_LARGEROUT_T1
reflects the near equivalence between the interpolated numerical
metric and extrapolated metric.
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the poor choice of the coordinate vector base for the
momentum decomposition; the best choice being a vector
base aligned with the conserved component lϕ, like
spherical coordinates. This simplifies the source terms in
the evolution equations, and reduces the propagation of
numerical errors [119–121]. Plausibly there are other
causes behind the Cartesian numerical dissipation in
azimuthal flows, like truncation errors introduced when
interpolating from the coarsest to finest grid at AMR
boundaries. In this section we provide further numerical
experiment to demostrate the effects of Cartesian numerical
dissipation in an orbiting torus.

1. Fishbone-Moncrief disk in hydrostatic equilibrium

Following Sec. III, we initialize a FM disk in both
HARM3D and ILLINOISGRMHD, with the same coordinate
systems described in such Section. Here, however, we
nullify the initial magnetic field and the initial perturbations
to the gas pressure, so the ID is in hydrostatic equilibrium.
We evolve the system with both codes for 6000M in time,
and proceed to analyze the deviations from equilibrium as a
measure of numerical dissipation.
In Fig. 17 we plot the density around the inner edge of

the disk at the equatorial plane in both HARM3D (left)
and ILLINOISGRMHD (right) at t ¼ 3000M. We notice that
HARM3D manages to maintain the initial cylindrical sym-
metry of the torus, but ILLINOISGRMHD breaks the sym-
metry of the system developing spiral waves and angular
momentum transport that causes accretion. Pressure-
supported tori with constant specific angular momentum

and entropy are unstable to nonaxisymmetric instabilities
(see, for instance, [123]) and Cartesian numerical dissipation
seems to be triggering those. To better quantify the physical
relevance of such instability, in Fig. 18 we plot the accretion
rate through the BH horizon in each case. Since the analytical
expectation is zero, we notice that HARM3D performs better
than ILLINOISGRMHD by seven orders of magnitude.

2. Magnetized Fishbone-Moncrief disk

We showed that the effects of Cartesian numerical
dissipation are drastic in the case of an orbiting torus in
hydrostatic equilibrium. The generalization of this result
to more general turbulent MHD flows, however, has its
caveats. Indeed, in Sec. III we demonstrated that Cartesian
coordinates with AMR can give qualitatively equivalent
results than spherical coordinates for the case of a mag-
netized torus—although still inefficiently since the number
of Cartesian cells was more than 80 times larger than of
its spherical counterpart. Magnetic-induced turbulence
break the laminarity of the azimuthal flow and lessen
the numerical convenience of using a spherical grid. But
still, a more in-depth analysis will show the superiority of
spherical coordinates in modeling azimuthal flows.
In the magnetized FM evolved in Sec. III, given that the

spacetime is isometric along the vector field ∂ϕ, the angular
momentum of the plasma

R
Tt
μ∂

μ
ϕ

ffiffiffiffiffiffi−gp
dV should be con-

served. However, in these simulations, we lose track of
some angular momenta, as parcels of the plasma are
accreted by the BH or expelled out of the outer boundary.
We expect the following quantity to be conserved instead:

FIG. 17. Rest-mass density ρ at equatorial plane for hydrodynamical FM tests in HARM3D (left) and ILLINOISGRMHD (right), at time
t ∼ 3000M. As a consequence of Cartesian numerical dissipation, ILLINOISGRMHD fails to maintain the initial hydrostatic equilibrium of
the torus.
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ΔLðtÞ ¼
Z
3M<r<100M

Tt
ϕ

ffiffiffiffiffiffi
−g

p
dV

þ
Z

t
_Lðr ¼ 3MÞdtþ

Z
t
_Lðr ¼ 100MÞdt; ð30Þ

where the first term contains the angular momentum in the
region 3M < r < 100M, and the second and third terms
track the loss of angular through the boundaries r ¼ 3M
and r ¼ 100M, being _LðrÞ the radial angular momentum
flux:

_LðrÞ ¼
Z

−Tr
ϕ

ffiffiffiffiffiffi
−g

p
dθ dϕ: ð31Þ

In Fig. 19 we plot these terms and their sum for both codes,
HARM3D and ILLINOISGRMHD. We find that HARM3D con-
serves angular momentum by 1% but ILLINOISGRMHD by
10%, demonstrating the higher fidelity of spherical coor-
dinates in capturing the angular momentum conservation
and transport.

B. Computational performance

There are many reasons why using HARM3D instead of
ILLINOISGRMHD for the postmerger evolution is computa-
tionally convenient: Flexible coordinate systems with
spherical topology can sample the domain optimally
and, for instance, do not over-resolve the angular coor-
dinates at large distances like AMR-structured Cartesian
coordinates. The absence of AMR boundaries in HARM3D

reduces the number of buffer regions, improving memory
usage and scaling. Freezing the spacetime evolution after
spacetime equilibration significantly lessen the computa-
tional workload. For azimuthal flows, fewer numerical cells
are required in spherical coordinates to capture the relevant

physical processes (a factor of ∼80 for the FM test in
Sec. III). The infrastructure around HARM3D is highly
optimized and lightened for accretion disk simulations.
To demonstrate the computational efficiency of HARM3D,

we compare the performance of ILLINOISGRMHD when
evolving the spacetime and matter fields of a stable neutron
star, with the performance of HARM3D when evolving a
magnetized torus in a static spacetime for a rotating BH.
We submit both tests in a unigrid with 643 cells, and make
use of a single computational process. We find that
ILLINOISGRMHD performs 37,000 cell updates per second
per processor and HARM3D outperforms this by more than
×10, performing 415,000 cell updates per second per
processor [124].
Beyond this benchmark test, the rate of physical time

evolved per hour in the simulations presented in this article
are ∼60 M=h and ∼80 M=h for ILLINOISGRMHD and
HARM3D, respectively. This diagnostic does not reflect
the results from the previous benchmark because it is also
affected by the time step adopted in each code, related to
the different spatial resolutions. Still, considering that the
continuation run in HARM3D has higher resolution and a
much larger physical domain, the computational advan-
tages enabled by the HANDOFF are significant.

VI. SUMMARY AND CONCLUSIONS

We presented the tools to transition a GRMHD simu-
lation between two numerical codes, ILLINOISGRMHD and
HARM3D, that make use of numerical grids with different
resolutions and topologies. Moreover, we presented tech-
niques to extrapolate the spacetime metric and MHD
primitives to arbitrarily large radii, allowing us to extend
the numerical domain of the destination grid. This set of

FIG. 19. Angular momentum conservation as a function of time
for a magnetized FM test in HARM3D (solid, black, diamond)
and ILLINOISGRMHD (dashed, black, diamond)—the other curves
represent the different terms in Eq. (30). While HARM3D manages
to conserve angular momentum by 1% with a spherical grid,
Cartesian coordinates with block-structured AMR in ILLI-

NOISGRMHD conserves angular momentum within 10%.

FIG. 18. Accretion rate at the BH horizon as a function of time
for hydrodynamical FM tests in HARM3D (blue, circle) and
ILLINOISGRMHD (orange, triangle). Being the formal solution
−dM=dt ¼ 0, we notice that HARM3D with a spherical grid
performs better than ILLINOISGRMHD by seven orders of magni-
tude.
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methods, enclosed under the name of the HANDOFF, are
particularly interesting for transitioning the outcomes of
BNS or BH-NS mergers to a grid adapted to the geometry
and requirements of the postmerger. In Appendix Awe give
the implementation details of this grid.
We validated the HANDOFF with the well-known case of a

magnetized torus around a rotating BH. We applied the
HANDOFF at different stages of the accretion process and
confirmed the package successfully captures the state of the
plasma and spacetime metric and transforms them to a
general grid.
We applied the HANDOFF to a BNS postmerger, after the

BH had formed. We modeled matter as a magnetized ideal
fluid with adiabatic index Γ ¼ 2. To test the reliability of the
HANDOFF, we applied it at different times and to different
destination grids. Our fiducial simulation, BNS_LARGEROUT_
T1, starts from ID provided by the HANDOFF at t − tBH ¼
0.015 s, makes use of the large grid described in
Appendix A, and lasts for ∼0.1 s. Since the destination
grid is larger than the initial grid for the merger, we needed to
extrapolate the MHD primitives and spacetime metric to the
complementary cells. After a careful analysis, we demon-
strated our results from the HANDOFF are independent of the
time of transition, and of the destination grid. Furthermore,
we showed these results are in agreement with reference
simulations in the literature.
In Sec. VAwe demonstrated that the effects of Cartesian

numerical dissipation are drastic for an orbiting torus in
hydrostatic equilibrium, and moderate for a highly mag-
netized and turbulent torus. This implies that long-term
simulations of accretion disks in BNS postmergers with
block-structured AMR can be spoiled by Cartesian numeri-
cal dissipation, particularly in the absence of magnetic
fields or even for realistic magnetic fields in the initial stars
(∼1012 G) that lead to mildly magnetized postmerger disks.
For this reason, and the significant computational conven-
ience of spherical grids to parameterize large computational
domains, we consider that mapping the postmerger to a
spherical grid is most convenient.
We conclude the HANDOFF enables us to perform long-

term, highly accurate and coordinate-optimized simulations
of BNS postmergers, generating ID from the end of a
BNS merger simulation performed in full numerical rela-
tivity. Future work will focus on improving our models
for the matter fields during the merger, adopting finite-
temperature and tabulated EOS and taking neutrino effects
into account. Next, we will extend the HANDOFF to
transition these realistic simulations to the modern code
HARM3D+NUC [81].
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APPENDIX A: DESIGN OF A
POSTMERGER GRID

The distorted spherical grid we often use in HARM3D, one
that uses a uniform spacing in logðrÞ and is concentrated in
the poloidal direction near the equator, is not particularly
well-suited for long-term evolutions of ejecta launched
closer to the equator and relatively narrow jets along the
poles. In order to resolve the jet at large distances and keep
the number of poloidal cells fixed, we must increase Δθ in
the equator and decrease it near the poles as r grows. Using
larger Δθ at the smallest radii also allows us to use larger
time steps, as they are set by the smallest cell-crossing time
of the fastest MHD wave in the domain, which is usually
determined by the innermost azimuthal extent at the poles,
≃rinðΔθ=2ÞΔϕ, where rin is the innermost radial coordinate
on the grid. This means that our conventional grid is
adequate at smaller radii, but we must transition to one that
is more focused along the poles at larger radii.
Since the goal is to capture the ejected material out to

Oð1 sÞ of time or Oð1 light − secondÞ ∼Oð105GMBH=c2Þ
of distance, our typical logðrÞ grid would require so many
grid points it would be computationally prohibitive. Since
the ejected material is expected to be nearly ballistic
beyond r ≃ 103MBH, increasing ΔrðrÞ in a hyperexponen-
tial way provides an effective solution at covering large
distances with fewer cells:
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rðxð1ÞÞ ¼ r0 þ ðrin − r0Þ
× exp ½c1ðxð1Þ=xheÞ þ c2ðxð1Þ=xheÞn�; ðA1Þ

where the coefficients in the exponent ensure that
rð0Þ ¼ rin, rðxheÞ ¼ rhe, rð1Þ ¼ rout (rout is the outermost
radial coordinate):

c1 ¼
d1 − d2xnhe
1 − xn−1he

; c2 ¼
d2xnhe − d1xn−1he

1 − xn−1he

; ðA2Þ

and

d1 ¼ ln

�
rhe − rin
rin − r0

�
; d2 ¼ ln

�
rout − rin
rin − r0

�
: ðA3Þ

For the run BNS_LARGEROUT_T1 we use n ¼ 10, r0 ¼ 0,
rin¼1.31M⊙, rhe ¼ 104 M⊙, rout¼7.2×104 M⊙, dxð1Þ ¼
1=1024, and 0 ≤ xð1Þ ≤ 1.
The poloidal discretization joins two regions: an inner

one with cells focused near the equator and an outer region
with more cells near the poles. The two regions are
smoothly and continuously connected through use of a
transition function, similar to the strategy used in our “dual
fisheye” grids [102]. The poloidal coordinate in terms of
the numerical coordinate xð2Þ is

θðxð2ÞÞ ¼ πfxð2Þ − a2½T ðxð2ÞÞ − T ð1=2Þ
− ðxð2Þ − 1=2ÞðT ð1Þ − T ð0ÞÞ�g; ðA4Þ

where T ðxÞ is the integral of the approximate boxcar
function from [102]:

T ðxð2ÞÞ≡ 1

2
½Σðxð2Þ − 1=2þ δ2Þ − Σðxð2Þ − 1=2 − δ2Þ�

ðA5Þ

and

ΣðxÞ≡ 1

h2
ln cosh ðh2xÞ: ðA6Þ

Here, h2 controls the steepness of the transition, and δ2
controls the fraction of cells that are in the equatorial
portion of the poloidal grid. We use h2 ¼ 20, δ2 ¼ 0.3,
dxð2Þ ¼ 1=200, and 0 ≤ xð2Þ ≤ 1.
The transition between the inner and outer regions is

handled by changing the amplitude of the grid distortion,
a2, with respect to r:

a2 ¼ a2ðrÞ≡ a21fðr; rj; hjÞ þ ½1 − fðr; rj; hjÞ�a22; ðA7Þ

where the transition function is

fðr; rj; hjÞ≡ 1

2
f1þ tanh ½hjðr − rjÞ�g: ðA8Þ

The two amplitudes, a21 and a22, are set by different
criteria. The amplitude for the inner portion is set so that the
spacing near the equator is such that the number of cells per
vertical disk scale height, NH=r, is equal to the 32 cells
recommended to adequately resolve the MRI [125]:

a21 ¼
1 − N2ðH=rÞ=ðπNH=rÞ

1 − 2δ2
; ðA9Þ

where N2 is the number of cell extents in the xð2Þ direction.
The outer amplitude is set so that the poloidal spacing near
the poles follow the parabolic flow contours often found
in the jets of GRMHD simulations [126]: z ¼ Rn1 , where
R≡ r sin θ is the cylindrical radius, and 1 < n1 ≲ 2.67 for
general outflows. Using the small angle approximation,
θ ≃ rnj , where nj ≡ ð1=n1 − 1Þ. The funnel wall shape
arising in GRMHD simulations with spinning black holes
closely follows the curve with n1≃3=2 or nj ≃ −1=3 [126],
and is the value used here. The amplitude, a22, must
vary with radius such that dθj, the approximately xð2Þ-
independent spacing local to the jet, follows these contours
at r > rj, where rj is the radius at which we specify this
transition occurs. At r ¼ rj, we set dθj to be 90% of what it
would be if the grid was uniform in θ. The amplitude is
finally calculated using this r-dependent dθj:

a22 ¼ −
1 − N2dθjðrÞ=π

2δ2
; ðA10Þ

where dθjðrÞ ¼ ð0.9π=N2Þðr=rjÞnj , nj ¼ −1=3, and
rj ¼ 300 M⊙.
The azimuthal grid spacing for the new grid remains

uniform, with ϕ ∈ ½0; 2π� and dϕ ¼ 2π=N3, where N3 is
the number of cells in the azimuthal extent.
In Fig. 6 (right) we plot the cell lengths of this grid, as a

function of radii and θ ∈ ð0; πÞ. Regarding Δr, we notice
the transition of its slope from exponential to hyperexpo-
nential at r ∼ 103 km. Although Δϕ is uniform, the cell
length r sin θΔϕ grows with r because of its explicit radial
dependence, and spans different resolutions at a given
radius because of the different values of θ ∈ ð0; πÞ. Finally,
rΔθ also grows with r because of its explicit radial
dependence, and spans different values at a given radius
because, as described above, Δθ is not uniform but focuses
on the equator at small radii, and on the axis at larger radii.
We notice this transition at r ∼ 103 km.

APPENDIX B: BOUNDARY CONDITIONS
AT THE AXIS

Previous simulations of accretion disks in HARM3D

excise a portion of the domain around the polar axis
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(see, for instance, [80,108,127]). In these simulations, the
polar coordinate θ is restricted to an interval ðθc; π − θc),
where θc > 0 is the extent of the cutout in θ from the axis.
This is convenient for two reasons: First, the coordinate
singularity at the axis is excised from the domain. Second, the
innermost azimuthal extent at the poles is increased from
rin sinðΔθ=2ÞΔϕ to rin sinðθc þ Δθ=2ÞΔϕ and, since the
time step in spherical coordinates is restricted to the cell-
crossing time of this extent, the time step is increased
accordingly. However, cutting out the domain has its draw-
backs: The simulation lacks a portion of the funnel region and
therefore of the magnetic outflows, and even the rest of the
funnelmight be affected by theboundary conditions imposed
at the cutout, which are usually reflective or outflow.
These drawbacks are not severe in previous applications,

where the funnel is mostly evacuated and the magnetic
outflows expand through the numerical atmosphere, but that
is not the case for aBNSpostmerger. In the latter, the funnel is
baryonpolluted,with a complexmagnetic field structure, and
the magnetic outflows propagate through the dynamical
ejecta creating a complex jet-cocoon system that eventually
breaks out from the debris. A cutout in θ would prohibit the
appropriate modeling of these phenomena. For this reason,
we remove the cutout and implement appropriate boundary
conditions at the polar axis, as we describe below.
Formally, the cutout is still present to avoid the coor-

dinate singularity at the axis, but it is reduced to a small
value. Specifically, the cell-centered coordinates of the cells
next to the positive [negative] z axis have coordinates
ðr;Δθ=2þ θc;ϕÞ [ðr; π − Δθ=2 − θc;ϕÞ], with θc ∼ 10−14.

The three ghost cells in θ before [after] these cells are
mapped to the physical coordinates across the axis, with
cell-centered coordinates ðr;θcþjΔθþΔθ=2þθc;ϕþπÞ
[ðr; π − θc − jΔθ − Δθ=2 − θc;ϕþ πÞ], with j ¼ 0, 1, 2.
In Fig. 20 we sketch the cell centers of physical and ghost
cells (dashed) around the positive z axis with red circles.
Although the cell centers of the ghost cells in θmatch the

cell centers of physical cells across the axis, that is not the
case for the lower corners and lower θ faces. The cell
corners and lower θ faces of the ghost cells are shifted by
þΔθ, so they stand at a cell-length distance from the
corresponding cell positions at the boundary. In other
words, the lower θ face of the ghost cells maps to the
upper θ face of the physical cells across the axis. In Fig. 20
we sketch the positions of the lower θ faces for ghosts
(dashed) and physical cells with green polygons, and the
corners with blue stars. This is important, for instance,
when calculating finite differences across the axis for the
spacetime connections, or for the curl of Aμ.
Having set the coordinates of the ghost cells in θ, we

evaluate the spacetime metric at these cells, and multiply its
components gμν by parity factors that ensure continuity
across the axis. In particular, we follow Refs. [78] (see
Table 1 of that reference) and change the sign of gtθ; grθ; gϕθ
and their symmetric permutations. The metric component
gϕϕ tends to zero towards the axis, so we enforce gϕϕ ¼
1 × 10−14 if this component takes a smaller value at the θ
face and corners of the physical cells next to the axis. We
fill the ghost cells with MHD primitives from the matching
physical cells, and take parity factors into account by
changing the sign of the tensor components Bθ, vθ [78]. We
use the geometry and primitives in these ghost regions as
boundary conditions to evolve the conserved variables in
the physical cells next to the axis. Subsequently, the MHD
primitives in the ghost cells are updated after each time step
with the evolved values at the matching physical cells, and
multiplied by the corresponding parity factors.
The evolutionof themagnetic field requires further care. In

the FLUXCTalgorithm [89], the electric fieldE is calculated at
the cell edges, and the extent or definition of those edges is
singular for cells next to the axis. As first described by
Refs. [128] (see the SupplementalMaterial of that reference),
we find that a nonzero value ofEϕ at the axis gives raise to an
artificial growth of the magnetic flux in the radial direction.
We apply the same techniques of Ref. [128] to circumvent
this problem. Since the extent of the cell edge in ϕ is zero
at the axis, we set the electric field component Eϕ to zero in
those cells. Further, since the cell edge in r is the same for
every cell around the axis at a given height z, we set Er to a
unique value in these cells. This value results from the ϕ
average of Er around the axis at height z.

APPENDIX C: RESOLUTION DIAGNOSTICS

In this appendix we calculate resolution diagnostics to
demonstrate the convergence of the MRI-driven turbulence

FIG. 20. Sketch of grid cells next to the positive z axis. Red
circles represent the positions of the cell centers, green polygons
represent the position of the lower θ face of each cell, and blue
stars represent the lower corners. Dotted cells represent ghosts
cells. The cell center of these ghost cells are mapped to the cell
center of physical cells across the axis. The lower faces and
corners of the ghost cells, however, are shifted by þΔθ and map
to the upper face of the corresponding physical cells.
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in the post-merger disk. We follow the analyses of
Refs. [76,108,129,130].
We start by calculating the number of cells within the

linear MRI wavelength, or quality factors:

QðiÞ ¼ 2πjbðiÞj
ΔxðiÞΩKðrÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρhþ 2pm

p : ðC1Þ

Wemultiply the latter by ρ to focus on the disk, and average
over the polar direction:

hQðiÞiρðr;ϕÞ ¼
R
1
0 Q

ðiÞρ
ffiffiffiffi
g0

p
dxð2ÞR

1
0 ρ

ffiffiffiffi
g0

p
dxð2Þ

: ðC2Þ

In Fig. 21 we plot these quantities at the end of
BNS_LARGEROUT_T1 and notice they satisfy hQð2Þiρ > 10

and hQð3Þiρ > 20, the conditions for converged MRI
behavior from resolution studies.
We also calculate nonlinear diagnostics: The weighted

ratio of the Maxwell stress to the magnetic pressure

hαmagiρ¼
R
αmagρ

ffiffiffi
g

p
dVR

ρ
ffiffiffi
g

p
dV

; αmag¼
2

ffiffiffiffiffiffiffiffiffi
brbr

p ffiffiffiffiffiffiffiffiffiffi
bϕbϕ

q
b2

; ðC3Þ

and the weighted ratio of energies between these compo-
nents

R ¼
R
BrBrρ

ffiffiffiffiffiffi−gp
dVR

BϕBϕρ
ffiffiffiffiffiffi−gp

dV
: ðC4Þ

In Fig. 22 we plot these quantities as a function of time. We
find αmag becomes approximately constant, as expected

FIG. 21. Quality factors of MRI resolution, weighted by ρ and averaged in θ. We emphasize they satisfy hQð2Þiρ > 10 (left) and
hQð3Þiρ > 20 (right), adequately resolving the MRI wavelength.

FIG. 22. Nonlinear diagnostics of MRI resolution αmag (left) andR (right) [see Eqs. (C3) and (C4)]. They converge to ∼0.4 and ∼0.3,
respectively, implying proper resolution of the MRI modes [129,130].
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from the correlation induced on br and bϕ by the MRI, and
converges to ∼0.4, the saturation value of shearing-box
simulations of Ref. [129]. On the other hand, we find
R ∼ 0.3 > 0.2, satisfying the criteria of Ref. [130]. From
this plot we also notice that the later transitions,
BNS_SMALLROUT_T1 and BNS_LARGEROUT_T1, are initial-
ized to a smaller value than BNS_SMALLROUT_T0 at such
time, and then they rapidly catch up with the convergent
value. This suggests the MRI was not properly resolved in
ILLINOISGRMHD, proving the need for the transition to a
higher-resolution grid. We conclude the MRI is well
resolved in the run BNS_LARGEROUT_T1 that makes use
of the grid described in Appendix A.

APPENDIX D: MAGNETIC FIELD
DECOMPOSITION

Along this article, we decomposed the magnetic field in
the direction of the fluid velocity ṽi and its orthogonal frame,
and interpreted these as toroidal and poloidal components of
the field, respectively [see Eqs. (23)–(25)]. This interpreta-
tion is supported by the reduction of this decomposition to
poloidal-toroidal in the case of axisymmetric axial flows, and
by Ref. [112] that successfully applied this decomposition
and interpretation to rotating NSs. In this Appendix we
demonstrate that such decomposition and interpretation are
also valid for the case of magnetized accretion disks.
We decompose the magnetic field in terms of the

poloidal coordinate vector ϕi:

Bi ¼ Btorϕ
i þ Bi

pol; ðD1Þ

where

ϕi ¼
�
0; 0;

1ffiffiffiffiffiffiffigϕϕ
p

�
; ðD2Þ

Btor ¼ Biϕi: ðD3Þ

It can be proved that the magnetic energy [Eq. (23)] takes
the form

Emag ¼ Eϕ−tor
mag þ Eϕ−pol

mag þ E×
mag; ðD4Þ

where

Eϕ−pol
mag ¼ 1

2
½B2

polð1þ ṽ2Þ − ðBi
polṽiÞ2�; ðD5Þ

Eϕ−tor
mag ¼ 1

2

�
B2
tor

�
1þ ṽ2 −

ṽϕṽϕ
jgϕϕj

��
; ðD6Þ

E×
mag ¼ −ðBi

polṽiÞBtor
ṽϕffiffiffiffiffiffiffigϕϕ

p : ðD7Þ

As we can see from the latter expressions, the decom-
position in terms of the coordinate vector ϕi includes a
cross term E×

mag in the expansion of the magnetic energy.
Calculating the terms (D5)–(D7) for BNS_LARGEROUT_T1

and comparing them with the respective terms in the
decomposition in terms of the fluid velocity, we found
that Eϕ−pol

mag ; Eϕ−tor
mag are of the same order of magnitude as

Epol
mag; Etor

mag, respectively, and that the cross term E×
mag is

negligible. This supports the interpretation of the terms
Epol
mag; Etor

mag as poloidal and toroidal contributions to the
magnetic energy in the case of accretion disks. This
interpretation, however, might need to be revised in the
presence of a relativistic jet, where fluid lines align with
poloidal magnetic field lines at the funnel.
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