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Gravitational-wave population studies have become more important in gravitational-wave astronomy
because of the rapid growth of the observed catalog. In recent studies, emulators based on different machine
learning techniques are used to emulate the outcomes of the population synthesis simulation quickly. In this
study, we benchmark the performance of two emulators that learn the truncated power-law phenomenological
model by using Gaussian process regression and normalizing flows technique to see which one is a more
capable likelihood emulator in the population inference. We benchmark the characteristic of the emulators by
comparing their performance in the population inference to the phenomenological model using mock and real
observation data. Our results suggest that the normalizing flows emulator can recover the posterior
distribution by using the phenomenological model in the population inferencewith up to 300 mock injections.
The normalizing flows emulator also underestimates the uncertainty for some posterior distributions in the
population inference on real observation data. On the other hand, the Gaussian process regression emulator
has poor performance on the same task and can only be used effectively in low-dimension cases.
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I. INTRODUCTION

Since the first detection of a gravitational-wave (GW)
event was announced by the LIGO-Virgo Collaboration in
2016 [1], GWevents are being detected routinely at a rapid
pace. Construction of second-generation global GW detec-
tion networks was done in the past five years including the
upgrade of Advanced LIGO/Virgo [2,3] and the Kamioka
Gravitational Wave Detector (KAGRA) in Japan [4]. We
are getting more observed GW events from these detectors
and recently, the LIGO-Virgo-KAGRA Collaboration
(LVK) announced 35 candidate events in the second half
of the third observational run (O3b) [5]. By adding the
observed events in the first, second, and the first half of the
third observational run (O1, O2, and O3a) [6,7], the third
Gravitational-Wave Transient Catalog (GWTC-3) contains
over 60 events across the first three observing runs [8].
Moreover, there is a proposed construction of more power-
ful detectors with higher sensitivity, such as Einstein
Telescope in Europe [9] and Cosmic Explorer in the
USA [10]. The rapid growth of observed events in the

catalog is forecasted as ∼106 GW events to be observed per
year in this third-generation detectors network [11]. It
opens up a unique window to study the population proper-
ties of compact objects [e.g., black holes (BHs) and neutron
stars (NSs)] which helps to find the fundamental physics
of the Universe. For example, the population studies can
improve the existing GW constraints on theory-agnostic
modifications to general relativity and explore gravity
theories beyond general relativity [12].
Typical analyses assume the underlying population of

GW sources is described by some phenomenological model
(e.g., [13,14]). For instance, one can assume the mass
distribution of a merging binary BH follows a power law.
Such a simple assumption of the likelihood can provide a
low computational cost and a clear statistical interpretation
behind it. As the size of the GW catalog grows rapidly, a
more complex phenomenological model is needed to capture
a more sophisticated statistical relation. However, phenom-
enological models do not come from a first principle physics
simulation or calculation. Alternatively, one can use pop-
ulation synthesis simulations that are based on some physical
parameters such as the BH natal kick velocity [15], the
common envelope efficiency of binary evolution [16], and*damoncheung@link.cuhk.edu.hk
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the metallicity of the environment [17]. The population
synthesis simulations simulate complex physics rather than
only describing the structure of the distribution. However,
they take a long time to simulate and have high computa-
tional costs. In this case, we can use a nonparametric density
estimator to emulate the outcomes of the population syn-
thesis simulation with fast speed. Then, we can perform the
population inference efficiently by using the estimator to
provide direct physical insights into GW population studies.
There are recent developments on emulating simulations

through machine learning to build the population proba-
bility density emulator for GW population studies [18–20].
The emulator interpolates simulation output without going
through sophisticated simulations that are fast enough to
be used in hierarchical Bayesian analysis (HBA) for
population inference. One of these techniques is to combine
Gaussian process regression (GPR), principal component
analysis (PCA), and space-filling algorithms to train the
emulator [18]. Another example is applying a deep gen-
erative flow technique; normalizing flows (NF) [20] to train
the emulator. However, we lack benchmark results to show
howwell they perform and what limitations they havewhen
utilized in the GW population inference.
In this study, we investigate the performance of the

emulators trained by using these two techniques, which we
refer to as the GPR emulator and the NF emulator. We train
the emulators to learn the truncated power-law phenom-
enological model [21] and demonstrate their ability by
comparing the performance in event sampling and pop-
ulation inference to the phenomenological model. More
specifically, we use the emulators to sample GW events to
see if the distributions match the phenomenological model.
We also implement the emulators in the HBA framework to
act as the population probability density emulator and
compare the sampled posterior distribution to the phenom-
enological model by injecting mock and GWTC-2 data.
Note that the selection bias caused by the limitation of
instruments [22] will bias the sampled posterior distribution
in the population inference [19,23]. Therefore, we account
for the selection bias in the population inference when
benchmarking the emulators.
This paper is structured as follows. In Sec. II, we review

the GW population data analysis pipeline. In Sec. III, we
describe the details of the two machine learning emulators
we used in this paper. In Sec. IV, we present the emulators’
performance by using both mock data and GWTC-2 data.
And lastly, in Sec. V, we discuss the limitation of the
emulators and the future directions of this work.

II. METHOD

A. Hierarchical Bayesian analysis

In this section we summarize the pipeline of GW
population data analysis. We start with the data analysis
on a single GWevent. Then we show how we make use of a

set of observed GW events to study the population proper-
ties using the HBA. First, GW data d announced by LVK is
usually in the form of a time series which contains no
physical quantities directly. The data can be modeled using
a waveform model characterized by source properties θ
(e.g., masses, masses ratio, redshift, spin) known as the
event parameters. In order to extract physical quantities
from a time series, we often use Bayesian inference to
adopt a parameter estimation process [24]. Given a time
series d, the event posterior pðθjdÞ can be obtained using
Bayes’ theorem,

pðθjdÞ ¼ πðθÞpðdjθÞ
pðdÞ ; ð1Þ

where πðθÞ is the prior of event parameters, pðdjθÞ is the
event likelihood of observing the data given the source
properties with a specific waveform model, and pðdÞ is the
evidence. πðθÞ carries the physical intuition (e.g., mass
cannot be negative and masses ratio cannot be greater
than 1) which can also affect the estimation result [25,26].
To study the population, we can employ a phenomeno-

logical population model or simulation-based model which
is characterized by the hyperparameters λ and then infer the
hyperparameters favored by the observed catalog [27]. For
example, if we take the route of employing a phenomeno-
logical model, the distribution of mass can follow a power
law with spectral index α, i.e., pðθjλÞ ¼ pðmjαÞ ∼mα with
α being the hyperparameter. On the other hand, we can
employ a simulation-based model that can provide a
synthetic catalog of GW events instead of an analytical
expression of the population probability density function.
In this case, we can train an emulator on this model using
machine learning techniques to emulate the pðθjλÞ, where
the hyperparameters could be some physical parameters
such as the metallicity of the environment [17]. In the
following, we summarize a statistical framework of infer-
ring the hyperparameters given a set of observations in the
content of the GW population. The framework is com-
monly labeled as hierarchical modeling [27]. We refer
interested readers to more detailed explanations in the
literatures [27–29]. Similar to the parameter estimation of a
single GWevent, we now want to infer the hyperparameters
of the population model given some time series data.
Therefore, we start by writing down Bayes’ theorem in
terms of d, and λ as

pðλjdÞ ¼ πðλÞpðdjλÞ
pðdÞ ; ð2Þ

where pðλjdÞ is the population posterior, pðdjλÞ is the
likelihood of observing the data set given the population
model characterized by the hyperparameters λ, πðλÞ is
the prior of hyperparameters, and pðdÞ is the evidence.
However, population synthesis simulations give the
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population in terms of event parameters instead of time
series. Therefore, we need to expand the marginalized
likelihood pðdjλÞ as pðdjλÞ ¼ R

pðdjθÞppopðθjλÞdθ and
replace pðdjθÞ by using Eq. (1) to get

pðλjdÞ ¼ πðλÞ
Z

pðθjdÞppopðθjλÞ
πðθÞ dθ; ð3Þ

where ppopðθjλÞ is the population probability density of
observing the event given the population model charac-
terized by the hyperparameters.
Furthermore, if the dataset contains multiple observed

GW events that are drawn independently from the pop-
ulation, in other words, the signals are not overlapping and
the parameter estimation is not correlated for different
events, we can separate the likelihood of observing that
particular set of events [i.e., pðdjλÞ in Eq. (2)], the integral
in Eq. [(3)]) into the product of the individual likelihoods.
Therefore, we can rewrite Eq. (3) as

pðλjdÞ ¼ πðλÞ
YNobs

i¼1

Z
piðθijdiÞ
πiðθiÞ

ppopðθijλÞdθ; ð4Þ

where di refers to the segment of the whole time series
which contains the ith event characterized by θi and Nobs is
the number of observed events. By separating the like-
lihood into a product of individual likelihoods, we assume
the event parameter estimation is not correlated. This is a
valid assumption for the current generation detector.
However, we need to revise the assumption for detectors
in the next generation, such as the Einstein Telescope and
Cosmic Explorer. They can detect a large number of GW
signals and may eventually overlap, and the interference of
the overlapped waveform may affect the parameter esti-
mation and thus the population inference [30].
In real life data, there is often a selection bias that comes

from the limitations of ground-based interferometers. The
detectors can only detect signals from a specific frequency
range above a signal-to-noise ratio threshold [31]. It limits
the ability to detect weak signals and misses many low
mass GWevents. In addition, the sensitivity of the detectors
depends on the sky location [22] and the luminosity
distance correlates with the redshift of the event [32,33].
As a result, some events are easier to observe than others,
which introduces a bias on the observed population.
Whether we can detect the event is not a binary yes or
no because the detectors are noisy. The best we can do is
to calculate pdetðθÞ i.e., the probability of detecting an event
with event parameters θ [23]. When we account the
selection bias, Eq. (4) becomes

pðλjdÞ ¼ πðλÞ
YNobs

i¼1

Z
piðθijdiÞ
πiðθiÞ

ppopðθijλÞ
αðλÞ dθ; ð5Þ

where αðλÞ ¼ R
ppopðθ0jλÞpdetðθ0Þdθ0 is the selection bias

term. Notice that the computation of multidimensional θ
integrals are very expensive. Therefore, the event posterior
piðθijdiÞ is often given in a form of discrete samples from
event parameter estimation [34,35]. We can then separate
the event parameter estimation from sampling the popula-
tion posterior. First, we perform event parameter estimation
and save the event posterior samples. Then, we compute
pðλjdÞ using the event posterior samples to avoid unnec-
essary recomputation of event parameter estimation which
significantly reduces the computation load for each run.
The above process is equivalent to computing the integral
in Eq. (5) as the expectation value of the population
probability density that has been reweighted by the prior.
That is, replace the integral with the sum of the discrete-
event posterior samples as

pðλjdÞ ¼ πðλÞ
YNobs

i¼1

1

Si

XSi
j¼1

ppopðθji jλÞ
πðθjiÞαðλÞ

; ð6Þ

where j labels the jth posterior sample of the ith event and
Si is the number of discrete posterior samples for the ith
event. Notice that we do not include event rate in our
derivation so Eq. (6) is the governing equation for the HBA
framework. Once we get all the ingredients, we can sample
the posterior using various methods such as nested sam-
pling and Markov Chain Monte Carlo (MCMC). In this
study, we use MCMC to sample the posterior. The samples
represent pðλjdÞ which tells us the inferred hyperpara-
meters of the simulation that favored by the observation
data. We summarize the pipeline in a schematic diagram
shown in Fig. 1.

B. Computation of selection bias

In order to compute αðλÞ in Eq. (6), one needs to inject
a large amount of signals and recover them with a search
pipeline to estimate αðλÞ; this incurs an expensive
computational cost not to mention αðλÞ will be computed
for each step in the MCMC. Therefore, we approximate
it via Monte Carlo with importance sampling [36]. By
drawing events from a known distribution θ ∼ pdraw, we
can then get the selection bias term by averaging the
population probability of detectable events over the
drawn samples as

αðλÞ ≈ 1

Ndraw

XNdet

j¼1

ppopðθjλÞ
pdrawðθÞ

; ð7Þ

where j labels the jth detectable sample of drawn events,
Ndraw is the number of event samples to be drawn from
pdraw, and Ndet is the number of detected events from
drawn event samples.
When we inject the O1þ O2þ O3a catalog into the GW

population data analysis pipeline, αðλÞ is evaluated by
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reweighting an injection campaign done by the LVC [21].
When we test our pipeline by injecting mock data, αðλÞ is
evaluated by using the pdetðθÞ function in the developed
interpolation package GWDET [37] for simplicity.

III. EMULATOR

In computing the population posterior pðλjdÞ in Eq. (6),
the population probability density function ppopðθjλÞ is the
most important part since it relates the event distribution
and the hyperparameters of the simulation. A common
approach is writing down an analytic or semianalytic
population probability density function. However, in the
case of population synthesis simulation, it is not so simple.
As a result, we need to simulate each sampling step to
calculate pðλjdÞ in Eq. (6). In addition, a typical population
synthesis simulation takes ∼3–4 hours to complete. If we
simulate each step, the population pipeline becomes com-
putationally expensive [38–41]. Hence, we train a emulator
by using machine learning techniques to learn the like-
lihood function ppopðθjλÞ from population synthesis sim-
ulations. A trained emulator can approximate the output of
simulation by giving the hyperparameters λ without going
through the sophisticated simulations. To benchmark the
capability of the emulators, we test whether they can
recover the phenomenological model likelihood and com-
pare their performance in the HBA framework. The inferred
posterior by using the phenomenological model is treated
as a control set for the comparison. In this study, truncated
power law phenomenological model [21] (see Appendix) is
chosen for the comparison with the GPR emulator and the
NF emulator respectively. The truncated power law phe-
nomenological model’s event parameters are m1, m2, and z
which correspond to the primary mass, secondary mass,
and redshift of the GW event, respectively, while the

hyperparameters λ ¼ ½α; β; mmin; mmax�. In the following
three subsections, we will present the method used for
generating training data. Then, we review how we train our
GPR emulator and NF emulator.

A. Training data

In this study, we use 400 simulations as our training
set. We choose the hyperparameters λtrain ¼ fλig, i ¼
1; 2;…; 400 of the simulations by Latin-hypercube sam-
pling (LHS). LHS gives the advantage that stratifies each
univariate margin simultaneously [42] with variance reduc-
tion form compared with uniform random sampling [43]. It
does not contain a duplicate number in each hyperpara-
meter dimension. Therefore, LHC gives more uniform
coverage in the hyperparameter space than Cartesian grid
sampling to help the training. We use python package

pyDOE [44] to carry out the LHS. Then we draw 105 events
from each simulation by rejection sampling as the training
set for both emulators. 100 more simulations are generated
as a validation set for training the NF emulator.

B. Gaussian process regression emulator

Gaussian process regression is a nonparametric density
estimation method. Instead of parametrizing the underlying
density function, it places a Gaussian prior characterized
by a mean and covariance to describe the possible density
function. Then we can fit the density function by inferring
the mean and covariance with the training data [45]. We
follow the method in [18] tightly to construct the GPR
emulator. First, we produce histograms with equal-sized
bins over event parameters to summarize the event dis-
tribution for simulations characterized by different hyper-
parameters. Then, we form a matrix Am×n by using the

FIG. 1. Schematic diagram of GW event population data analysis pipeline. Training data is generated by running a set of simulations
with different hyperparameters inputs. Then we use the training data to train the likelihood emulator with a machine learning technique.
Event parameters and priors are obtained by performing Bayesian inference on observation data. Lastly, given the event parameters,
prior and the population probability density emulator, we sample the posterior of hyperparameters using the MCMC method.
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information of histograms, where m is the number of
simulations in the training set and n is the number of flatten
bins over all event parameters in the histograms. The
probability of having the event (represented by the bin)
is proportional to the height of each histogram bin; there-
fore, we can apply GPR to learn how the input hyper-
parameters affect the height. However, some components
of the basis obtained by such naive binning might be
unnecessary if the training data can be described only by
some main features. It will increase the computational cost
exponentially. Therefore, before applying GPR, we use
PCA to form a new set of data-driven basis which is smaller
in number than the basis obtained in the naive binning
method. PCA decomposes the data matrix Am×n as

Am×n ¼ Um×mSm×nWT
n×n ð8Þ

where U and W are constituted by orthonormal eigenvec-
tors chosen from AAT and ATA respectively, AT is the
transpose of A. Sm×n is a positive-semidefinite matrix
which can be interpreted as a rectangular diagonal matrix
with the variance σm of each basis. With this form, we can
then eliminate the basis corresponding to σm < ϵ to reduce
the dimensions of U, S, W as

Am×n⇒
PCAðAm×nÞσm>ϵ
¼ Ãm0×n0

¼ Ũm0×m0 S̃m0×n0W̃T
n0×n0

¼
�
Ũm0×m0 S̃m0×n0ffiffiffiffiffiffiffiffiffiffiffi

Nbasis
p

�
ð

ffiffiffiffiffiffiffiffiffiffiffi
Nbasis

p
W̃T

n0×n0 Þ; ð9Þ

where ϵ is a small number, Nbasis is the number of basis
after reducing dimensions and Ũ, S̃, W̃ are formed by
restricting U, S, W on a basis with σm < ϵ condition. The
columns of Ũm0×m0 S̃m0×n0=

ffiffiffiffiffiffiffiffiffiffiffi
Nbasis

p
are the principal compo-

nents (PCs) of the data matrix, while
ffiffiffiffiffiffiffiffiffiffiffi
Nbasis

p
W̃T

n0×n0 is the
projection of the original histogram heights into the new
basis. This helps to reduce data complexity without losing
too much information as the basis after PCA describes the
main features of the whole training data set. Then, we use
SCIKIT-LEARN [46] to apply GPR on each basis with correct
PC weighting by inferring training data with a Gaussian
prior. The trained emulator gives the resulting posterior-
predictive distribution with Gaussian noise that comes from
the credible region. We can obtain a point prediction of
ppopðθjλÞ using the mean of the posterior distribution.
In this study, we are not able to obtain a satisfactory

GPR emulator by using 400 simulations, each containing
105 or even 106 events as the training data. Therefore, we
construct the matrix Am×n using the theoretical probability
density of the phenomenological model as the height for
each histogram bin. After reducing the complexity using
PCA, we keep 114 PCs to train the emulator.

C. Normalizing flows emulator

Another approach we use to emulate conditional proba-
bilities is using conditional neural density estimators, in
particular, a flow-based generative (often referred to as
normalizing flows) model [47]. Unlike other neural density
estimators using variational autoencoders [48] or generative
adversarial networks [49] that can only generate new data
that mimics the target distribution (in our case, the GWevent
distribution of the simulation), a flow-based generative
model can also provide an estimate of the probability density
which can be evaluated fast enough in HBA. In this section
we present the basic principles behind the model we use.
The idea of NF is to transform a simple probability

density (e.g., a Gaussian) z ∼ pz into a target probability
density which is much more complicated x ∼ px by an
invertible transformation with tractable Jacobian. The
transformation is a mapping function g∶ Rd → Rd for
x; z ∈ Rd. We can then get the change of variable relation
from the normalization condition of probabilities as

pxðxÞ ¼ pzðzÞ
���� det ∂z

∂x

����
¼ pzðg−1ðxÞÞ

���� det ∂g
−1ðxÞ
∂x

����; ð10Þ

which requires the transformation to be invertible and thus
gives a tractable Jacobian to evaluate pxðxÞ. For estimating
more complex high-dimensional distribution, we need
more complex transformations, which can be done by
applying a series of invertible transformations as

x ¼ zk ¼ gk∘gk−1∘ � � � ∘g1ðz0Þ; ð11Þ

where zk is the distribution after the kth transformation
function. The condition on invertibility is still fulfilled since
the composition of invertible functions is invertible. At the
same time, we need to be aware of the time for training
since the computation of high-dimensional Jacobian deter-
minants is expensive. In conclusion, the transformations g
should be invertible and simple.
Then, we can write down the overall transformation as

pxðxÞ ¼ pz0ðz0Þ
YNtransf

k¼1

���� det ∂zk−1
∂zk

����

¼ pz0ðz0Þ
YNtransf

k¼1

���� det ∂g
−1
k ðzkÞ
∂zk

����; ð12Þ

where Ntransf is the number of transformations.
However, choosing the correct transformation is crucial

to designing an efficient network for a specific problem.
Our target is to emulate ppopðθjλÞ so the network should be
capable to model conditional probabilities. A specifically
designed flow-based generative model known as masked
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autoregressive flow (MAF) [47] is capable of such a
purpose. It is a particular implementation of the NF that
uses the masked autoencoder for distribution estimation
(MADE) [50] as a building block instead of the fully-
connected layer. MADE masks some autoencoder’s param-
eters of hidden layers to respect autoregressive constraints
that each node is only from previous inputs in a given
ordering so that the node only depends on some nodes from
the previous layer. It expands the joint probability into the
products of the conditional probabilities’ relation with a
different order [51]. Therefore, we use MAF with a 10 layer
network as the “flow” in the emulator.
We can then train the emulator with a loss function

defined as

L ¼ −
1

jDj
X
x∈D

logðpxðxÞÞ; ð13Þ

whereL is the loss function,D is the dataset and pxðxÞ is the
entire transformation. L gives the indicator whether the
emulator provides a similar distribution compared to target
distribution x. Then, the emulator with the best transforma-
tion is obtained by finding the global minimum of L [52].

IV. RESULT

A. Comparison on event distribution

We compare the performance of emulators on sampling
GW events to the phenomenological model. In Fig. 2,

we show the event distributions predicted by two emulators
with test hyperparameter ½α; β; mmin; mmax� ¼ ½3.0; 0.5; 6.0;
74.0�. The event distributions predicted by the phenom-
enological model represent the true event distributions. The
distributions predicted by the GPR emulator have signifi-
cant discrepancies with the true event distributions. In
marginalizedm1 distribution, the one predicted by the GPR
emulator does not agree with the true event distributions
where the largest discrepancies appear at the mass limits.
Furthermore, the joint distributions of m1 have an irregular
shape when compared to the true event distributions.
Although the marginalized distribution of m2 and z have
low discrepancies, the joint distribution is still significantly
different from the true event distributions. On the other
hand, both the marginalized and joint distributions pre-
dicted by the NF emulator match the true distributions. It
can also recover the truncation characteristic at the limit of
the event parameters. The distribution similarity between
using the NF/GPR emulator and the phenomenological
model, as quantified by the Kullback-Leibler divergence
[53], is DKL ¼ 0.141, 0.277 nat respectively. A smaller
DKL indicates that two distributions are more similar,
implying that the NF emulator’s event distributions are
more similar to the true distributions than the GPR
emulator.

B. Inference on mock data

Next, we examine the performance of the emulators on a
population level. To begin with, we build a mock catalog

FIG. 2. Test of the NF emulator and the GPR emulator. The test hyperparameter ½α; β; mmin; mmax� ¼ ½3.0; 0.5; 6.0; 74.0� is not
included in the training set and validation set. The black curves show the events sampled by using the phenomenological model (true
distributions), the blue curves (left panel) show those by using the NF emulator, and the green curves (right panel) show those by
using the GPR emulator. The diagonal plots are marginalized distributions for each event parameter while the off-diagonal plots are
the joint distributions between the event parameters. The three contour levels represent the 50%, 70%, and 90% credible regions of
the distributions.
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with the truncated power-law model by using rejection
sampling. The hyperparameters that characterize it (true
hyperparameters) are ½α;β;mmin;mmax�¼½2.0;0.5;8.0;80.0�.
Then, we evaluate the performance of two emulators by
injecting 50 GW events from the mock catalog with
selection bias. The sampled posterior distributions by using
the phenomenological model represent the true posterior
distributions.
In Fig. 3, we show the joint and marginalized posterior

distributions of the hyper-parameter that favor the injected
50 GW events. The sampled posterior distributions by
using the GPR emulator diverge and scatter with only
50 GW events. They have multiple local minimums which
are different from the true posterior distributions. The result
suggests that the GPR emulator is not capable to act as a
likelihood emulator even at a low-injection regime. On the
other hand, using the NF emulator can recover the true
posterior distribution with low discrepancy. They agree
with each other in both marginalized distributions, joint
distributions, and the most probable values.

As the number of observed GW events is rapidly
increasing, the bias of inferred hyperparameters in
simulation-based inference will become significant.
Therefore, we evaluate the performance of the NF emulator
on more injections and compare with the phenomenologi-
cal model. We draw 50, 100, 150, 300 GWevents from the
mock catalog and infer the hyperparameters. Figure 4
shows the violin plots of marginalized posterior distribution
of inferred hyperparameters by using the phenomenologi-
cal model and the NF emulator. Although the NF emu-
lator’s posterior distribution does not perfectly match that
of the phenomenological model, the inferred hyperpara-
meters agree with the true answers with 90% credible
regions up to 300 injections. The marginalized posterior
distribution of inferred hyperparameters by using the
phenomenological model converges toward the true answer
as the number of injections increases. On the other hand,
the NF emulator gives similar convergence behavior. The
result shows the NF emulator is still a capable likelihood
estimator when Ninj ¼ 300 and selection bias is included.
However, notice that we use a smooth model (NF) to
interpolate a hard cutoff phenomenological model.
Therefore, the poor mmin=mmax convergence performance
is inevitable. Figure 5 shows the variance of inferred
mmin=mmax posterior distribution against the number of
injections. When compared to the phenomenological
model, the mmax uncertainty shrinks slower when using
the NF emulator, but there is no big difference for the mmin
uncertainty. Because we have more observed events near
mmax than mmin, the limitation of the NF emulator is more
clearly shown in the inferred mmax posterior distribution.

C. Data from GWTC-2

We also evaluate the performance of the emulator on real
data. For simplicity, we only use 44 high-significance
events from GWTC-2 [7] because our goal is to compare
the emulators’ performance to the phenomenological
model. The dataset is the same subset chosen for the
population analyses in [21]. In particular, we exclude
three events with a large false-alarm rate (GW190426,
GW190719, GW190909) and three events with m2 <
3 M⊙ (GW170817, GW190425, GW190814).
We performed two population inferences on GWTC-2

data by using the GPR emulator as shown in Fig. 6. One
only trained the GPR emulator on three hyperparameter
½α; β; mmin� (left panel), another one trained on all hyper-
parameters (right panel). Since those hyperparameters are
independent of each other, the result of inferring three or
four hyperparameters will be the same. For inferring three
hyperparameters, the GPR emulator can recover the pos-
terior distribution by using the phenomenological model
with fair convergence. In the four hyperparameters cases,
they have irregular and diverge distributions, which do not
agree with the sampled distributions obtained by using the
phenomenological model.

FIG. 3. The sampled posterior distribution after injecting 50
events from a mock catalog with selection bias. The hyper-
parameters that characterize the mock catalog ½α;β;mmin;mmax�¼
½2.0;0.5;8.0;80.0� (true answers) are marked by the black lines.
The black curves show the sampled posterior distributions by
using the phenomenological model (true posterior distributions),
the blue curves show those by using the NF emulator, and the
green curves represent those by using the GPR emulator. The two
contour levels represent the 50% and 90% credible regions of the
distributions. The posterior distribution obtained by using the
GPR emulator can barely recover the true posterior distribution.
Even after training the GPR emulator with more data, the
distributions remain to scatter and diverge. In contrast, the NF
emulator recover the true posterior distribution.
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The performance of the population inference on GWTC-
2 data by using the NF emulator is shown in Fig. 7. The NF
emulator is capable of recovering the sampled distribution
by using the phenomenological model except for the mmin

and mmax related distributions. Although their most prob-
able values are aligned, the uncertainties predicted by the
NF emulator are smaller for mmin and mmax. The result
shows the NF emulator can not learn the truncation
characteristic perfectly.

V. DISCUSSION

We showed the performance of the GPR and NF
emulators by employing a truncated power-law model.
For the GPR emulator, it is hard to sample the correct event
distribution near the truncation as shown in Fig. 2. In
addition, the sampled posterior distribution of mmin, mmax
scatter more strongly than α and β in Fig. 3. The results
reveal the inability of the GPR emulator to learn the
truncation property. For a truncated power-law distribution,
we have relatively fewer data near the truncation. However,
we need relatively more data to learn the sharp edge. As a
result, we have insufficient training data to learn the
truncation property and thus have poor performance on
the population inference. Moreover, we need to specify the
number of bins and bin width to train a GPR emulator. It
introduces the Poisson uncertainty in each bin which is
∝ 1ffiffiffi

N
p , where N is the number of events in that bin. The

number of events in some bins may equal zero even if the
theoretical probability density is not zero; consequently, it
will produce a large Poisson uncertainty. A sufficiently
large number of events is needed to recover the theoretical
probability density before training. For high-dimensional
cases, the number of events needed to recover the

FIG. 5. Variance of inferred mmin,mmax posterior distribution in
Fig. 4. The upper/bottom panel shows the variance of inferred
mmin=mmax posterior distribution. Green lines represent the
sampled posterior distributions by using the phenomenological
model while orange lines represent those by using the NF
emulator. The mmax uncertainty shrinks slower when using the
NF emulator.

FIG. 4. Marginalized posterior distribution on inferred hyperparameters by using the phenomenological model (green) and the NF
emulator (orange). Inferences on different numbers of injections Ninj ¼ 50, 100, 150, 300 are performed. Horizontal black ticks and
dashed grey lines mark the 90% credible regions and true answers. The inferred hyper-parameters by using the NF emulator agree with
the true answers with 90% credible region up to 300 injections.
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theoretical joint probability density grows exponentially.
To solve the problem, one possible approach is to divide
the event parameter space into two regions—region 1 with
plenty of samples and region 2 with fewer samples. Then
we can continue drawing samples in region 2 until we have
enough. After that, we can construct the GPR emulator with
the reweighted samples. However, even if we used theo-
retical probability density, the number of bins still affects
the resolution of the density estimation. The comparison
shown in Fig. 6 demonstrates the inability of the GPR
emulator on higher dimensions. We tried using more
simulations as training data with the higher binning
resolution, but the scatter and diverge problem persisted.
The largest training dataset we tried took around a week to
train using a 4-core CPU. Not to mention the time spent on
generating the training data. As a result, training a good
GPR emulator for population inference is unaffordable in
terms of time and computational cost. The result may reveal
GPR’s limitations in estimating high-dimensional density
[54,55]. GPR learns the model by inferring training data
with a Gaussian prior. As a result, the predicted likelihood
function will look like a sine curve that connects the
training data; it has many local minimums and provides
an explanation for the scattered posterior distribution in
Figs. 3 and 6.

On the other hand, the NF emulator performs well
except for underestimating the uncertainty for some
hyper-parameter as shown in Fig. 7. But the uncertainty
estimated by the emulator should be greater than the
phenomenological model because of the limited training
data. The problem of the underestimated uncertainty may
come from the nature of the NF emulator [56]. NF is a
series of continuous transformations so has relatively
bad performance on learning truncation property. At the
truncation of distribution, NF prefers a smooth change
rather than a sharp truncation as shown in Fig. 8 at
m1 ¼ mmax. It requires infinitely many continuous trans-
formations to get a sharp truncation. In addition, the
training depends on the loss function which is the like-
lihood of the entire transformation. The loss function
takes care of the entire training data at the same time so
that it is unlikely to have binning and resolution problems.
As a result, the uncertainty near the truncation will smooth
out. Studies on controlling the uncertainty accumulated in
the training should be carried out.
After understanding the characteristics of the emulator,

we should use with caution when applying the techniques
to those state-of-art models [16,57–59] for more sophisti-
cated GW population studies. We can use the technique to
eliminate the synthesis simulations which are not favored

FIG. 6. Comparison of sampled posterior distributions on GWTC-2 data by using the phenomenological model and the GPR emulator.
The black curves represent the sampled posterior distributions by using the phenomenological model, the orange curves (left) represent
those by using the GPR emulator trained on only three hyperparameters ½α; β; mmin�, while the green curves (right) are those by using the
GPR emulator trained on all four hyperparameters:½α; β; mmin; mmax�. The two contour levels represent the 50% and 90% credible
regions of the sampled posterior distribution. For three hyperparameters, the GPR emulator can reconstruct the distribution using the
phenomenological model, but not for four hyper-parameters. Even after training the GPR emulator with more data, the distributions
persist to scatter and diverge.
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by the observation data by marginalizing the population
posteriors from two models and computing the Bayes
factor between the two models [24,60]. However, some
simulations may be ruled out wrongly because of the
underestimated uncertainty behavior of the NF emulator.
Furthermore, with the fast growth of the GW observed

catalog, one potential research direction is to train an
emulator using real GW data to sample the real GW
distribution without employing any population model.
However, each GW event is expressed as the posterior
samples from the parameter estimation because of the
measurement uncertainty. Machine learning frequently fails
to handle such type of training data. In particular, the
technique we used in the NF emulator is not regulated to
train by using such type of data. One approach is to
construct the Bayesian neural network [61] with NF.
Studies and performance tests of this technique in GW
population analysis should be carried out in the future.
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APPENDIX: MOCK DATA CATALOG

Here is the detail about the formulas used to generate
mock Gravitational-wave events catalog.
First, the distribution of m1 follows a power-law dis-

tribution with spectral index α:

pðm1jα;mmin;mmaxÞ∝
�
m1

−α mmin<m1<mmax

0 otherwise:
ðA1Þ

Second, the mass ration q ¼ m2=m1 follows a power-law
distribution with spectral index β:

FIG. 8. The marginalized m1 distributions near mmax on event
sampling. The test hyperparameter are ½α; β; mmin; mmax� ¼
½3.0; 0.5; 6.0; 74.0� which approximately equal to the most
probable inferred hyperparameters in Fig. 7. The black curves
represent the marginalized probability density predicted by the
phenomenological model while blue curves present those by the
NF emulator. The NF emulator can not capture the truncation
perfectly.

FIG. 7. Comparison of sampled posterior distributions on
GWTC-2 data by using the phenomenological model and NF
emulator. The black curves indicate the sampled posterior
distributions by using the phenomenological model while the
blue curves represent those by using the NF emulator. The two
contour levels represent the 50% and 90% credible regions. The
NF emulator can recover the distribution by using the phenom-
enological model except for the occurrence of underestimated
uncertainty in the mmin and mmax distributions.
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pðqjβ; mmin; m1Þ ∝
�
qβ mmin < m2 < m1

0 otherwise:
ðA2Þ

And lastly, the red-shift distribution can be written as:

pðzÞ ∝ ð1þ zÞκ−1 dVc

dz
z ∈ ½0; 2.3�; ðA3Þ

where κ is the redshift evolution parameter and is set to 1,
and dVc=dz is the differential comving volume.
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