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The sensitivities of ground-based gravitational-wave (GW) detectors are limited by quantum shot noise
at a few hundred hertz and above. Nonetheless, one can use a quantum-correlation technique proposed by
Martynov et al. [Phys. Rev. A 95, 043831 (2017) to remove the expectation value of the shot noise, thereby
exposing underlying classical signals in the cross spectrum formed by cross-correlating the two outputs in a
GW interferometer’s antisymmetric port. We explore here the prospects and analyze the sensitivity of using
quantum correlation to detect astrophysical GW signals. Conceptually, this technique is similar to the
correlation of two different GW detectors as it utilizes the fact that a GW signal will be correlated in the two
outputs but the shot noise will be uncorrelated. Quantum correlation also has its unique advantages as it
requires only a single interferometer to make a detection. Therefore, quantum correlation could increase the
duty cycle, enhance the search efficiency, and enable the detection of highly polarized signals. In particular,
we show that quantum correlation could be especially useful for detecting postmerger remnants of binary
neutron stars with both short (< 1 s) and intermediate (∼10–104 s) durations and setting upper limits on
continuous emissions from unknown pulsars.
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I. INTRODUCTION

To date, nearly 100 gravitational-wave (GW) events
have been detected [1–5] by ground-based interferometers
including Advanced Laser Interferometer Gravitational
Wave Observatory (aLIGO [6]), Advanced Virgo [7], and
KAGRA [8,9].
The most statistically powerful way to make a detection

employs a technique known as matched filtering [10–13].
However, this technique has a potential limitation in that
it requires accurate waveform templates. While this can
be achieved for the inspiral stage of coalescing compact
binaries, there are other potential GW sources whose
theoretical waveforms might still have large theoretical
uncertainties or be challenging to be constructed. This
includes the postmerger signal of a binary neutron star
(BNS) event (see, e.g., Ref. [14–16] and references

therein). Other possibilities include the GW emission from
core-collapsing supernovae [17–19], accretion disk insta-
bilities [20], eccentric binary coalescence [21,22], etc.
See also Ref. [17] and references therein.
Detection of these types of sources, therefore, calls for

waveform-agnostic detection methods that do not assume
a waveform template a priori. Multiple search algorithms
for unmodeled GW signals have been developed following
different principles, and examples of this family of algo-
rithms include Coherent Wave Burst [23], Stochastic
Transient Analysis Multidetector Pipeline [24], X-Pipeline
[25], BayesWave [26,27], etc.
We present here a complementary method to the family

of unmodeled burst search algorithms. This method utilizes
a quantum-correlation technique [28]. In the current LIGO
configuration, the optical signal produced by the main
interferometer is split onto two photodetectors (PDs).
Intuitively, a signal field produced by physical motions
in the interferometer will be correlated among the two PDs,*hangyu@caltech.edu
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whereas the quantum shot noise will be uncorrelated.
One can thus remove the quantum shot noise by cross-
correlating the two PDs’ outputs. This is in close analogy to
how a GW signal could be detected by cross-correlating
two different interferometers [24,29], except for that the
correlation now requires only a single interferometer.
Quantum correlation has previously been used to con-

strain classical noise sources in LIGO [28,30]. In this work,
we further explore the possibility of applying it to detect
astrophysical GW events. As we will see later, quantum
correlation can be especially beneficial for the search of
signals associated with neutron stars (NSs) as they typically
reside at high frequencies (≳100 Hz) where quantum shot
noise limits a ground-based interferometer’s sensitivity.
The rest of the paper is organized as follows. In Sec. II,

we review the basics of quantum correlation and draw its
connection with two-interferometer correlation to establish
the signal-to-noise ratio for our subsequent analysis. This is
followed by Sec. III, where we further discuss the potential
benefits of quantum correlation. Then in Sec. IV we
consider applying quantum correlation to detect astrophysi-
cal signals, including postmerger remnants of BNS events
with short (< 1 s, Sec. IVA) and intermediate (∼100 s,
Sec. IV B) durations and continuous-wave emissions from
Galactic pulsars (Sec. IV C). Finally, we conclude our study
and discuss its limitations and future directions in Sec. V.

II. REMOVING QUANTUM SHOT NOISE

We begin our discussion by reviewing how one may
remove the quantum shot noise in the readout spectrum
using the cross-correlation technique described in [28].
We will assume first that there is no quantum squeezing
injected into the interferometer, which represents the
aLIGO configuration in the first and second observing
runs. We will later discuss how one may extend this method
to cope with squeezed light [31] (in particular, squeezed
vacuum entering from the antisymmetric port of the
interferometer [32]). In this work, we use the convention
that we use E to denote an optical field and n the power
response of PD. We choose the physical constants such that
½E�E� has the unit of watts.
For aLIGO, the signal field leaving the interferometer’s

antisymmetric port is split onto two different PDs as shown
in Fig. 1. In a semiclassical way, we can write the power
fluctuation on each PD as

n1;2 ¼ Re½E�
loðEa � Eb þ EcÞ�; ð1Þ

where the fields are defined as in Fig. 1. Specifically, Elo is
a local-oscillator field produced by an intentional detuning
of the differential arm length (which is known as the
“dc readout scheme” [33]). The field Ea corresponds to
vacuum fluctuations entering the interferometer from the
antisymmetric port and then returning to the readout PDs.
Its interference with Elo produces the quantum shot noise

limiting a ground-based detector’s high-frequency sensi-
tivity. As we split the signal onto two different PDs, another
vacuum field Eb enters from the open port of the beam
splitter and it carries the same amount of fluctuation as the
Ea field when there is no squeezing. Finally, the field Ec is
produced by classical differential arm length changes. At
frequency ≳100 Hz, classical noises (e.g., coating thermal
noise and gas phase noise) are expected to be small, and
therefore jEcj is significant only when a high-frequency
GW signal is present. The transfer function from a GW
strain signal h at frequency f to the power fluctuation is
given by the interferometer’s optical response. It reads [28]

ZðfÞ≡ 2jEloj
dEc

dL
ðfÞ dL

dh
ðfÞ;

¼ jEloj
4π

λ
ðGaGpPinÞ1=2

t̃i
1 − r̃ie−i4πfL=c

dL
dh

ðfÞ; ð2Þ

where L, λ, and Pin are, respectively, the arm length, the
laser wavelength, and the input power. The factor of 2
before Ec is because the GW signal is read out from the
SUM channel, nsum ¼ n1 þ n2, corresponding to the sum
of the two PDs’ outputs. The factors Ga and Gp are the
power buildup factors in the arm and power-recycling
cavities, respectively. We further define

r̃i ¼
ri − rs
1 − rirs

and t̃i ¼
tits

1 − rirs
; ð3Þ

where ti and ts are the amplitude transmissivities of the
input test mass and the signal-recycling mirror, and
the reflectivities are given by r2iðsÞ ≃ 1 − t2iðsÞ when the

optical losses are small. For aLIGO with an arm length

Main IFO

FIG. 1. Cartoon illustrating the readout port of an aLIGO-like
GW detector. In the plot, “IFO” stands for the interferometer. The
input laser marks its symmetric port and the signal is readout at
the antisymmetric port.
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of L ≃ 4 km, we further have dL=dh ≃ L and
exp ð−i4πfL=cÞ ≃ 1 − i4πfL=c. This leads to

ZðfÞ ≃ jEloj
4π

λ

GarmG
1=2
prc P

1=2
in

G1=2
src

f−
f− þ if

L; ð4Þ

where f− ≃ ð1 − r̃iÞc=ð4πLÞ is the coupled-cavity pole
frequency and Gsrc ≃ ð1þ rsÞ2=t2s . Note that Eq. (4)
reduces to the expression derived in Ref. [28]. For the
future generation of GW detectors like the Cosmic Explorer
(CE, [34–36]) with L ≃ 40 km, the approximation breaks
down and therefore the full expression, Eq. (2), is used with
the dL=dhðfÞ term given by Ref. [37] (as done in noise
budgeting codes like PYGWINC [38]).
If we denote the power spectral density (PSD) of

Re½E�
loEa;b� as Pa;b (whose expectation is hPai ¼ hPbi ¼

jEloj2hν=2 and units are ½W2 Hz−1�), then the PSD of the
SUM channel due to the quantum shot noise (i.e., without
Ec) is Psum ¼ 4Pa, and the PSD of the shot noise in terms
of the GW strain can be obtained by hPsumi=jZðfÞj2.
Similarly, we can define a NULL channel as nnull¼n1−n2
and its PSD is Pnull ¼ 4Pb.
As shown in Ref. [28], we can get rid of the quantum

shot noise through a quantum-correlation technique.
Specifically, we compute the real part of the cross
spectral density (CSD) of n1 and n2, which we denote
as C12 ≡ Re½CSDðn1; n2Þ�, and its expectation is given by

hC12i ¼ hPai − hPbi þ hPci ¼ hPci: ð5Þ

We thus see the shot noise is removed in the CSD and
we are left with only the classical length changes of the
interferometer hPci. On the other hand, we note the
cancellation is done in the expectation. For a specific
realization of C12 (i.e., a pixel in the spectrogram or the
ft-map), the variance is given by

σ2C12
¼ 1

2
ðhPai þ hPbiÞ2 ¼ 2hPai2 ¼ 2hPbi2: ð6Þ

The signal-to-noise ratio (SNR) of each pixel is thus

ρ ¼ C12

σC12

and hρi ¼ hPciffiffiffi
2

p hPai
∝

h2

hPai=jZj2
: ð7Þ

This is similar to how the SNR is defined in the case of
two-interferometer correlation [24]. Note that the SNR is
inversely proportional to the PSD of the shot noise
hPai=jZj2 (which has a unit of ½strain2=Hz�).
In fact, one can also remove the shot noise in expectation

by computing the PSD of the NULL channel and then
subtract it from the PSD of the SUM channel,

hPdiffi≡hPsumi−hPnulli¼4ðhPai−hPbiþhPciÞ¼4hPci:
ð8Þ

The variance on each pixel is

σ2diff ¼ σ2sum þ σ2null ¼ 32hPai2: ð9Þ

We immediately see that the SNR obtained this way will
be the same as the one obtained from the correlation
technique.
How does the SNR of the quantum-correlation technique

compare with the one obtained by cross-correlating two
different interferometers (see, e.g., [24])? In the two-
interferometer correlation scenario, we note that the sig-
nal’s contribution to the CSD is 4Pc if we assume the two
interferometers have identical configurations and signal
responses. The standard deviation due to uncorrelated
detector noise sources is 2

ffiffiffi
2

p hPai in the CSD (assuming
in the shot-noise limited regime). Therefore, the SNR isffiffiffi
2

p
Pc=hPai for the two-interferometer correlation. On the

other hand, if we perform quantum correlation on each
interferometer individually first and then combine the SNR
[Eq. (7)] in quadrature, the SNR is Pc=hPai, which is

ffiffiffi
2

p
lower than directly correlating the two interferometers’
outputs. The physical reason for this degradation is the
following. As we utilize the Eb vacuum field to cancel out
the expectation of the Ea field that causes the shot noise in
the SUM channel, we inevitably introduce the fluctuations
associated with Eb to the system as well. Therefore, the
SNR is degraded and this is also the reason why a

ffiffiffi
2

p
appeared in the denominator of (7). Despite the loss in the
SNR, the quantum-correlation technique nonetheless has a
few unique advantages thanks to the fact that the signal
field is produced by a single interferometer, which we will
discuss in more detail in Sec. III. Therefore, it is still
interesting to consider its application in detecting astro-
physical signals in Sec. IV.
When Ea is squeezed and Eb is not, we see that the shot

noise does not vanish in the CSD as shown in Eq. (5).
Nonetheless, we can remedy the situation by also squeezing
the Eb field such that we again have hPai ¼ hPbi. Note that
this condition is needed only in the band where the shot
noise dominates. Therefore, while the Ea field is antici-
pated to be squeezed in a frequency-dependent way
(e.g., via a filter cavity [39,40]), a frequency-independent
squeezing source is sufficient for the Eb field to achieve
hPai ¼ hPbi at f ≳ a few × 100 Hz. Therefore, quantum
correlation may be used not only for the archival LIGO data
where the analysis above readily applies (as it has been
used to constrain classical noise sources [28,30]), but also
for future detectors like LIGO-A+ [41], LIGO-Voyager
[42,43], LIGO-HF [44], the Neutron Star Extreme Matter
Observatory [45], the Einstein Telescope [46–49], and CE
[34–36] if an additional squeezed vacuum source would be
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installed for the Eb field so that hPai ¼ hPbi. We will
assume this to be the case when applying quantum
correlation for future detectors.

III. COMPARISON WITH TWO-
INTERFEROMETER CORRELATION

Conceptually, we note quantum correlation is largely
similar to the technique of cross-correlating two different
interferometers [24]. They both utilize the fact that the
signal is correlated among different readout channels,
whereas the noise is uncorrelated. Compared to two-
interferometer correlation, quantum correlation has the
drawback that it only removes the quantum shot noise.
And even in the shot-noise limited band, its sensitivity is
slightly degraded due to the introduction of a new vacuum
field into the system [which leads to the

ffiffiffi
2

p
factor in the

denominator in Eq. (7)]. Nonetheless, quantum correlation
has a few unique advantages thanks to the fact that it
requires only a single interferometer.
First of all, a single detector naturally means a higher

duty cycle compared to coincident observation between
at least a pair of interferometers as required by the two-
interferometer correlation. For instance, during the third
observing run, each LIGO detector achieved a duty cycle
of ≃75% individually, and the joint observation covered
≃60% of the time [30]. A higher duty cycle means that it is
less likely for us to miss an astrophysical signal especially
if the signal is transient in nature. Quantum correlation
can thus be a critical backup plan for methods originally
requiring two interferometers in the case that only one
detector is online during a GW event.
Quantum correlation could also make searches for GW

events more efficient, as to detect a signal from a single
detector, one does not need to know the source’s sky
location.
To see this advantage, we first briefly review the basics to

perform two-interferometer correlations [24,29]. Note that
the GW strain observed by an interferometer I can be
written as

hIðtþ τIÞ ¼ FIþðΩ̂;ψÞhþðtÞ þ FI×ðΩ̂;ψÞh×ðtÞ; ð10Þ

where hþð×Þ is the waveform in the þð×Þ polarization,
FIþð×Þ is the antenna response of interferometer I to each
polarization, and it depends on the sky location of the
source Ω̂ and the polarization angle ψ . We further use t to
denote the time when the GW wavefront arriving at a
reference point and τIðΩ̂Þ the time for the wave to
propagate from the reference to detector I. To perform
two-interferometer correlation, one would need to account
for the difference in a signal’s arrival time and antenna
responses in interferometers I and J, by applying a
correction factor to align their outputs [24]

QIJ ¼
2

FIþFJþ þ FI×FJ×
e2πifΔτIJ ; ð11Þ

where ΔτIJ is the time delay of the signal in different
detectors. It can be further evaluated as ΔτIJ ¼ Ω̂ · rIJ=c,
where rIJ is the difference in position vectors of detectors I
and J. For a source either with unknown location or
poorly localized, we need to search over a large portion
of the sky in order to perform cross-correlation between
two interferometers. This could be a computationally expen-
sive task.
For quantum correlation, this correction is not needed

as the signal will reach the two readout PDs at effectively
the same time (as ΔτII ¼ 0) and the antenna response
can be absorbed into an effective distance [11]. As a result,
we would only need to search over the intrinsic source
parameters, thereby reducing the computational cost. Note,
however, that this does not mean we discard the informa-
tion on the source’s sky location. If we can detect the signal
in two different interferometers, we can then readout the
time delay between the interferometers as well as the
difference in the SNR to infer the source’s sky position.
In other words, the sky location is inferred after the GW
event’s detection. Alternatively, we can also use quantum
correlation as a first step to achieve the detection and to
constrain the intrinsic source parameters, and then follow it
up with more sensitive yet more computationally expensive
analyses.
Yet another advantage of quantum correlation is that it

works for polarized signals or if a signal contains high-
order modes beyond just the 22 harmonic after decompos-
ing into the spin-weighted spherical harmonics [50].
Imagine an extreme example. If interferometer I is
sensitive only to the þ polarization and J only to the ×
polarization (FIþ ¼ FJ× ¼ 1, FI× ¼ FJþ ¼ 0), then the
cross-correlation between the two would not be able to
detect a polarized signal with only the hþ component.
Nonetheless, with quantum correlation, we would at least
be able to detect the signal in interferometer I.
Given these advantages, we investigate how quantum

correlation may help us detect astrophysical GW signals in
the following section.

IV. ASTROPHYSICAL APPLICATIONS

Quantum correlation enables removing the shot noise but
not classical noise; it is mostly valuable for the detection of
various GW signals related to NSs at shot-noise limited
frequencies or f ≳ 100 Hz for ground-based GW observa-
tories. In particular, quantum correlation could potentially
help the detection of postmerger bursts of BNS events
with short (< 1 s) or intermediate ½∼Oð100Þ s� duration
(Secs. IVA and IV B), as well as persistent or continuous
GW emission from unknown pulsars (Sec. IV C).
As our focus is to detect the signal and extract the

intrinsic parameters using a single detector, we will fix the
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source to have a face-on orientation and an antenna
response Fþ ¼ 1; F× ¼ 0 for the cases in Secs. IVA and
IV B. Changing the source’s orientation, sky location, and
polarization only affects the overall amplitude of the signal.
Note, however, that these extrinsic parameters (such as the
source’s sky location) can be extract after the detection has
been made in multiple detectors, though we deferred the
analysis on extrinsic parameters to future studies.

A. Short-duration bursts

It has been postulated that if a BNS’s total mass exceeds
a maximum value allowed by a uniformly rotating star, its
postmerger remnant could be a hypermassive NS that
collapses in less than a second [14,51]. GW170817 [52],
for example, is likely to have a total mass that can lead to a
hypermassive NS [14,16,53].
The associated GW waveform of a hypermassive NS

has been extensively studied by the literature (see, e.g.,
Refs. [54–61]). For the analysis here, we take GW wave-
forms provide in [55–57]. The comparison between the
GW signal (the gray curve) and the shot-noise level of
representative detectors (colored curves) are shown in the
bottom-left panel in Fig. 2. We use cyan, olive, and purple
to, respectively, represent aLIGO, Voyager, and CE and this

convention will be used throughout this section. We place
the merger at a distance of 100 Mpc and assume the SLy
equation of state [62]. The waveform is filtered the same
way as described in Ref. [56] to remove the premerger part.
To perform the quantum-correlation measurement,

we convert the strain signal to power fluctuations on
the PDs using Eq. (2) and superpose it with the other
noise sources (dominated by the quantum shot noise in
the band of interest). We then normalize each pixel by the
standard deviation σC12

[Eq. (6)]. A resultant normalized
ft-map is presented in the top-right panel of Fig. 2. As a
comparison, the corresponding ft-map for the SUM
channel (i.e., the regular GW readout channel) is shown
in the top-left panel. In this example, the merger happens
at t ¼ 0.018 s.
To detect the signal, we consider detection boxes with a

size of ð1=64 s; 192 HzÞ, corresponding to three pixels in
the ft-map (see, e.g., the black box in the top-right panel
of Fig. 2). The cumulative distribution of the total SNR in
many realizations of signal-free boxes is further shown in
the lower-middle panel of Fig. 2, serving as the background
statistics for us to construct the detection threshold.
Simulations here are performed over simulated Gaussian
noises. Also shown in the vertical lines are the expected

FIG. 2. Top left: example of an ft-map (spectrogram) of the SUM channel containing the postmerger signal (the premerger part is
filtered out). The detector is assumed to have CE’s sensitivity, and we have normalized each pixel by its signal-free expectation (4hPai).
Top right: the ft-map of the same data using quantum correlation. To detect the signal, we search over boxes spanning ð1=64 s; 192 HzÞ
(i.e., three pixels), and the box leading to the highest total SNR is highlighted with a black boundary. Bottom left: comparison between
the characteristic strain of a BNS postmerger signal (gray curve) and the sensitivity of representative GW detectors (colored curves). The
source is placed at a distance of 100 Mpc with a face-on orientation and Fþ ¼ 1; F× ¼ 0. Bottom middle: cumulative distribution of
background (signal-free) boxes with SNR greater than a value given by the x-axis. The vertical lines are the expected SNRs of the signal
in the top-left panel in different detectors under the quantum-correlation technique. Bottom right: comparison between the inferred f2
frequency (black pluses) and the true f2 frequencies for different NS equations of state.
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SNR inside the detection box of the signal shown in the
bottom-left panel in various detectors.
Following Ref. [14], we define the root-sum-squared

strain amplitude as

hrss ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

Z
ðjh̃þðfÞj2 þ jh̃×ðfÞj2Þdf

s
; ð12Þ

where h̃þð×ÞðfÞ are the Fourier transforms of hþð×ÞðtÞ. The
efficiency of the algorithm is then analyzed in terms of the
minimum hrss required in order to make the false-alarm
probability (FAP) lower than a certain threshold. Because
our detection box is about 100 times shorter than the one
used in Ref. [14], we thus choose a threshold of FAP ¼ 10−6

which is 100 times lower than the threshold used in
Ref. [14]. This leads to hrss ¼ 1.5 × 10−22, 3.8 × 10−23,
and 1.1 × 10−23 for the short-duration postmerger signal
to be detected by aLIGO, Voyager, and CE, respectively.
If we instead choose a more strict detection threshold of
FAP ¼ 10−7, this only increases the value of hrss by 6%–7%.
Besides detecting the signal itself, it is also of great

significance to constrain the peak frequency of the post-
merger signal. This is also known as the f2 frequency
following the convention used in Ref. [57] and it has been
shown to contain critical information of the NS equation of
state [63]. The f2 peak frequency can be constrained from
the ft-map by computing the SNR-weighted-mean fre-
quency of the detection box that has the maximum SNR.
In the bottom-right panel of Fig. 2, we compare the

inferred f2 frequency (gray pluses) and the true f2
frequency for a variety of NS equations of state, covering
hard (H4 [64], GNH3 [65]), intermediate (ALF2 [66]), and
soft (SLy [62], APR4 [67]) ones. In all the cases, we keep
the source at 100 Mpc and assume CE’s sensitivity in the
detector. We find the fluctuation in the inferred value due
to different noise realization is small < 10 Hz and the
uncertainty in the inference is set by the resolution of
the pixel. For all the equations of state we consider, the
difference between the inferred value and the true one is
less than half of the pixel’s size, or 32 Hz, which we adopt
as the size of the error bar when generating the gray
markers in the plot. It is thus possible for us to use quantum
correlation and future detectors to distinguish hard, inter-
mediate, and soft equations of state.

B. Intermediate-duration bursts

For less massive BNS mergers, the remnant could be a
supermassive NS whose mass is greater than the maximum
value for a nonrotating NS. In this case, the GW signal
could have a long duration, ranging from 10 to 104 s [68].
Following Refs. [14,15], here we consider the possibility

that the merger produces a fast-spinning magnetar [69].
The subsequent spinning down of the magnetar follows a
trajectory [70]

fðtÞ ¼ f0

�
1þ t

τ

�
1=ð1−nÞ

; ð13Þ

where f0 is an initial GW frequency, τ is the spin-down
timescale, and n is the braking index. The phase of the GW
waveform is then given by

ΦðtÞ ¼ Φ0 þ 2π

Z
t

0

fðt0Þdt0; ð14Þ

and the overall amplitude [70]

h0ðtÞ ¼
4π2G
c4

ϵI
d
f2ðtÞ; ð15Þ

where ϵ, I, and d are, respectively, the ellipticity, moment of
inertia of the NS, and the distance to the source.
Consistent with Ref. [14], we adopt ðf0; τ; nÞ ¼

ð1000 Hz; 100 s; 5Þ to describe the spin-down trajectory.
To set the amplitude, we further use ϵ ¼ 0.01,
I ¼ 150 M⊙km2 ≃ 3.0 × 1038 kgm2, and d ¼ 40 Mpc.
The signal (normalized by σC12

) is shown in the top-left
panel of Fig. 3 and its superposition with detector noise
(assuming CE’s sensitivity) is shown in the top-right panel.
Here the ft-map has a pixel size of ð1 s; 1 HzÞ.
While the signal is too weak to be directly visible by

eyes, it can nonetheless be detected if we search for excess
power along certain trajectories including hundreds of
pixels. Generic clustering and pattern-recognition algo-
rithms (e.g., Refs. [71–74]) can be applied, yet as a proof-
of-concept study, here we simply search over trajectories
specified by Eq. (13) but with varying parameters. Each
trajectory we search spans 500 pixels.
The resultant mean SNR along different trajectories is

shown in the bottom-left panel of Fig. 3. When we hit the
right parameters describing the signal, we note a sudden
increase in the mean SNR along the trajectory. This allows
us to simultaneously detect the signal and constrain its
properties.
To quantitatively establish the sensitivity, we consider

the cumulative distribution of the mean SNR along signal-
free trajectories. The vertical lines represent the expected
SNR of the signal (top-left panel of Fig. 3) in different
detectors. If we choose a FAP ¼ 0.01 as the detection
threshold (which is consistent with Ref. [14]), this leads
to hrss ¼ 9.6 × 10−23, 2.5 × 10−23, and 6.3 × 10−24 for
aLIGO, Voyager, and CE, respectively.

C. Continuous-wave sources

Besides bursts, quantum correlation could potentially
contribute to the search for GWemission from fast-rotating
pulsars (see, e.g., [75–77]).
Suppose the total duration of observation is Tobs. We

divide the data into N nonoverlapping segments, and each
segment has a duration of TFFT ¼ Tobs=N. We perform fast
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Fourier transfer (FFT) on each segment of data and
compute the corresponding CSD for quantum correlation.
The expected noise in the averaged CSD over N segments
is approximated by the quadratic sum of the variance in
the shot noise [Eq. (6)] and the nonvanishing classical
noise Pc;cl,

ðC2
12Þnoise ≈ σ2C12

=N þ P2
c;cl: ð16Þ

The resultant noise level is shown in the top panel in
Fig. 4. We use dashed (dotted) lines to represent the
estimated noise level after averaging over N ¼ 104

(N ¼ 105) segments. For aLIGO and Voyager, about 104

averages will be sufficient to reach the noise floor set by
classical noise sources such as thermal noise [78] that
cannot be removed by quantum correlation here. This
corresponds to Tobs ≃ 4months if TFFT ¼ 1024 s. For
CE, the classical noise floor is significantly lower, and
even with 105 averages (Tobs ≃ 3 yr for TFFT ¼ 1024 s),
the sensitivity is still limited by the σ2C12

=N term at 1000 Hz.

The noise level is to be compared with the expected
signal strength in the CSD which we show in the
solid lines for different values of ellipticities. The
amplitude of the wave can still be computed from
Eq. (15). We fix I ¼ 1038 kgm2 and place the source
at an averaged effective distance of d ¼ 10 kpc. For a
monochromatic GW emission with amplitude h at
frequency f, we have

C12ðfÞ ¼
1

8
TFFTh2ðfÞ: ð17Þ

Depending on the value of TFFT (and hence the fre-
quency resolution in the CSD), the Doppler effect due to
the revolution of Earth around the Sun and the revolution
of the pulsar itself if it is in a binary system can cause
the signal to drift in multiple frequency bins. As a proof-
of-concept study, we ignore here the complication due
to the Doppler shift as it can be readily corrected for
with existing algorithms such as FrequencyHough [79]
(we would need to include the sky location of the source
as search parameters here). Under this assumption, upper

FIG. 3. Top left: ft-map of the spin-down signal of a magnetar without noise. Each pixel in the ft-map spans (1 s, 1 Hz). We place the
magnetar at a distance of 40 Mpc and assume it has an ellipticity ϵ ¼ 10−2. Top right: ft-map including both the signal and background
noise (assuming CE sensitivity). Bottom left: mean SNR along trajectories specified by different spin-down timescale τ and braking
index n [Eq. (13)]. When the parameters agree with the values describing the signal (τ ¼ 100 s; n ¼ 5), we note a significant increase in
the mean SNR, thereby allowing the signal to be detected and the intrinsic parameters to be constrained. Bottom right: cumulative
distribution of background trajectories. The vertical lines are the expected SNRs of the signal in the top-left panel in different detectors
under the quantum-correlation technique.
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limits on the GW strain hUL can then be obtained as
[cf. Eq. (6) in Ref. [77]; see also Ref. [79] ]

hUL ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNRth

jðC12Þnoisej
TFFT

s
; ð18Þ

where SNRth is a threshold SNR to claim a detection
(note our definition of SNR follows Ref. [24] and is
defined in terms of power instead of amplitude as used
in Ref. [79]). Depending on whether jðC12Þnoisej is
limited by σC12

or Pc;cl [Eq. (16)], hUL scales with

TFFT as T−1=4
FFT or T−1=2

FFT for given Tobs. In both cases,
longer segment length is preferred. The upper limits are
shown in the bottom panel of Fig. 4. Consistent with
Ref. [77], we have assumed TFFT ¼ 1024 s. We also
adopted a fiducial detection threshold of SNRth ¼ 5.
Note that when applied to the detection of continuous

GW emissions, quantum correlation provides a way to find
hot pixels in the ft-map, which can then be fed to the
FrequencyHough algorithm [79] as inputs. It thus comple-
ments the existing methods such as using the autoregressive
estimation as proposed in Ref. [80]. While quantum
correlation does not enhance the fundamental sensitivity,
we could potentially benefit from its simplicity in removing
the expectation value of the shot noise. Moreover, it
naturally handles fluctuations and nonstationarities in the
interferometer (as Elo is a common reference field when
computing hPai and hPbi; see the discussion in Sec. V).
Though as a caveat, to reach the full sensitivity of quantum
correlation, it requires the system to be well balanced. We
will discuss this point more in Sec. V.

V. CONCLUSION AND DISCUSSION

In this work, we explored the possibility of detecting
astrophysical GW events using quantum correlation, a
technique that has been used by the LIGO instrumentation
group to constrain classical noise in the LIGO interferom-
eters [28,30]. We analyzed in a generic context the
sensitivity of the technique in Sec. II. The main advantage
of quantum correlation is that it requires only a single
interferometer for the detection (Sec. III), which naturally
leads to a higher duty cycle compared to two-interferometer
correlation. Moreover, the signals captured by the two PDs
in quantum correlation (Fig. 1) will share the same antenna
response and arrival time, and consequently the detection
search can be made more efficient as we do not need to
search over extrinsic parameters like the sky location of the
event to align the signals (at least for burst signals where the
Doppler effect due to Earth’s revolution and rotation can be
ignored). This also allows us to detect highly polarized
GW signals with quantum correlation. We then considered
a few specific examples of using this technique to detect
high-frequency GW signals in Sec. IV, including BNS
postmerger remnants with both short (< 1 s; Sec. IVA) and
intermediate (∼100 s; Sec. IV B) duration, as well as
continuous GW emissions from pulsars (especially those
at high GW frequencies; Sec. IV C).
Conceptually, the quantum-correlation technique can be

understood in analogy to the correlation between two
different interferometers (Sec. III). The quantum shot noise
is uncorrelated among the two PDs reading out the GW
signal (Fig. 1), thereby allowing its removal via cross-
correlation. This allows us to adopt results developed
for analyzing the cross-correlation between different
interferometers. Indeed, our definition of the SNR for
each pixel [Eq. (7)] follows closely Ref. [24], and multiple

FIG. 4. Top: in the colored curves, we show the expected
fluctuations in the CSD after averaging 104 (dashed) or 105

(dotted) segments of data, respectively corresponding to total
observation time of 4 months and 3 years if each segment is
1024 s long. Different colors correspond to different detectors. As
a comparison, the solid lines show the noise amplitude spectral
density of each detector [note here we have divided each curve by
2 because the PSD due to signal Ec is 4hPci in the SUM channel
and hPci when doing quantum correlation; see Eq. (5)]. Also
shown in the solid traces are expected signal strength
[

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffihPc=ZðfÞi
p

] due to pulsars whose GW frequencies correspond
to the x-axis. We vary the value of ellipticity as labeled in the
figure, while holding the pulsar’s a distance at 10 kpc. Note here
we have calibrated the CSD back to the strain unit. Bottom: upper
limit on the strain hUL based on the expected noise level
[Eq. (18)]. The calculation assumes TFFT ¼ 1024 s and a fiducial
detection threshold of SNRth ¼ 5.
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pattern-recognition algorithms [71,72] can be readily
applied to search for the signal in the ft-map.
Meanwhile, Eq. (5) suggests that we can also view the

quantum correlation as follows. By introducing the
new field Eb, it provides us an estimation of hPai (as
hPai ¼ hPbi), thereby allowing the removal of its expect-
ation value in the (cross-)spectra. This further suggests that,
if we know hPai, we may also directly subtract it out and
detect the GW signal as excess power in the residual
spectra. In practice, to do the direct subtraction one would
need to take into account the nonstationarity in the
interferometer, which could mean extra complications
compared to performing quantum correlation. For example,
to directly predict the value of hPai, one would need to
know the instantaneous value of the local-oscillator
field Elo, whereas the fluctuations in Elo do not affect
the quantum correlation because it serves as a common
reference when computing hPai and hPbi. Nevertheless,
doing the direct subtraction is an interesting direction to be
explored by future studies as it might improve the sensi-
tivity by avoiding the introduction of the uncertainties
in Pb, which degrades the SNR in Eq. (5) by

ffiffiffi
2

p
. To tackle

the nonstationarities in the interferometer, one could utilize
auxiliary channels in LIGO [81,82]. Furthermore, with
auxiliary channels one could predict not only the expected
spectrum of the quantum shot noise hPai but also other
noise sources across the entire spectra. We plan to explore
this possibility in follow-up studies.
We note that the quantum correlation may pick up

instrumental glitches as hot pixels in the CSD.
Nonetheless, there are at least two ways to distinguish
between terrestrial glitches and astrophysical signals.
One is to look for coincidence of hot pixels in multiple
detectors. Indeed, this is how we can extract sky location of
the source under the quantum-correlation technique. On the
other hand, if we only find a signal candidate in a single
detector, it may still have an astrophysical origin as its
disappearance in the other detector(s) might be due to
unfavorable antenna response. In this case, we can still veto
instrumental glitches utilizing auxiliary channels as rou-
tinely done for the LIGO detector characterization [83–85].
For quantum correlation, uncertainties in the interfer-

ometer calibration [86,87] do not significantly affect the
detection. This is because the signal is detected as excess
power, which further means the phase of the signal is not
used and the amplitude can be measured directly in terms of
raw power in the readout PDs to establish the detection
statistics. The calibration from power in the PDs to the
astrophysical strain will affect mostly the subsequent
inference of source parameters such as its distance and
ellipticity yet less the detection of the signal itself.
We remind readers that our current analysis assumes the

quantum enhancement is due to a squeezed vacuum (i.e.,
the Ea field in Fig. 1) injecting from the antisymmetric port
of the interferometer. In this case, we can still perform

quantum correlation by squeezing the Eb field with a
similar amount (and the match is only needed in the
high-frequency end in a frequency-independent way).
Meanwhile, other techniques exists that could also enhance
a detector’s quantum noise level, see, e.g., reviews by
Refs. [32,88]. The feasibility of quantum correlation with
other quantum techniques thus is deferred to future studies.
As a proof-of-principle study, we have assumed the final

beam splitter shown in Fig. 1 is an ideal 50-50 beam
splitter, and when squeezed vacuum is used, we have
assumed the squeezing level of the Eb field matches exactly
the Ea field. In reality, imbalance exists inevitably, which
can potentially degrade the performance of the quantum-
correlation technique. One way to set the tolerance on the
imbalance between the beam splitter’s transmissivity and
reflectivity and the mismatch of squeezing levels for
different squeezers is by requiring [cf. Eq. (16)]

jhPai − hPbij≲max

�
Pc;cl;

σC12ffiffiffiffi
N

p
�
: ð19Þ

For aLIGO, the requirement is set by the Pc;cl term, and
satisfying the condition at 1000 Hz means the difference
in hPai and hPbi needs to be ≲3%. For CE, Pc;cl is
significantly lower compared to the shot noise and the
requirement is set by the number of averages N. In this
case, the mismatch needs to be ≲0.4% for N ¼ 105. While
failing to meet the requirement above will degrade the
sensitivity to continuous-wave emission as discussed in
Sec. IV C, it does not significantly hinder the sensitivity to
burst signals (Secs. IVA and IV B). For detecting the burst
signals, the requirement is set by

jhPai − hPbij ≲ σC12
=

ffiffiffiffiffiffiffiffiffi
Npix

p
; ð20Þ

where Npix is the number of pixels along a detection
trajectory. Since we typically have Npix ≲ 1000 for burst
signals, we have ðσC12

=
ffiffiffiffiffiffiffiffiffi
Npix

p Þ < hPc;cli especially for
future detectors like CE. This leads to a more feasible
requirement on the mismatch to be ≲4%. Indeed, the
uncertainty in the squeezer’s losses is estimated to be ≃6%
during the third observing run [31]; see also [89].
Additionally, the Ea field will enter and then be reflected
by the main interferometer and thus experience an addi-
tional loss. For the high-frequency end of interest, opto-
mechanical effects can be ignored. The optical loss for Ea
due to its reflection from the main interferometer is thus
subdominant at a level< 1%. Consequently, we are already
close to the requirement and further improvement is
expected with enhanced alignment control and mode
matching.
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