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Using data samples collected with the BESIII detector operating at the BEPCII storage ring, we measure

the cross sections of the et e~

— xtz~ D' D~ process at center-of-mass energies from 4.190 to 4.946 GeV

with a partial reconstruction method. Resonance structures are seen and the cross section line shape can be
described by the coherent sum of either two Breit-Wigner functions or a Breit-Wigner function and a phase
space term. The mass and width of the resonance at about 4.4 GeV are determined to be (4371.6 +
2.5+9.2) MeV/c? and (167 & 4 £ 29) MeV, respectively, which are in agreement with those of the
w(4360) or Y(4390) state. The spin-3D-wave charmonium state X(3842) is searched for through the
ete™ - ntx~X(3842) - xtx~ DD~ process, and evidence with a significance of 4.2¢ is found in the
data samples with center-of-mass energies from 4.6 to 4.7 GeV.

DOI: 10.1103/PhysRevD.106.052012

I. INTRODUCTION

The charmonium states with masses below the open
charm threshold and a few vector states above the open
charm threshold are well established [1], and they agree
well with theoretical calculations based on QCD [2—4] and
QCD-inspired potential models [5—7]. The vector charmo-
nia y(4040), w(4160), and w(4415) were assigned as
the 33S,, 2°D,, and 43S, states, respectively, since only
these three structures were observed in the total e*e™
annihilation cross section [8].

However, a few more vector states, the Y states, were
discovered by the BABAR and Belle B-factory experiments
[9]. These include the Y (4260) [10], the Y (4360) [11,12],
and the Y(4660) [12]. They are produced via the initial
state radiation (ISR) process in e™ e~ annihilation and, thus,
are vector states with quantum numbers JF¢ = 177, the
same as the excited y states listed above. These states were
observed in hidden-charm final states in contrast to the
excited y states peaking in the inclusive hadronic cross
section [8,13]. The final states in the latter are dominated by
open-charm meson pairs.

In potential models, five vector charmonium states with
masses between 4.0 and 4.7 GeV/c? are expected, namely
the w(3°S)), w(2’Dy), w(4’S)), w(3°Dy), and w(5°S)).
The first three are often identified as the y(4040), y(4160),
and y(4415) states, respectively. The masses of the as yet
undiscovered y(3D) and w(5S) are expected to be higher
than 4.4 GeV/c?. However, six vector states have been
identified in the mass region between 4.0 and 4.7 GeV/c?,
as listed above. This makes the ¥ (4260), the Y (4360), and
perhaps the Y(4660) states good candidates for new types
of exotic particles, and has stimulated theoretical work
regarding their interpretation. They have been variously
considered as candidates for tetraquark states, molecular
states, hybrid states, and hadrocharmonia [3,14-16].

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP’.

With masses above the open-charm thresholds, both Y
and excited y states should couple to open-charm final
states, and many studies have been performed to measure
the cross sections of two-body final states with a pair of
charmed mesons [17-20] and three-body final states with a
pair of charmed mesons and a light meson [21]. Although
four-body final states with a pair of charmed mesons and a
pair of light mesons [22,23] have also been studied, and the
production of intermediate two-body [D;(2420)D + c.c.]
and three-body [z 7~y (3770)] states have been observed,
the total cross section of the four-body final states has not
been reported. In such final states, new exotic particles and
new decay modes of known Y and excited y states can be
searched for.

In this paper, we report the first measurement of the cross
sections of the e*e™ — 7Tz~ D" D~ process with the data
samples taken at 37 center-of-mass energies (y/s) from
4.190 to 4.946 GeV and the study of the decays of the
excited y and Y states into this final state.

Two of the D-wave spin-triplet states w(1°D))
(w(3770)) and w(13D,) (y,(3823)) have been observed
in the ete~ annihilation process e"e™ — ztz 7y (1D)
[22-24]. As their spin partner, the yw(13D3) (X(3842))
observed by LHCb [25] can also be produced in a similar
process and can be searched for in the 7z~ DD~ final
state, since the X(3842) decays to DD.

II. DETECTOR AND DATA SAMPLES

The BESIII detector [26] records ete™ collisions pro-
vided by the BEPCII storage ring [27]. The cylindrical core
of the BESIII detector covers 93% of the full solid angle
and consists of a helium-based multilayer drift chamber
(MDC), a plastic scintillator time-of-flight (TOF) system,
and a CsI(TI) electromagnetic calorimeter (EMC), which
are all enclosed in a superconducting solenoidal magnet
providing a 1.0 T magnetic field. The solenoid is supported
by an octagonal flux-return yoke with resistive plate
counter muon identification modules interleaved with steel.
The charged-particle momentum resolution at 1 GeV/c is
0.5%, and the dE/dx resolution is 6% for electrons from
Bhabha scattering. The EMC measures photon energies
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with a resolution of 2.5% (5%) at 1 GeV in the barrel (end
cap) region. The time resolution in the TOF barrel region is
68 ps, while that in the end cap region is 110 ps. The end
cap TOF system was upgraded in 2015 using multigap
resistive plate chamber technology, providing a time
resolution of 60 ps [28].

In this analysis, the experimental data samples used are
listed in Table I. The center-of-mass energy is measured using
dimuon events with a precision of 0.8 MeV for data samples
with /s smaller than 4.610 GeV [29,30] and using A7 A7
events with a precision of 0.6 MeV for data samples with /s
larger than or equal to 4.610 GeV [31]. The integrated
luminosity is determined by analyzing large angle Bhabha

TABLE IL.

scattering events with an uncertainty of 1.0% [31-33]. The
integrated luminosity of the total data sample is 17.4 fb~!.
To increase signal yields, a partial reconstruction method
is employed for the ee™ —» a2~ DT D™ process. A D™
meson is reconstructed via its high branching fraction
(9.38%) decay mode, D™ — K~z z", and an additional
ntx~ pair is selected from the remaining charged tracks.
The recoil mass of the z7z~ D system is used to identify the
D~ meson. Unless explicitly mentioned, the inclusion of
charge conjugate modes is implied throughout the context.
Simulated data samples produced with a GEANT4-based
[34] Monte Carlo (MC) package, which includes the
geometric description of the BESIII detector and the

Yields and cross sections results for the ete™ — ztz~ D' D™ process at different center-of-mass energies. Here, o is the

cross section of the e*e™ — 7t 2~ D' D™ process, where the first uncertainties are statistical and the second systematic; £, S, and o, are
the integrated luminosity, statistical significance, and upper limit of the cross section at 90% confidence level, respectively. Non, and
Nidebana are the number of e*e™ — 72~ DD~ events from fits to RM(D "z x7;) distributions in M(K~z "z ") signal and sideband

regions, respectively.

/s nominal value (GeV) Vs (MeV) L (pb~h) Nignal N ideband o (pb) S ou (pb)
4.190 4188.59 £ 0.15 £ 0.68 570.0 -8+ 10 —-17 £ 11 0.1£09=£0.0 1.0
4.200 4199.15 +£0.05 £ 0.34 526.0 -5+11 —-15+12 024+1.0£0.0 e 1.2
4.210 4207.73 £0.14 £ 0.61 572.1 15+£13 19+ 14 03+1.0£01 120 2.6
4.220 4217.13 £0.14 £ 0.67 569.2 17+£12 14£13 07+09£0.1 1.5¢ 2.6
4.230 422554 4+0.05+£0.65 1100.9 119 £25 12+£20 34+£08+03 590 B
4.237 4235.77 £0.04 £0.30 530.3 25+ 14 -29 £+ 13 26£1.0£02 190 35
4.245 4241.66 £0.12 £ 0.73 55.9 5+£6 -3+4 40+£3.7+£03 09c 9.0
4.246 4243.97 +0.04 = 0.30 538.1 101 +19 1£15 6.1£13£0.7 6.60 e
4.260 4258.00 £+ 0.06 = 0.60 825.7 159 £26 17£22 56+1.1£05 7.50 e
4.270 4266.81 +0.04 £ 0.32 531.1 61 +18 -27+17 434+124+04 3.60 6.7
4.280 4277.78 £0.11 £0.52 175.7 25+ 12 2+11 42424404 220 9.0
4.290 4288.43 +0.06 £0.34 502.4 140 £ 23 4420 86£16+£07 7Tlo e
4.310 4307.89 £0.17 £ 0.63 45.1 25 +8 —-4+7 171 £55+15 34c 30
4.315 4312.68 +0.06 £+ 0.35 501.2 263 £29 9423 154+£19+13 llo e
4.340 4337.93 +0.06 +0.35 505.0 666 £ 42 20+£27  369+£25+3.1 2o

4.360 4358.26 + 0.05 £ 0.62 544.0 1038 £53 8+34 482+26+41 260

4.380 4377.88 £ 0.06 £ 0.35 522.7 1184 £ 67 -354+37 61.6+£3.6+52 250

4.390 4387.40 £ 0.17 £ 0.65 55.6 111 £18 19+13  462+88+39 74c

4.400 4396.83 +0.06 £ 0.36 507.8 1217 £ 62 61+43 61.9+35+52 240

4.420 441594 +£0.04 £ 0.62  1090.7 3144 £ 112 216 £ 71 67.7+2.6+58 370

4.440 4437.59 £ 0.06 £ 0.35 569.9 1588 £ 85 14059 651+£39+59 230

4.470 4467.06 = 0.11 +0.73 111.1 192 +£35 3625 360£7.8+39 6380 e
4.530 4527.14 £0.11 £0.72 112.1 141 £34 17+28 304+86+3.1 4lo 41
4.575 4574.50 £ 0.18 £0.70 48.9 394+ 18 12+19 155+£99+14 220 38
4.600 4599.53 £ 0.07 £ 0.74 586.9 811 +74 -16+£69 312+£3.1+£28 120 I
4.612 4611.86 +£0.12 £0.32 103.8 139 +31 42+29  273+81x£23 49 40
4.620 4628.00 + 0.06 +0.32 521.5 758 £90 30+£72  337£44+29 llo e
4.640 4640.91 £ 0.06 £+ 0.38 552.4 725 £ 85 —65£71 322+39+28 100

4.660 4661.24 £ 0.06 = 0.29 529.6 814 £93 =51+£73 38.1£46+34 llo

4.680 4681.92 £0.08 £0.29  1669.3 2427 £ 156 —12+£128 33.74+234+28 19

4.700 4698.82 +0.10 £ 0.39 536.5 1020 £ 85 -58+76 457+41+40 130

4.740 4739.70 £ 0.20 £ 0.30 164.3 330+ 45 47 £ 41 39.8£65£34 820

4.750 4750.05 £ 0.12 +0.29 367.2 781 £71 71+£59 432+£45+38 130

4.780 4780.54 £0.12 +£0.33 512.8 1042 +94 217+£78  39.6+43+33 l4o

4.840 4843.07 £ 0.20 £ 0.31 527.3 1050 £ 100 1081 4344+45+37 130

4914 4918.02 £ 0.34 £ 0.35 208.1 471 £ 67 4058 486+79+42 820

4.946 4950.93 £ 0.36 £ 0.44 160.4 247 £ 51 80 £ 51 2944+82+25 500
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detector response, are used to determine detection efficien-
cies and to estimate backgrounds. The simulation models
the beam energy spread and ISR in the e*e™ annihilations
with the generator KkMC [35].

In order to estimate the potential background contribu-
tions, inclusive MC samples generated at /s = 4.230,
4.360, 4.420, and 4.600 GeV are used. The inclusive MC
sample includes the production of open charm processes,
the ISR production of vector charmonium(like) states, and
the continuum processes incorporated in KKMC [35]. The
known decay modes are modeled with EVTGEN [36] using
branching fractions taken from the Particle Data Group
(PDG) [1], and the remaining unknown charmonium
decays are modeled with LUNDCHARM [37]. Final state
radiation (FSR) from charged final state particles is
incorporated using the PHOTOS package [38].

For the optimization of the selection criteria and signal
extraction, the following MC samples are produced at each
V/s:ete™ — D{(2420)"D~, with D{(2420)* - Dtz 'tz
ete” - nayw(3770), with w(3770) - D*D~, where
D{(2420)* D~ and "z~ y/(3770) are uniformly distributed
in the phase space, and e*e™ — 7z~ Dt D~ (PHSP) where
the #*z~ D+ D~ events are uniformly distributed in the phase
space to represent the processes with unknown intermediate
states. For the D (2420)" — D"z zn~ process, the D"z 7~
events are also uniformly distributed in the phase space.

III. EVENT SELECTION

Charged tracks detected in the MDC are required to be
within a polar angle (0) range of | cos 8| < 0.93, where 0 is
defined with respect to the z axis, which is the symmetry
axis of the MDC. For charged tracks not originating from
Kg or A decays, the distance of closest approach to the
interaction point must be less than 10 cm along the z axis,
|V.|, and less than 1 cm in the transverse plane, |V ,|.

Particle identification for charged tracks combines mea-
surements of the energy loss (dE/dx) in the MDC and the
flight time in the TOF. Likelihoods L(h) (h = K, =, p) for
each hadron & hypothesis are formed, and each track is

[

assigned to the particle type corresponding to the hypoth-
esis with the highest likelihood. A proton (or an antiproton)
is identified if £(p) > L(z) and L(p) > L(K). In order to
suppress background from e*e™ — A} A and other pos-
sible charmed baryons, events with proton or antiproton
tracks are rejected. Charged kaons and pions are identified
by comparing the likelihoods for the kaon and pion
hypotheses, respectively.

To reconstruct the DT meson, one K~ and two z™
candidate tracks are selected. They are required to originate
from a common vertex and the quality of the vertex fit is
required to satisfy y3, < 100. All possible K~ztz"
combinations in the event which satisfy these criteria are
kept as DT candidates for further analysis. There are
1.1 D" candidates per event on average after M(K~z* ™)
and RM(D ™"z x;) requirements mentioned in the follow-
ing paragraph. For each DT candidate, a n" 7z~ pair is
selected from the charged tracks not used in DT
reconstruction (referred to as nj and z;) and the recoil
mass of D"z z; (RM(D*n;n7)) is calculated to identify
the D~ candidate.

Figure 1 shows RM (D" 7 x7;) versus the invariant mass
of the K ztnt (M(K n"z")) for data samples at
/s = 4.230, 4.420, and 4.680 GeV. Clear D~ and D"
signal peaks can be seen in the RM(D'x/x;) and
M(K~n*x") distributions, respectively. The z*z~ DD~
signal region is defined as |M(K ztz") —mp+| < dy
and |RM(D*z)n;) — mp-| < dgy, and the sideband
regions as 3dy < |M(K ztzn")—mp+| <5dy, and
3dgy < |RM(D"rjny) —mp-| < Sdgy, where mp: =
1.86966 GeV/c? is the known D* mass [1]. The signal
and sideband regions are indicated in Fig. 1. A linear mass
or recoil mass dependence is assumed in estimating the
background level in the signal region. The widths of the
window are dy; = 11 MeV/¢c? for all the data samples, and
dry = 6 MeV/c? for data samples with /s smaller than
4.310 GeV, and dgy = 9 MeV/c? for data samples with
\/s greater than or equal to 4.310 GeV. Each sideband has
the same width as that of the signal region.

520N ®©O =
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FIG. 1. Distributions of RM(DVz;z;) versus M(K~z"x™) for data samples at /s = 4.230 (a), 4.420 (b), and 4.680 (c) GeV. The red
solid box shows the signal region, the blue dashed boxes the sideband regions with one real Dt or D~ candidate, and the blue dotted
boxes the sideband regions with fake D* and D~ candidates. The indices of the boxes from top to bottom and left to right are (-1, 1),
0, 1), (1, 1),(-1,0),(0,0), (1,0), (-1, —1), (0, —=1), and (1, —1), respectively. The region with index (0, 0) is the signal region, while the

others are the sideband regions.
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FIG. 2. The K~ z*z™" invariant mass distributions for data samples at /s = 4.230 (a), 4.420 (b), and 4.680 (c) GeV. The black dots
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are sideband regions.
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GeV. The black dots with error bars are data, the regions between the two red dashed arrows are D~ signal regions and those between

blue dash-dotted arrows are sideband regions.

After requiring |RM(D*n)n;)—mp-| < dgy. the
M(K z*z") distributions are shown in Fig. 2 for data
samples at /s = 4.230, 4.420, and 4.680 GeV as examples.
In the following analysis, the K~z zt combination in the
signal region is constrained to the known D' mass, mp+ in
the PDG [1], with a kinematic fit to improve its momentum
resolution, and those in the sideband regions are con-
strained to the central value of the corresponding sideband
region.

Figure 3 shows the RM (D" z}x;) distributions after
requiring |[M(K~zn"z") — mp+| < dy, for data samples at
/s = 4.230, 4.420, and 4.680 GeV. Clear D~ signal peaks
are visible in all data samples. The D~ signal and sideband
regions are indicated by the arrows.

The ete™ — DD~z process produces a peaking back-
ground in the RM(D"x}x;) distribution as shown in
Fig. 4(a). The peaking background may come from e*e™ —
DDz, with D* — K-z} n;n ", where adirectly produced
n™", together with 77 and K~ from DY, forms the tagged D
Figure 4(b) shows the M (K =z} z;z")" distribution, where a
clear D° peak is seen. We require |[M (K~ 7w n") — mpy| >
0.01 GeV/c? to veto these DY background contributions,
where  mp = 1.86484 GeV/ ¢ [1]. The value of
0.01 GeV/c? corresponds to about twice the resolution of

'Here, 7z could be either of the charged pions in the decay
D" - K ntxt.

M(K=rz;n"), whichis 0.0045 GeV/c?. The effectiveness
of this veto can be seen in Fig. 4(c). The number of eTe™ —

7~ D' D~ events from fits to the RM (D"} x;) distribu-
tions in the M (K~ z* ") sideband region before and after the
veto are 614 + 92 and 216 + 72, respectively.

After applying all the above selection criteria, we
compare distributions for events in the D™ and D~ signal
region (S sample) and sideband regions (B sample) to
further suppress non-z"z~DTD~ background. The B
sample is defined as

B=f-(B_io+Big)+f2(Bo-1+ Boy)

—f3- (B + By +B_ +B1y), (1)
where B;; is the sideband region defined in Fig. 1,
f1 =05, f, =05, and f3 = f1f, =0.25 are the nor-
malization factors assuming a linear mass dependence in
the background distributions. In order to improve the
momentum resolutions of the final state particles, the
RM (D" zx;) combination in the signal region is con-
strained to the known D~ mass, mp- in the PDG [1], and a
total four-momentum conservation constraint to that of
the initial eTe~ system are applied. For events in the
RM (D" zx;) sidebands, the recoiling mass of the
D x iz, combination is constrained to the central value
of the corresponding sideband region.
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FIG. 4. The RM(D*zx;) distribution for combinations in the M(K~z"z") sideband before (a) and after (c) the D° veto at
/s =4.420 GeV. The M(K™x;z;z") distribution in the M(K~z"x") signal region is shown in the middle plot (b). The black dots

with error bars are data and the red and green histograms are MC simulations of ete™ — 7"

a~D*D~(PHSP) and e*e™ — DDzt

processes, respectively, with inclusive decays of both D mesons. The normalizations of e*e‘ — 7tz DTD~(PHSP) and ete™ —
DD~z processes are according to cross sections of total eTe™ — 77z~ D+ D~ process and ete~ — DD~z process measured from

data samples, respectively.

The invariant mass distribution of the r; z; pair is shown
in Fig. 5(a), where clear Kg peaks can be seen in both the §
and B samples. In order to veto the K% — z}x; back-
ground, a secondary vertex fit is performed on the 77
pair. The decay length Lyiye divided by its uncertainty

Ay . of the combinations with 7z, invariant mass
Ta"a

between 491.0 and 503.5 MeV/c? is shown in Fig. 5(b).
By requiring [L,,-/A;, | <2 the K9 background is
d d ﬂd ﬂd

suppressed significantly as shown in Fig. 5(c).

The |V,,| and |V | distributions of the K~ and z™ tracks
used in D tag, and the ; and x; tracks from direct e™ e~
annihilation are shown in Fig. 6. Compared with the typical
requirements of less than 1 and 10 cm for |V,,| and |V ],
respectively, a set of tighter selection criteria |V,,| <
0.55 cm and |V_| < 3 cm is identified by optimizing the

Ta~ DT D™ signal significance.

After applying all the above selection criteria except the
D~ mass constraint and the four-momentum conservation
constraint, requiring |[M(K~z"z") — mp+| < dy, and con-
straining M(K~z"z") to the D™ mass, we obtain the
RM (D+ﬂ;ﬂ';) distributions [Figs. 7(a),7(c),7(e)] for data
samples at /s = 4.230, 4.420, and 4.680 GeV. The non-
#ta~ D™D~ background is studied by examining the

RM(D"rn}x;) distributions [Figs. 7(b),7(d),7(H)] for
K~z*n" combinations in the D™ mass sideband regions.
No significant D~ signal peaks are observed in the sideband
samples. The number of eTe™ — ztz DD~ signal
events is obtained by subtracting the number of D~ signal
candidates in the D™ sideband regions from that in the D*
signal region, as discussed in Sec. IV.

IV. CROSS SECTIONS OF THE
ete” - xtx~D*D- PROCESS
The cross section of the eTe™ — Tz~ D" D~ process is
calculated with

o Nsignal - Nsideband/2
o — 1 ’ (2)
2f(>iwiei(146);) e BL

where Ngona and Nggepana are the number of ete” —
x#tn~DtD™ events from maximum-extended-likelihood
fits to RM(D"z)x;) distributions (Fig. 7) in the
M (K #tx") signal and sideband regions, respectively,
= HI’ is the vacuum polarization factor, B is the branching
fraction of the decay D™ — K~ z"z" [1], and L is the

integrated luminosity of the data sample. f denotes an
efficiency correction factor

o (a)

<>\; 200 } - S sample L
) =B sample © 20+
= S F
2 B

o g

é 100 *S'

£ L 41}

L‘Il_l’ L

03 04 05 06
M(rm,) (GeV/c?)

FIG. 5.

Distributions of M (x} z;) before (a) and after (c) the \L,,A,, /AL,

(b)
--S sample
- B sample

** (ES sample

100; * B sample
t %«
50 ﬁ’?w Hw {ﬁj

hﬁi}
00.3‘ 04 05 06 O.Lf
M(rir;) (GeV/c?)

Eentries/5.0 MeV/c?

_| < 2 requirement, and the L+

/ A L. distribution (b)

at /s = 4.420 GeV. The black dots with error bars stand for the S sample and the green shaded hlstograms for the B sample.
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FIG. 7. Distributions of RM(DVz;z;) in M(K-z*x") signal (a), (c), (e) and sideband (b), (d), (f) regions for data samples at
Vs = 4.230 (a), (b), 4.420 (c), (d), and 4.680 (e), (f) GeV, and the best fits to the distributions. The black dots with error bars are data, the
red dashed, green dash-dotted, and blue solid lines are the signal, background, and total fit, respectively. The fit qualities are tested using

a y?-test method, with y?/n.d.f. = 93.72/91, 96.39/95, 83.74/93, 104.25/95, 98.69/93, and 85.12/95 for (a), (b), (c), (d), (e), and (f),
respectively. The n. d. f. denotes the number of degrees of freedom.

f — fM(K7”+”+)fK"“’Pfoy.:fL/ALfRM(D+”;”;)’ (3)

with f7 referring to the efficiency correction factor caused

by selection criterion v, which includes M(K z*z™)

and RM(D*zjz;) mass window requirements, p/p

veto (K p), V,, . requirements, and Lyir- /Ap . _require-
¢ Ta"a

ment for Kg background suppression. Details on the

evaluation of f” can be found in Sec. VIIA. (14 §);
is the ISR correction factor, and w; and ¢; are the
fraction and the detection efficiency of subprocess i,
respectively, here, i = 0, 1, and 2 correspond to eTe™ —
D(2420)*D™ - zta~D™D~, ete” - n"a w(3770) —
atx~D*D™,and et e” — xt 2~ D" D~ (PHSP) subprocess,
respectively. w; is estimated from the S sample by a one-
dimensional simultaneous extended-unbinned-likelihood
fit to RM(D"), RM(Dy,,,), and RM(x}z;) distributions,

miss
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TABLE II. The values for f and Zw;e¢;(1 + 8);. Here, f is the
efficiency correction factor, €;, (1 + 8);, and w; are the detection
efficiency, ISR correction factor, and fraction of each subprocess
i, respectively.

\/Enominal \/Enominal

(GeV) [ Swie(1+8), (GeV) f Zwe;(1+6),
4.190 0.960  0.126 4420 0960 0.217
4.200 0.960  0.133 4.440 0960 0.216
4.210 0.960  0.138 4470 0960  0.229
4.220 0.960  0.148 4530 0.960 0.204
4.230 0.960  0.157 4575 0960  0.232
4.237 0.960  0.158 4.600 0960 0.235
4.245 0.960  0.165 4.610 0960 0.220
4.246 0.960  0.162 4.620 0960  0.223
4.260 0.960  0.170 4.640 0960 0.224
4.270 0.960  0.173 4.660 0960 0.219
4.280 0.960 0.174 4.680 0.960 0.228
4.290 0.960  0.169 4700  0.960  0.225
4.310 0.960  0.187 4740  0.960  0.247
4.315 0.960  0.177 4750  0.960  0.247
4.340 0.960  0.186 4780 0.960  0.242
4.360 0.960  0.208 4.840 0.960 0.240
4.380 0.960  0.197 4914 0960 0.235
4.390 0.960  0.210 4946 0960  0.231
4.400 0.960  0.200 o o e

and the background is estimated by the B sample. For data
samples with /s larger than 4.315 GeV, i =0, 1, and 2,
while for data samples with /s smaller than or equal to
4.315 GeV, i = 1 and 2, since the threshold of D, (2420)D
is 4291.75 MeV/c?, and no significant D, (2420)D events
are observed at /s = 4.310 and 4.315 GeV.

Figure 7 shows the fit results of data samples at
/s = 4.230, 4.420, and 4.680 GeV. The signal shape is
modeled by the RM(D*x;x;) distributions in MC sim-
ulation of each subprocess weighted according to w; and
convolved with a Gaussian function to take the resolution
difference between data and MC simulation into account.
The background shape is described by a second-order
Chebychev polynomial function. At each /s, the signal
shape for the fit in the M (K~ z*z") sideband regions is the
same as that for the fit in the M(K~z"z") signal region.
The results for Nggna and Ngepana Obtained from the fits
are listed in Table I, together with the fit results for all other
data samples. The values for f and Zw;e;(1 + §); are listed
in Table II. The calculated cross section of the ete™ —
ata~DT D~ process is shown in Fig. 8.

For data samples where no significant e*e™ —
#tr~ DT D~ signal peaks are observed (statistical signifi-
cance smaller than 5¢), the upper limits on the cross section
are calculated using a Bayesian method [39]. By fitting the
RM(D"r}x;) distribution for the events in the D signal
region with fixed values for the signal yield, a scan of the
likelihood distribution as a function of the cross section is

obtained. To take the total systematic uncertainty (listed in
Table VII) into consideration, the likelihood distribution is
convolved with a Gaussian function with a width corre-
sponding to the overall systematic uncertainty. The upper
limit on the cross section at 90% confidence level (CL) is
obtained from [§ L(x)dx/[s° L(x)dx =0.9. The upper
limits on the cross sections are listed in Table 1.

V. RESONANCES IN THE e*e~ - z*a~D*D~
CROSS SECTION LINE SHAPE

Resonant structures around /s =4.4 and 4.7 GeV
can be seen in Fig. 8, and there is no significant signal
at other energies, such as the y(4230). Least-square fits to
the measured e"e™ — a2 DTD~ cross sections are
performed to study the resonance structures. The y? is
constructed as

2 _ Z (0, =)
)( - 2 ’
i 5;
where ¢; and o' are the measured and fitted cross sections
of the ith data sample, respectively, and 9; is the statistical
uncertainty of the measured cross section.

The cross sections are described with one Breit-Wigner
(BW) function,

o(Vs) = |BWo(V/s)

a coherent sum of two BW functions,

o(Vs) = [BWo(Vs) + BW, (Vs)e'! 2, (5)

2, (4)

a coherent sum of one BW function and a phase space term,

o(V's) = [BWo(v/s) + ce'h@y(V/5) %, (6)

and a coherent sum of two BW functions and a phase space
term,

o(V/'s) = [BWo(V/'s) + BW(Vs)e'! + ceh@4(V/s) P,
(7)

respectively. The BW function is defined as

\/12aT¢ € T8, g
(V) = L2 ,/Zi((’{)), 8)

2 iy Ttot
s mj-f—lijj

where m;, F}"‘, and Fj”* are the mass, width,
and electronic partial width of the jth resonance (R;),
respectively; B; is the branching fraction of the
decay R; = "2~ D" D", ¢, is the relative phase between
the jth resonance as well as the phase space term, @, (+/s)
is the phase space factor of the four-body decay
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Cross section of the process e e~ — 72~ D1 D™ and fits with Eq. (4) (a), with Eq. (5) (solution II) (b), with Eq. (6) (solution

I) (c¢), and with Eq. (7) (solution I) (d). Other solutions of fits with Egs. (5), (6), and (7) are shown in Tables III, IV, and V, respectively.
Dots with error bars are data with the statistical uncertainties and the red solid lines show the best fit results. For (b), the black and green
solid lines describe Ry and R; components, respectively, and the red dashed line describes the interference between them; for (c), the
black and green solid lines describe R, and @, components, respectively, and the red dashed line describes the interference between
them; and for (d), the black, green, and pink solid lines describe R, R;, and ®, components, respectively, and the red, green, and blue
dashed lines describe the interference between R, and R, R, and ®,, and R; and ®,, respectively.

R - ntn~DT™D~, and ¢ is a constant describing the
magnitude of ®4(1/s).

The fit with a single resonance [Fig. 8(a)] results in a
y*/n.d.f. = 77.8/34, corresponding to a CL of 2.8 x 1073,
This indicates that using R, only cannot describe the cross
section line shape well. Adding another BW function or a
four-body phase space term improves the fit quality to an
acceptable level of y?/n.d.f. = 46.1/30 (CL = 3.0%) or
59.9/32 (CL = 0.2%), respectively. The fits are shown in
Figs. 8(b) and 8(c), respectively, and the statistical signifi-
cance of the second resonance or the four-body phase space
term is found to be 4.7¢ and 3.80, respectively. The fit with
both a second resonance and a four-body phase space term
shown in Fig. 8(d) improves the fit very little (Ay?> = 0.2)
compared with the fit with two resonances but improves
relatively large (Ay? = 14.0) compared with that with the
coherent sum of a resonance and a four-body phase space
term. From these we conclude that we observe a resonance
at around 4.4 GeV and evidence for either another reso-
nance at 4.7 GeV or a nonresonant amplitude described
with a four-body phase space or the combination of both
of them.

The resonance parameters for R obtained by fitting with
Eq. (4) are my = (4371.6 +2.5) MeV/c?, T = (166.8 +
4.2) MeV, and T ¢ By = (12.0 & 0.3) eV; whereas those
from fits with other scenarios are listed in Tables III, IV, and
V. There are multiple solutions in the latter cases where the
masses and widths are identical but the amplitudes and the
relative phases are different in different solutions, as can be
seen from the tables. The resonance parameters for R
obtained by fitting with Eq. (4) are taken as the nominal
results and the difference from those obtained by adding
R;, or @4, or both of them are taken as the systematic
uncertainties as discussed later in Sec. VII B.

Other than the R and R; contributions, we also test the
statistical significances of the possible structures around
/s =4.230 and 4.914 GeV. By adding the w(4230)
amplitude to the fit, with the mass and width fixed
according to the world averaged values [1], its significance
is found to be only 0.9¢. By adding a new resonance at high
energy with free mass and width, the statistical significance
is found to be 0.60.

Note that there are three points (/s from 4.4 to 4.6 GeV)
systematically below the fitted line. Since the integrated
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TABLE III. The fitted parameters of the cross sections of
ete™ - ntx~DT D~ with Eq. (5). The uncertainties are statis-
tical only.

Parameters Solution 1 Solution 2
my(MeV/c?) 4378.0+6.2

'yt MeV) 152+ 12
m;(MeV/c?) 4604 + 135

't (MeV) 245 + 61

FS*E’BO (eV) 21 +£12 122458
FT*E’BI (eV) 54 +15 1.3+£27
¢, (rad) 41+£03 5.6£2.6

TABLE IV. The fitted parameters of the cross sections of
ete™ = nta~ DD~ with Eq. (6). The uncertainties are statis-
tical only.

Parameters Solution 1 Solution 2
c(MeV—3/2) 57+19
my(MeV/c?) 4371.1+3.4

'yt MeV) 1445+ 6.9

rs' ¢ By (eV) 8940.6 129+ 1.3
¢, (rad) 1.7+0.3 1.5+0.2

TABLE V. The fitted parameters of the cross sections of
ete™ = nta~ DD~ with Eq. (7). The uncertainties are statis-
tical only.

Parameters Solution 1 Solution 2 Solution 3 Solution 4
c(MeV—3/2) 8+ 16

mo(MeV/c?) 43782 +5.5

Y (MeV) 148.9 £9.0

m;(MeV/c?) 4649 + 95

't (MeV) 282 + 185

1“8*6‘50 (ev) 11.5£23 1154+£23 191£6.0 19456

FT*E’BI ev)y 1L6£17 17£19 59423 61 £22
¢, (rad) 6111 61+£1.1 42+04 42403
¢, (rad) 25£22 62+74 53+£68 53£56

luminosities of these data samples are low, larger data
samples are desired to confirm the above conclusions.

VI. EVIDENCE FOR e*e~ — 7+ 7~ X(3842)

To search for the X(3842) state, the S sample defined in
Sec. Il with the additional K¢ veto and stringent |V, [ and |V |
requirements is used. In order to suppress the ete™ —
D;(2420)" D~ background, the D;(2420) signal is sup-
pressed by requiring [RM (D) —mp, (240)-| >0.01GeV/c?
and |RM(Dy,) — mp,n0)+| > 0.01 GeV/c?, where
Mp, (220)> = 24221 GeV/c* is the known D;(2420)*
mass [1].

The RM(x;n;) (equivalent to the invariant mass of
D*D;...) distributions in all data samples are examined.
While no significant signal is observed at any single /s,
there is evidence for an X(3842) resonance for /s from
4.600 to 4.700 GeV. Figure 9 shows the RM(x;x})
distributions at /s = 4.420, 4.680 GeV, and data samples
with /s from 4.600 to 4.700 GeV.

A maximum-extended-likelihood fit to the RM (7))
distribution is performed. The X(3842) signal shape
is obtained from MC simulation of the ete™ —
f0(500)X(3842) — ztz~ D" D~ process, and convolved
with a Gaussian function to take the resolution difference
between data and MC simulation into account. The mean
and sigma values of the Gaussian function for other fits are
fixed to the fit values obtained at /s = 4.680 GeV as this
sample contains the largest number of signal events. The
mass and width of the f((500) are taken from Ref. [40]
when generating MC events. The background is described
with a second-order Chebychev polynomial function.

Fit results of the RM () distributions are shown in
Figs. 9(a)-9(c). The signal yields (statistical significances)
are —39 £ 18 (2.00), 58 £ 24 (1.80), and 155 £ 38 (4.20)
at /s = 4.420, 4.680 GeV and data samples with /s from
4.600 to 4.700 GeV, respectively. Furthermore, for data
samples with /s from 4.600 to 4.700 GeV, the fits are also
performed by changing the fit range, the signal shape, or
the background shape. In all cases, the minimum value of
the X (3842) resonance significance is 4.2¢. The fit results
at other energies are listed in Table VI. The cross sections of
the eTe™ — 7727 X(3842) — n" 2~ D" D~ process are cal-
culated with

N
o = y
266)(;6(1 + 5)Xﬁ

©)

where N is the number of eTe™ — 7z 7z~ D* D~ events from
fits to RM(n;n;) distributions (Fig. 9), and ex and (1 +
&)y are the detection efficiency and ISR correction factor of
ete” — f(500)X(3842) » nta~ DD~ process. The
upper limits of the cross sections are determined using a
similar strategy to that described in Sec. IV. The results are
also listed in Table VI.

VII. SYSTEMATIC UNCERTAINTIES

A. Systematic uncertainties for the e*e~ —
m*a~D*D~ cross sections

The systematic uncertainties in the cross section meas-
urement of the ete™ — 72 DD~ process stem from
many sources. The systematic uncertainties associated with
the detection efficiencies, including tracking and particle
identification [41], are estimated as 1% for each track. The
systematic uncertainty associated with the integrated lumi-
nosity measurement using Bhabha (eTe™ — e*e™) events
is estimated as 1% [42]. For the vacuum polarization factor

052012-12



MEASUREMENT OF ... PHYS. REV. D 106, 052012 (2022)

o, 60f o F o
o L o o
S S 60 S
2 2 2
40 E
o o o
§ F o 40r o F
C c F c F
o 201 g 20f n g s0f
o[ [T I\ [T n
I L (b) VAN £ (c) /\
0 -l . 1 - A 0 -l . 1 sl L 0 -l . 1 Sl -
38 382 384 386 388 38 382 384 386 388 38 382 384 386 388
RM(rim;) (GeV/c?) RM(r3) (GeV/c?) RM(ri;) (GeV/c?)

FIG. 9. The RM (n:{ﬂ;) distributions and the fits at /s = 4.420 (a), 4.680 (b) GeV, and data samples with /s from 4.600 to
4.700 GeV (c). The black dots with error bars are the S sample, and the red dashed, green dash-dotted, and blue solid curves are the

signal shape, background shape, and total fit, respectively. The fit qualities are tested using a y*-test method, with y/n.d.f. = 26.3/45,
41.4/43, and 57.07/45 for (a), (b), and (c), respectively.

calculation, the systematic uncertainty originates mainly  samples selected from data directly. The efficiency correc-
from hadronic contributions, and is estimated as 0.1%  tion factor f" is defined as
according to Ref. [43]. The systematic uncertainty coming

from the input branching fraction of D* — K~z"z" is f' =€/ €hes (10)
estimated as 1.7% [1]. Details of further systematic
uncertainties are given below. with
The selection efficiency is obtained from MC simulation
and corrected according to the measurements with control egma(MC) = N;"ignalm(MC) /N gudm(m, (11)

TABLE VI. Results for the ete™ — ntz7X(3842) - n*z~ D" D~ process. Here, ¢ is the cross section of the ete™ —
a7~ X(3842) - nta~ DD~ process, where the first uncertainty is statistical and the second systematic; S is the statistical
significance; ey, (1 + &)y, N, and 6, are the detection efficiency, ISR correction factor, signal yields, and the upper limit of cross section
at 90% confidence level.

y/srominal ex(%) (1+0)x L (pb™") N o (pb) S ou (pb)
4.190 3.29 0.804 570.0 1£2 0.5+0.8=+0.1 0.60 2.5
4.200 4.83 0.814 526.0 3+3 0.8£0.8£0.1 1.l 2.6
4.210 5.75 0.821 572.1 -1+1 -02£04=£00 e 0.9
4.220 6.99 0.829 569.1 -2+£2 -04+£04+£0.1 e 0.7
4.230 9.13 0.832 1100.9 0L+4 0.0£03£0.0 0.1c 0.6
4.237 9.71 0.839 530.0 0£3 0.1£04£0.0 0.3¢ 1.0
4.246 10.41 0.844 538.1 -3+2 —-04£03=£0.1 e 0.5
4.260 11.80 0.848 825.7 -8+4 0.6 £03+£0.1 .- 0.3
4.270 12.19 0.853 531.1 6L+4 0.6+04=+0.1 1.5¢ L5
4.290 12.17 0.862 502.4 0L+4 -00£04=£00 0.1c 0.9
4.315 14.79 0.869 501.2 2£6 02£05+£0.0 040 0.9
4.340 15.63 0.877 505.0 -8£7 0.7+ 0.6 £0.1 e 0.6
4.360 17.11 0.884 544.0 -7£9 —-0.5£0.6 £0.1 e 1.0
4.380 16.19 0.886 522.7 —-19+£38 -13£06£02 1.1
4.400 16.44 0.890 507.8 11+12 0.8£09=+0.1 1.00 4.6
4.420 18.32 0.895 1090.7 -39+ 18 -12£06=£02 e 0.6
4.440 16.74 0.899 569.9 7+15 05£09=£0.1 0.5¢ 3.1
4.600 19.59 0.922 586.9 31+13 1.6 £0.7+0.2 250 33
4.620 18.48 0.926 521.5 27+13 1.6£0.8£02 220 34
4.640 18.80 0.926 552.4 17 +£13 1.0£0.7£0.1 l4c 23
4.660 19.11 0.929 529.6 13+13 0.8£0.7£0.1 1.l 2.0
4.680 19.09 0.929 1669.3 58 £24 1.0£04£0.1 1.8¢ 1.5
4.700 19.07 0.931 536.5 1£13 0.1£0.7+£0.0 0.1c 1.4
4.750 20.05 0.935 367.2 0£10 —-0.1+0.8+0.0 0.1 1.4
4.780 20.04 0.936 512.8 15+12 09=£0.7£0.1 140 2.0
4.840 20.52 0.940 527.3 —11£10 -0.6£05+£0.1 e 0.7
4.916 20.41 0.948 208.1 —-6+£5 -09+0.8+£0.1 e 1.1
4.946 20.02 0.950 160.4 -10£3 —-1.7£06£02 e 0.8
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where the subscript “MC” represents MC simulation and

. < ”»” v
the subscript “data” represents the data sample, N Signaluaquiy

is the number of events in the signal region of a selection

criterion v, and N :Hd s is the number of events in the full
atal

range of v.

The uncertainty of €§ata<Mc>

€gata(MC)(1 - €gata(MC))

G = 12
6éala(MC) v ’ ( )
aHdala(MC)
and the uncertainty of f" is
62, 62, o2,
f €data Emc ( 1 3)
v 27

v2 = v 2
f €aata-  EMC

since data and MC simulation are independent. For
fr=0E£Af") £op,if |%| < 1.00, no correction will
be applied and [Af"| 4 o will be taken as the systematic
uncertainty, where A f” is the deviation of f” from 1; while
if |%| > 1.00, the MC efficiency will be corrected as

€ =¢€yc X f', and o, will be taken as the systematic
uncertainty.

In order to avoid effects from statistical uncertainty,
only data samples at /s = 4.340, 4.360, 4.400, 4.420,
4.440, 4.600, and 4.680 GeV are used to estimate the
systematic uncertainty originating from the M(K- z"z*)
(RM(D"x;ny;)) mass window requirement. A constant

parameter is used to fit the distributions of fM(K 77"

(fRM(D*7;75)) among the data samples mentioned above,

and the fitted fME 77" (FRMD'Z70)) and 6 ygpiet)

(6 ruptxia~)) values are 0.986 4 0.003 (0.984 £ 0.005),
RO )

) is 5.6 (2.8), there-

MK~ 7T xT) RM(D 7
the value of |2 —""_| (|&L :
"/RM( +

+”(—l>
"IM<K*;:+”+) D /(Iﬂ;)
fore, the systematic uncertainty is taken as 0.3% (0.5%) and
MK D) (fRM(DT7;73)) g set to be 0.986 (0.984).

In order to avoid effects from the statistical uncertainty,
the same set of data samples as mentioned in the previous
paragraph is used to estimate the systematic uncertainties
originating from the fit range and background shape of
RM(D"rjx;). The systematic uncertainty coming from
the choice of the fit range is estimated by varying the limits
of the fit range from (1.75, 1.96) to (1.77,1.97) GeV/c>.
The background shape is varied from the first-order
Chebychev polynomial function to a second-order one at
/s =4.340 and 4.360 GeV, and the second-order
Chebychev polynomial function to the first-order one at
/s = 4.400, 4.420, 4.440, 4.600, and 4.680 GeV. The
largest difference of the cross section compared with the
baseline value among the data samples mentioned above is

taken as a systematic uncertainty of 1.6% (1.7%) for the fit
range (background shape).

The systematic uncertainty stemming from the p/p veto,
which is caused by the difference in misidentification
probability of K to p/p between data and MC simulation,
is estimated by the control sample of J/y — KOK~z" +
c.c. with the BESIII J /i sample [44]. The values of fX=7

and O pk=p ArE 0.996 + 0.003, and the value of |ﬁf o
rK=p

1.4, therefore, the systematic uncertainty is taken as 0.3%
and fX*7 is set to 0.996. Similarly, using the control
sample of ete™ - nta~J/y at /s =4.260 GeV [45],
fL/AL and fVa: are estimated by performing a secondary
vertex fit on the #* and z~ pair and comparing V, . of 77,
7, and lepton pair from J/y in data and MC simulation,
respectively. The values of f%/4t (fV»<) and 6 s, (672

are 0.992 4 0.010 (0.997 £ 0.001), fL/AL (fVare) is set as
0.992 (0.997), and the systematic uncertainty associated

with the L,:,-/A;  _ requirement for the K§ veto (V
Ta"a

requirements) is 1.0% (0.1%).

ete” -t w(3770) > ztx~DTD™ and efe” —
D(2420)*D~ — zta~DTD~ processes are simulated
when estimating w;, for the estimation of the systematic
uncertainty stemming from the w(3770) (D;(2420)")
shape, alternative MC samples are produced by varying
the width of w(3770) (D;(2420)") by one standard
deviation of its world average value [1]. The difference
of the cross section of ete™ — 2Tz~ D" D~ process com-
pared with the baseline value is taken as the systematic
uncertainty as listed in Table VIIL

In Sec. II, ete™ is assumed to annihilate into
D{(2420)* D~ directly with a uniform angular distribution,
and the systematic uncertainty stemming from modeling
the angular distribution of the e*e™ — D;(2420)"D~
process is estimated by repeating the analysis procedure
with the new model. For the ete™ — D(2420)"D~
process, two extreme cases of the angular distribution
following 1+ cos®@p and 1—cos?@p are assumed,
where ), is the helicity angle of the D;(2420)" in the
rest frame of the initial e™e~ system. The fractions of these
two cases are estimated by fitting to the cos@p+ distribu-
tion, where 8, is the polar angle of D™ in the rest frame of
the initial e™ e~ system, the detection efficiency of ete™ —
D(2420)"D~ - z"z~DTD~ process is recalculated
according to the detection efficiencies and fractions of
these two cases, and the cross section of eTe™ —
#ta~ DT D™ process is recalculated as well. The difference
of the cross section of the ete™ — a2~ DVt D™ process
compared with the baseline value is taken as the systematic
uncertainty as listed in Table VII.

In Sec. III, the normalization factor f; (f,) in the B
sample is estimated by assuming a linear background
distribution in M(K-z"z") (RM(D"z}x;)). A second-
order Chebychev polynomial function is used as the

1s

XY,z
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background shape to fit the M(K~z"z") (RM (D x;x}))
distribution to estimate f; (f,). The signal shape is
modeled by the M(K~z*zn") (RM(D* z;x;)) distributions
in MC simulation of each subprocess weighted according
to fractions of each subprocess, w;, and convolved with a
Gaussian function to take the resolution difference between
data and MC simulation into consideration. w; is reesti-
mated according to the new f and f,, and the cross section
of the ete™ — 22~ DD~ process is recalculated. The
difference from the baseline value is taken as the systematic
uncertainty originating from this source as listed in
Table VII.

TABLE VIL

The systematic uncertainty due to the uncertainty of the
fraction of each subprocess, ;, is estimated by varying w;
500 times according to the covariant matrix in the simulta-
neous fit of RM(D"), RM(Dy,,), and RM (z;z;) distri-
butions for each /s. In each iteration, the difference
between the cross section of the ete™ — ztz~DTD~
process and the baseline value is calculated, and the
distribution of the differences is sampled at each /s,
the standard deviation of the distribution is taken as the
systematic uncertainty as listed in Table VII.

The systematic uncertainty of the radiative correction is
calculated by using the KKMC package. Initially, the
observed signal events are assumed to originate from the

Systematic uncertainties (%) from the scale factors f; and f, (f; and f»), w(3770), and D, (2420)" shapes, including a

new Breit-Wigner shape in the high energy region when parametrizing each subprocess cross section line shape, uncertainty of w; (®;),
and angular distribution modeling of e™e™ — D (2420)" D~ decay (HELAMP). The last column shows the total systematic uncertainty
obtained by summing up all sources of systematic uncertainties in quadrature assuming they are uncorrelated.

|/snominal f1 and f5 w(3770) shape D (2420)" shape New Breit-Wigner w; HELAMP Total
4.190 0.0 0.0 0.0 14.4 e 16.6
4.200 0.0 0.0 0.0 19.3 B 21.0
4.210 0.0 0.0 0.0 16.8 e 18.7
4.220 0.0 0.0 0.0 0.8 e 8.3
4.230 0.6 1.7 0.9 0.8 e 8.6
4.237 0.0 1.6 2.3 0.6 e 8.8
4.245 0.5 0.3 0.3 1.8 e 8.5
4.246 0.5 0.7 3.0 7.8 e 11.8
4.260 0.2 0.9 0.7 0.4 B 8.4
4.270 0.0 0.5 1.2 0.7 e 8.4
4.280 0.2 1.4 1.4 0.5 e 8.5
4.290 0.1 0.1 1.8 0.5 e 8.5
4.310 1.5 0.3 1.4 0.4 e 8.5
4315 0.1 0.4 e 0.3 0.2 e 8.3
4.340 0.1 0.4 0.7 1.2 0.3 0.5 8.4
4.360 0.2 0.0 0.2 2.0 0.1 0.2 8.5
4.380 0.2 0.6 0.1 0.4 0.3 0.8 8.4
4.390 0.1 0.3 1.2 1.0 0.8 0.3 8.5
4.400 0.1 0.5 1.0 0.1 0.7 0.6 8.4
4.420 0.0 0.1 0.6 0.1 1.8 0.8 8.5
4.440 0.2 0.9 3.3 0.2 1.5 0.4 9.1
4.470 0.2 1.4 0.9 0.5 6.6 0.2 10.7
4.530 0.2 0.2 0.4 0.3 6.0 0.7 10.3
4.575 0.5 0.3 1.8 0.0 2.1 1.3 8.8
4.600 0.5 0.4 1.7 2.8 0.8 0.8 9.0
4.612 0.1 0.2 0.0 0.3 1.2 0.5 8.4
4.620 0.1 1.5 0.9 0.3 1.1 0.4 8.5
4.640 0.5 0.2 0.8 1.6 1.4 0.2 8.6
4.660 0.2 0.9 0.3 2.6 1.0 0.2 8.8
4.680 0.2 0.4 0.9 0.0 0.4 0.1 8.3
4.700 0.0 0.8 0.7 23 0.5 0.0 8.7
4.740 0.1 0.1 2.1 0.5 0.8 0.3 8.6
4.750 0.5 0.8 0.6 1.9 1.2 0.2 8.7
4.780 0.1 0.3 0.2 0.4 0.8 0.3 8.3
4.840 0.3 0.9 0.7 0.5 0.6 1.9 8.6
4914 0.0 0.6 1.1 1.1 1.4 1.7 8.7
4.946 0.8 0.6 0.4 0.6 1.6 0.9 8.6
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Y(4260) resonance to obtain the efficiency and ISR
correction factor. Then, the measured line shape is used
as input to calculate the efficiency and ISR correction factor
again. This procedure is repeated until the difference
between the subsequent iteration is comparable with the
statistical uncertainty. The systematic uncertainty due to the
input line shapes of subprocesses is estimated as
described below.

The input line shape of each subprocess is varied 500
times according to the convariant matrix when parametriz-
ing, and the > w;e;(1 + 6); distribution is sampled at
Vs = 4.380, 4.390, 4.400, 4.420, and 4.440 GeV. The
maximum fraction of width and mean values of the
distributions, 2.8%, is taken as the systematic uncertainty
due to the input line shapes in the ISR correction.
Moreover, new resonances around /s =4.7 GeV are
added when parametrizing the line shape of each sub-
process since there is an evidence around /s = 4.7 GeV in
the eTe™ — zTa~ DD~ cross section line shape, and the
difference is taken as the systematic uncertainty associated
with the new BW resonance in the high energy regions as
listed in Table VIIL

Table VII summarizes the total systematic uncertainties.
The total systematic uncertainty at each /s is obtained by
summing up all sources of systematic uncertainties in
quadrature, assuming that they are uncorrelated.

B. Systematic uncertainties in R, parameters

The systematic uncertainties when parametrizing R, in
the ete™ — 72~ DD~ cross section line shape mainly
stem from the absolute \/E measurement, the \/E spread,
global shift of the /s for data samples taken in the same
period, additional R, or @4, or both of them, and the
systematic uncertainty of the cross section measurement.

The absolute /s of data samples with /s smaller than
4.610 GeV are measured with dimuon events, with an
uncertainty of +0.8 MeV, while those with /s larger than
or equal to 4.610 GeV are measured with A" A7 events with
an uncertainty of 0.6 MeV. Thus, 0.8 MeV is taken as the
systematic uncertainty, and propagates to the mass of R by
the same amount.

The systematic uncertainty from the /s spread is
estimated by convolving the fit formula with a Gaussian
function with a width of 1.6 MeV, which is the energy
spread, determined from measurement results of the beam
energy measurement system [46] at other +/s.

The systematic uncertainty from global shift of the /s
for data samples taken in the same period is estimated by
shifting the /s of corresponding data samples by 3 MeV
and deviations of parameters is taken as the systematic
uncertainties.

The systematic uncertainties from the additional R, or
®,, or both of them are estimated by comparing the
differences of R, paramteters obtained from Figs. 8(a)

TABLE VIII. Systematic uncertainties in the measurement of
R, parameters. /s measurement represents the systematic un-
certainty from the center-of-mass measurement. /s shift repre-
sents the systematic uncertainty from the global shift of /s for
data samples taken in the same period. Cross section,, repre-
sents the systematic uncertainty from the cross section measure-
ments which are uncorrelated (common) in each data sample. R,
represents the systematic uncertainty from additional BW func-
tion. ®, represents the systematic uncertainty from additional
phase space term. R; + ®, represents the systematic uncertainty
from additional BW function and phase space term.

Sources my (MeV/c?) T¥ MeV) T§¢ By (eV)
\/s measurement 0.8 e e

\/s shift 1.9 1 0.1

\/s spread 0.0 0 1.4
Cross section, 0.1 2 0.1
Cross section,, e e 1.0

R, 6.4 14 +21.0
D, 0.5 19 -3.7

R, + @, 6.3 16 +13.1
Overall 9.2 29 el

and 8(b), Figs. 8(a) and 8(c), and Figs. 8(a) and 8(d),
respectively. We take the maximum difference between
the central values and add the statistical uncertainty of the
alternative fit linearly as a conservative estimation of the
systematic uncertainty when there are multiple solutions.

The systematic uncertainty from the cross section meas-
urement is divided into two parts. The first part covers
uncorrelated systematic uncertainties among the different
data samples (those in Table VII). The corresponding
systematic uncertainty is estimated by including the uncer-
tainty in the fit to the cross section, and taking the
differences on the parameters as the systematic uncertain-
ties. The second part includes all the other systematic
uncertainties (8.3%), which is common for all data sam-
ples, only affects the T'§ ¢ 3, measurement, and does not
affect mass and width of R,.

Table VIII summarizes the systematic uncertainties in
the parameters of resonances. The total systematic uncer-
tainty is obtained by summing up all sources of systematic
uncertainties in quadrature, assuming they are uncorrelated.

C. Systematic uncertainties in X(3842) measurement

Except for the fit range and the background shape of the
RM(z)n;), RM(D'), and RM(D,,.) mass window
requirements, other sources of systematic uncertainties
associated with this measurement are the same as those
in Sec. VII A, but with the fit range and background shape
of RM(D"x}x;) excluded.

The systematic uncertainty originating from the fit range
of RM(n}x;) is estimated by varying the limits of the fit
range from (3.79, 3.89) to (3.81,3.91) GeV/c?. The
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difference of the cross section from the baseline value in the
data sample at /s = 4.680 GeV is taken as the systematic
uncertainty, and is 10.4%. The background shape is
varied from a second-order Chebychev polynomial func-
tion to a first order one in the data sample taken at
/s = 4.680 GeV, the difference of the cross section
compared with the baseline value is taken as the systematic
uncertainty, and is 1.9%.

The systematic uncertainty stemming from the RM (D)
and RM (D) mass window requirements, which is
mainly caused by the difference between distributions of
data and MC simulation in the corresponding selection
criterion ranges, is estimated by producing alternative
MC samples where the mass and width of f,(500) are
varied by one standard deviation in the data sample at
/s =4.680 GeV. The difference of the cross section
compared with the baseline value is taken as the systematic
uncertainty, and is 1.9%.

The total systematic uncertainties for data samples with
/s smaller than or equal to 4.315 GeV are equal to 12.9%,
and for those with /s larger than 4.315 GeV are equal to
13.1% by summing up all sources of systematic uncer-
tainties in quadrature, assuming they are uncorrelated.

VIII. SUMMARY

Using data samples taken at /s from 4.190 to
4.946 GeV, the cross section of the eTe™ —» 772~ DTD~
process is reported for the first time by a partial
reconstruction method.

By fitting the eTe™ — z7xz D™D~ cross section line
shape, we observe a resonance with a mass of (4371.6 +
2.5+9.2) MeV/c? and a width of (167 + 4 +29) MeV,
which is in agreement with the y(4360) or Y (4390) state,
and we determine the product of its electronic partial width
and its decay branching fraction to ztz~ D™D~ as
(12 £ Offl) eV, where the first uncertainties are statistical
and the second are systematic. There is evidence with a
statistical significance of 4.7¢ for a second resonance, or a
statistical significance of 3.8¢ for a nonresonance ampli-
tude, or both of them.

The X (3842) resonance is searched for in the RM (7 z;)
distribution and evidence is found in the M(x;z}) dis-
tribution in data samples with /s from 4.600 to 4.700 GeV,
and its significance is 4.20. By comparing this study with
previous studies, the cross section of the ete™ —
atz~w(3770) - zta~ D™D~ process peaks around
4.390 GeV, which indicates this process might be produced
via the Y(4390) state [22,23]; the process ete” —
ntx7y,(3823)(— yyx.1) peaks around /s =4.360 and

4.420 GeV, which means this process might be produced
via the Y(4360) and the w(4415) [24] resonances. There
is evidence that the cross section of the ete™ —
nt7~X(3842) process peaks at /s from 4.600 to
4.700 GeV, but no significant signal is observed in samples
collected at /s around 4.400 GeV. This indicates that the
production mechanism of the e*e™ — ztz~y(1D) proc-
esses might be different and could proceed via different Y
or s states. More data samples and more precise measure-
ments are needed to reveal the mechanism [47].
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