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We study the discretization of a Poincaré/Euclidean BF theory. Upon the addition of a boundary term
this theory is equivalent to the BFCG theory defined in terms of the Poincaré/Euclidean 2-group. At an
intermediate step in the discretization, we note that there are multiple options for how to proceed.
One option brings us back to recovering the discrete variables and phase space of the BF theory. Another
option allows us to rediscover the phase space related to the G networks given by Asante et al.. Indeed, our
main result is that we are now able to relate the continuum fields with the discrete variables shown by
Asante et al. This relation is important in determining how to implement the simplicity constraints to
recover gravity using the BFCG action. In fact, we show that such a relation is not as simple as in the BF
discretization: the discretized variable on the triangles actually depend on several of the continuum fields
instead of solely the continuum B field. We also compare and contrast the discretized BF and BFCG
models as pairs of of dual 2-groups. This work highlights (again) how the choice of boundary term
influences the resulting symmetry structure of the discretized theory—and hence ultimately the choice of

quantum states.
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I. INTRODUCTION

Recent developments have pointed out the importance of
boundary terms in the construction of a quantum theory
of gravity [1-4]. Indeed we expect the quantum states of
geometry to be given as representations of the symmetries
at hand. The symmetries depend on the choice of variables
used, as can be seen when comparing the metric and
Palatini formalism. What was underappreciated before is
how adding boundary terms to the action might greatly
influence the resulting symmetries relevant to the con-
struction of quantum states.

We illustrate this point by considering the four-
dimensional (4D) “Euclidean” BF theory, i.e., a BF theory
where the underlying gauge group is the Euclidean (or simi-
larly the Poincaré) group. Depending on whether or
not we introduce a (very simple) boundary term to the
theory, the symmetries of the quantum theory are given by
two different types of (strict) Lie 2-groups—a categorified
version of a group, also called a crossed module [5].
From a pragmatic point of view, we can understand the
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difference between a group and a 2-group in the following
way. If elements of a (I1-)group G can be naturally
associated to paths (holonomies), then elements in a
2-group are elements of a pair of groups G and H—with
some additional maps between them—which decorate paths
and faces. It is widely expected that such structure (or their
deformation) is the right structure to probe 4D topology, just
like (quantum) groups are the relevant structure to probe
three-dimensional (3D) topology [6].

4D BF theory for a d-dimensional Lie group G with Lie
algebra g is a theory which can be seen as a 2-gauge theory,
i.e., a gauge theory built on a 2-group [5,7]. However upon
discretization, it is well known that we recover a copy of
T°G = G X g* = G X R associated to each link/triangle
pair. The usual quantum states, called spin networks, are
built from representations of G so that in the end there is not
much left of the 2-group picture. Indeed, a 1-group can be
seen as a trivial 2-group.

Following the key insights by Dittrich and Geiller
[8-10], it was realized that we could instead build the
quantum theory for a BF theory from representations of the
(quantum) group R¢ (which is still a trivial 2-group). This
amounts to a change of polarization [11], which can
actually be obtained by the addition of a simple boundary
term to the initial action. This new representation, pio-
neered by Dittrich and Geiller, is important as it allows us to
discuss quantum states of geometry defined in terms of the
frame field (as opposed to functions of the connection) in
the quantum gravity context.

Published by the American Physical Society


https://orcid.org/0000-0001-7495-4091
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.106.046003&domain=pdf&date_stamp=2022-08-15
https://doi.org/10.1103/PhysRevD.106.046003
https://doi.org/10.1103/PhysRevD.106.046003
https://doi.org/10.1103/PhysRevD.106.046003
https://doi.org/10.1103/PhysRevD.106.046003
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

FLORIAN GIRELLI and PANAGIOTIS TSIMIKLIS

PHYS. REV. D 106, 046003 (2022)

Most approaches to construct a 4D quantum gravity
model rely on using a 4D BF theory [12]. The usual one
consists of taking the underlying group to be the Lorentz
group SO(1,3); however, it was shown that one could also
use the Poincaré group, ISO(1,3) [13-16]. In either case,
gravity can be recovered by imposing the simplicity con-
straints on the 2-form B. The new interesting part in the
Poincaré formulation is that the translational part is asso-
ciated to the frame field. Hence the frame field is already
present at the BF level, contrary to the Lorentz formulation
where it appears only through the simplicity constraints."

Interestingly, Poincaré BF theory can be seen to be
equivalent—up to a boundary term—to another topological
theory based on a nontrivial 2-group, the Poincaré 2-group
[13-15]. This boundary term now implies only a partial
change of polarization. It is only in the translational that the
configuration and configuration variables are swapped with
respect to the BF formulation. In a sense, we only do half
of the dualization done by Dittrich and Geiller.” The new
action is called the BFCG action [17] and was introduced as
the continuum counterpart of the topological invariant built
on 2-groups, the Yetter model [18]. In terms of actions, the
symmetries of the Poincaré BF theory or the BFCG theory
are obviously the same, they are just packaged differently
since what is called the configuration or momentum differs
between the two actions. This is what will create the
difference at the discrete/quantum level between the two
theories.

Since 2-groups (or 2-categories) seem to be a natural tool
with which to probe the topology of 4D spaces [6], it is
expected that they should be useful in building a quantum
theory for gravity. With this in mind, a partition function
has been constructed based on the representation theory of
the 2-Euclidean group, the Korepanov-Baratin-Freidel
(KBF) model [19-22]. It was recently shown how such
a model could actually be related to the partition function of
the BFCG action for the 2-Euclidean group [23]. Part of the
argument relied on the proposal (by B. Dittrich [23]) of a
phase space structure for the polyhedron which seemed to
be naturally related to the BFCG variables. This discreti-
zation was based on an educated guess and the correspon-
dence with the continuum variables was not identified. One
of the key results of this paper is to provide such a relation.
This relation is especially important to build the quantum
gravity amplitude. Indeed, it is naturally expected that the
discretized B field should be constrained by the discrete
simplicity constraint to obtain the quantum gravity ampli-
tude. However doing this led to some possibly overly
simplified model [13,15]. Imposing the simplicity

n fact, in the Lorentz formulation, one really has two intrinsic
frames and the simplicity constraint identifies them [2].

‘We will comment in the discussion section on the notion of
“semi-dualization” introduced by Majid which seems to be at
play here.

constraint on the discretized B field is justified provided
that the discretized B field is only dependent on the
continuum B field. We will show here that the discretized
B field is actually a function not only of the B field but also
of some other fields. This implies that implementing a naive
simplicity constraint on such a discretized B field is
probably not the right thing to do to recover the gravity
regime.

The discretization procedure, first introduced in [24], has
already shown its power in several instances. The first step
is to decompose the manifold of interest into cells. The next
step is to determine what happens to the degrees of freedom
in these cells. We use a truncation: in the bulk we only
consider the fields on-shell. At least for the cases of interest,
we can then express the symplectic data solely in terms of
fields living on the boundary. By gluing the cells together
(while imposing continuity between neighboring cells), we
obtain a way to explicitly evaluate the symplectic potential
and hence identify both the discretized variables and their
phase space structure. In particular we recover, in the BF
case based on gauge group G, the usual 7*G phase space,
associated to each link of the dual complex. This approach
allows one to recover the particle degrees of freedom in the
3D gravity context [25] or the quantum group symmetry for
3D gravity with a cosmological constant [26]. Another
interesting outcome of this discretization is the emphasis
that a choice of polarization must be made [11,27]. In
particular, there is always the choice on where to discretize
the different variables. While at the continuum level this
might seem benign, at the quantum level it is important.
Indeed, at the discrete level this choice restricts the set of
symmetries that are imposed first. For example, in the BF
case, we can have the Lorentz symmetries or the transla-
tional symmetries, as we alluded before. The polarization
choice in that case affects which of these two symmetries is
imposed on the spin networks, and which arise in the
dynamics.

In the present work, we show how this discretization
approach allows us to recover the discrete phase space
proposed in [23] starting from the BFCG action. The main
outcome is the expression of the discretized variables in
terms of the (smeared) continuum fields, which arise in the
discretization procedure. Another outcome we find inter-
esting is that the nature of the symmetries at play, which is
very important for the construction of the quantum states, is
very much dependent on the type of boundary terms one
considers. While we discretize BF, a very well-known
theory, we are able to find nontrivial 2-group symmetries.
We discussed above how changing the polarization was
impacting the symmetry structure, dealing either with the
gauge symmetries or the translational symmetries. Now,
with a partial change of polarization we will have either
some standard group symmetries (the aforementioned
gauge/translational symmetries) or a nontrivial 2-group
symmetry.
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Outline In Sec. 11, we review the basics of constructing a
BF theory and its symmetries. We then go on to show how
to get BFCG theory from BF theory by choosing the
underlying group to be ISO(4) and adding a boundary term.
For both theories, we recall the symplectic structure and
charge structure.

In Sec. III, we describe the discretization process
allowing us to recover the standard BF discretization,
which can be reinterpreted as recovering spinning tops
for group G interacting through conservation of angular
momenta.

In Sec. IV, we identify an alternate way of simplifying
the symplectic potential which leads to a natural definition
of variables defined on edges and triangles of the cellular
decomposition, as well as on faces and links of its dual. We
use a specific triangulation of the 3-sphere in order to
identify the constraints. We show also how to recover the
standard BF discretization, starting from the BFCG vari-
ables. In a sense we can “cancel” the boundary term
transforming BF into BFCG in the discretization process
by a proper choice of polarization.

In Sec. V, we discuss how the 2-gauge theory structure
applies to the current context and how we have different
2-groups at hand, according to the choice of boundary term,
or polarization.

II. BF AND BFCG THEORY

A. 4D BF theory

We consider the Lie group D which has a pair of d-
dimensional Lie subgroups, G and G*, with the G* Abelian,
such that

DGNXG'=2G" xg.

We denote by g and g* the Lie algebra of G and G* with
generators e; and e} for i € {1...d}. The two-dimensional
Lie algebra of D is noted b = g X g* = ¢* x g, with Lie
brackets

[ei’ej] :fkijelw [3*"7‘3*/} =0, (1)

le;, e*j] = fjkiE*k’ (2)

and note index summation notation is used here and for the
rest of this paper. The Lie bracket structure can be
translated into an action of g on ¢*,

bxgiXg, (3)
with the action given by
e > e = fle, (4)

hence the Lie bracket can be written as

le;, e"] = e; > e*. (5)

There is a natural pairing between g and g* which is
compatible with the Lie algebra brackets of g and g* that
extend to b:

(erey) = (e7.eV) =0, (enel) =6l (6)
lei €] = ([ex. €] e7)e™. (7)

This pairing gives the relation
(a,[b,c]) = —([b,a],c), V¥ a,b,c€D, (8)

where D is called the (Drinfeld) double.
Let B be a g* valued 2-form and let A be a g valued
1-form. The curvature of A is denoted F and is defined as

}":dAJr%[A/\A]. 9)

The BF theory on the four-dimensional manifold M is
defined by the action

Sg:=/M<B/\]-">_/MB,-/\]-"". (10)

1. Symmetries

The symmetries of the action (10) are given by the gauge
transformation parametrized by the group element G € G,
and the translation/shift symmetries parametrized by a g*
valued 1-form #.

A G'AG + GG
Gauge transformatios : { "~ (11)
B+ G™'BG
. . A A
Shift transformations : (12)
B+ B+ dAI’],

where d 41 = dn + [ A, ] [note that due to (2), [A, 7] € g*
and so dn € g*]. The action is invariant under the gauge
transformation due to the invariance of (-,-) given in (8).
Under the shift transformation, the action is invariant up to
a boundary term,

Sg»—>Sg+/Md<17/\.7:), (13)

where we used the Bianchi identity, d 4F = 0. As we will
recall in the next section, the shift symmetry can be
interpreted as a 2-gauge transformation.

2. Equations of motion and potential

The equations of motion associated with Sg are obtained
by varying the fields A and B:
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5Sg:/M(c‘iBA]—')—/M<dAB/\5.A>+/Md<B/\5.A>.

(14)
The first two terms are the equations of motion:

F=0, dB8=0. (15)

The third term in (14) is the symplectic potential and is
responsible for the Poisson structure. Denoting the boun-
dary of M by OM = M, the potential is

= / (B A SA). (16)

The associated symplectic 2-form is
Q=50 — / (6B A SA). (17)
M

We note that the equations of motion imply two other sets
of conditions, namely

F=0=dF =0,
dB=0= dy(dB)=[F.B =0. (18)

The first relation is the standard Bianchi identity. The
condition [F, B] = 0 is weaker than the flatness constraint.

3. Charge and momentum maps

We consider the infinitesimal versions of the gauge
transformations and want to identify the charges generating
such transformations. Let the infinitesimal version of (11)
be parametrized by y € g, and the infinitesimal version of
the shift transformation (12) be parametrized by f € g,

L. . 5)(44 = dAZ
Infinitesimal gauge transformations : (19)
6,8 =[B.y]
. . . 5pA =0
Infinitesimal shift transformations : (20)
858 = d 4.

We think of 6, and &4 as vector fields in the field space. We
use notation such as §, , 6A = §,A to express the interior
product of a vector and a 1-form in field space. We define
the charges as

5@::-5,,@—/<5BA5XA>—/<5ZBA5A>, 1)

M
M

Some manipulation reveals (provided we assume da = 0
and of = 0, i.e., the parameters are not field dependent)

j){:/Md(B/\;ﬁ—/M<dABA;(>zAld<BAX>, (23)

Po== [ aond)- [ pnFie- [ apna. e

where ~ means we went on-shell. We note that the charges
are essentially given by the corner charges specified by the
variables B and A, a 2-form and a 1-form, respectively.
When the parameters are constant, we will call the charges
global. We have used in each case the pull-back to M of the
equations of motion. These pull-backs are also interpreted
as constraints. A momentum map is a function on phase
space generating the symmetry transformations. As such
the constraints are momentum maps. The momentum maps
are summarized in Table I.

To anticipate our results a bit, we note that the global
charges 7 and P are simply generated by the configuration/
momentum variables. This implies that where the phase
space variables are discretized will directly influence how
the charges will be discretized. This means that we might
get different types of symmetry structure (1-group versus
2-group) according to the choice of discretization of the
variables.

B. BFCG theory

Let us revisit the action of BF theory and see how
specifying the group might change our perspective. We
consider g to be the Euclidian (or Poincaré) Lie algebra,
g =iso(4) = 80(4) X R?*, and g is the dual Abelian Lie
algebra, g* = is0*(4) = 80*(4) x R**, with 80*(4) = R®
and R* =~ R*,

b~ i80(4) X i80*(4). (25)

The subalgebra R* is generated by P* and the rotation
algebra 80(4) is generated by J#*. Greek indices range from
0 to 3. The Lie brackets are

[Ji | JOP] = e JVO 4 o JH0 — o JP — P JEO . (26)

[PH,P*] =0, [J*, P°]=n'"P"—n" P, (27)
where # is the flat metric. We will sometimes write
[JH, JoP] = f"’“"/’aﬁj"ﬁ where f is the structure constant

of 80(4). The bilinear pairing is

TABLE I. Summarizing the charges, momentum maps, and
associated symmetries.

Charge Momentum map Symmetry

B d B Gauge transformation

F Shift transformation
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(Pi.PMy =8t ([, ) = &80 - 50, (28)
where the generators in the dual are distinguished by lowered
indices and an asterisk. The second term in the second
pairing is to account for the antisymmetry of the indices. We
will identify the subspace generated by P* as R*, the
subspace generated by J* as 80(4)*, and i80*(4) = R0

[P Pil = [,

s J:;p} = [J*

;w’P;] = [‘]*

Hys

Pl=0. (29)

The Léie brackets of the double is constructed according
to (7)

[P Pi] = 1T, (30)
B = e =P (3]
9 T5p) =™ 8 = n™8p) T + (0™ 55 = n™6) 5. (32)

The nonzero brackets [P#, P;] in (30) will play an impor-
tant role in the discretization procedure. We decompose
the fields A and B into their rotation and translation
components:

B=B+Z%, B € 30(4)", TeR* (33)

A=A+C, A€so(4). CeR* (34

The curvature is also rewritten in terms of its projections
into subalgebras:

1
F=F+d,C. with F=dA+7[ANA|E30(4)
d,C=dC+[A A C] € R*. (35)

Hence the action is
SISO(4):/ <B/\F>+/ <2/\dAC>
M M
:/ <B/\F>—/ (dAZ/\CH-/ d(EAC). (36)
M M M

The quantity G := d, X is called the 2-curvature. The BFCG
action is obtained from Sigo4) up to a boundary term
[13,14],

Sres= [ BAF)+ [ (CAG)

= Siso@) — /M d(Z A C). (37)

3Writing (7) in terms of Js and Ps gives, for example,

[P, Py} = ([P, P, Py) Py + 5 ([J PY]. Py) T

1. Equations of motion and potential

The equations of motion can be determined by
varying Sprpcg With respect to A, B, C, and X.
Alternatively, since a boundary term in the action does
not change the equations of motion we can decompose the
expression in (15) into translation and rotation components.
Either way, we get

F=0
G=0

dAC: 0
dB =—[C A Y] (38)

We remind the reader that though C and X are both
elements of a Lie subalgebra with trivial brackets, the
bracket between them is given by (30) which is not zero
but in 80*(4). Similarly the potential is decomposed

Oso) = A (B A SA) + A (EASC).  (39)

The potential from Sgrc is slightly different,

Opreg = A/B A SA) — /M<c ASE).  (40)

The two potentials differ by a total functional derivative and
therefore give the same 2-form*:

Qz/(éB/\ﬁA)—l—/(&Z/\éC). (41)

We note that we also have the analog of the Bianchi identity
and its companion (18) which are still valid. Breaking them
into components we have

A F =0 dF =0
d3(dyC) = o} - { F.Cl=0 “2)
dA(dAB)—[}'/\B]_Oe{E’g]tgdAC/\z]:O (43)

2. Symmetries

Now let us review the symmetries introduced in the
previous section. We have now different names as the fields
are interpreted in the 2-gauge theory picture [17].

18C A 8 = —5% A 8C since they are 1-forms in field space.
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5aA = dAa
__J 8.B=[B.q
1-gauge transformation
5,C = [C.d]
6,A=d =a+X b2 = [Z,
Gauge:{x M LAl L= ¢ (2. q] (44)
5,B=[B.y] aecso4),XeR 5xA =0
6xC = d,X
2-shiftd A
5xB = [Z,X]
5XZ - 0
2-gauge transformation
8:B =[C N {]
63 A =0 =(+Y, o X=d
Shift: { / N §4 = (2= dal (45)
pB=d p (€R™ Y €80(4) 6yA=0
1-shift
6yB=d,Y
5yz = 0
3. Charge and momentunz maps Ry — _/ dlY A A) _/ (¥ A F)
As before, we define the charges as M M
0L, == =0, , Q z_[wdﬂ/ N A), (51)
= —/ (6,B A SA) +/ (6B A 8,A)
M M /CX:/d<Z/\X)—/<X/\dAZ>
- / (8,2 A 8C) + / (5L A 5,C) (46) " M
M M ~ / d(Z A X), (52)
M
ORy:=—6y Q= —/ (6yB A SA) (47)
M
0=~ [(agncr- [ erai0)
M M z—/ d(¢ A C). (53)
M
0Qpi=—0; 4=~ /M<543 NOA) = A(QZ/\&C) (49) If the coefficients {, X, Y, a are constant on the boundary,

After some algebra, we find that, still assuming a nonde-
pendence of the parameters in terms of the fields,

ca:/wdea)-/M«dABﬂcAz])Aa)

z/Md(B/\aO,

’A similar analysis was done by M. Geiller in some unpub-
lished work.

we deal then with “global” charges. There is then no central
extension in their Poisson algebra (see Appendix). As
before we have a set of constraints, which are the pull-back
of the equations of motion to M.

These constraints are momentum maps generating the
symmetry transformations, and we list them in Table II.

Once again anticipating, we can see that that the
discretized symmetries will be different whether we con-
sider the pair (A,C) (i.e., A) discretized on the dual
complex as would be done for regular BF theory (hence
obtaining a 1-gauge theory), or if we consider the pair
(A,X) discretized on the dual complex as would be done
for the BFCG theory (hence considering a 2-gauge theory).
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TABLE II. Summarizing the charges, momentum maps, and
associated symmetries.

Charge Momentum map Symmetry

B d,B+[C A% 1-gauge transformation
z d sz 2-shift

A F 1-shift

C d,C 2-gauge transformation

While the continuum theories are equivalent up to a
boundary term, the discrete symmetry will be different.

III. DISCRETIZATION OF 4D ISO4) BF THEORY
A. Notation

Let us set up the notations for the cellular decomposition
once and for all.

We divide the spatial slice M into subregions forming a
cellular decomposition. The three-dimensional cells will be
tetrahedra for simplicity, but other cases can be considered
as well. Within each tetrahedron we identify a center point
¢, which we refer to as a node. The tetrahedron dual to ¢ is
denoted c*. The oriented segment between two nodes, ¢
and ¢’ is denoted by the ordered pair (cc’), which we will
call a link. The ordering of the nodes determines the
orientation of the link. We refer to the first node in the pair
(cc’) as the source and the second node as the target. The
vertices v of tetrahedra are denoted with an overline. The
edges between two vertices, v and v/, are then denoted
[v7]. For each vertex v, there is a set of tetrahedra
containing ». The centers of these tetrahedra generate a
polyhedron in the dual cellular complex. This polyhedron
will be denoted v*. The faces of the polyhedron, called dual
faces are labeled by the edge it intersects, [07']*, or by the
set of nodes it contains. Similarly, the triangles making up
the surface of the tetrahedra are either labeled by the three
vertices they contain, such as [7,7,73], or by the link
intercepting it, (cc’)*. Some of the structures are shown
in Fig. 1.

B. Recovering the standard discretization of 4D
Euclidean BF theory

We use the discretization approach that has been used in
several works [11,24,26].

1. Restricting the fields to subregions

First, let us consider the symplectic potential of BF
theory,

@BF—/<B/\6A>—Z/*<BC/\5.AC>. (54)

The second equality makes it explicit that we are dividing
M into 3-cells ¢*. Furthermore, we label the restrictions of

(ec)”

FIG. 1. A small piece of the cellular decomposition, showing
how we label structures. The centers of the tetrahedron are
labeled by ¢ and ¢’ with the connecting link labeled (cc’). The
triangle which the link passes through is labeled (cc’)*. The
vertices shown are labeled by v and v’ and the connecting edge by
[vv']. There are arrows on the links and edges indicating the
orientation.

the fields A and B within each cell with a subscript. The
fields in neighboring 3-cells will be related through some
continuity relations on the boundary of the cell.

2. Truncation

Until now we have only rewritten the symplectic
potential to account for the fact we broke up M into
subregions. The next step is to truncate the theory, by going
on-shell in the interior of each cell. Since we are dealing
with a topological theory, we could argue that we push
all curvature defects or “torsion” defects (i.e., such that
d 4B # 0 to, respectively, the edges and the vertices of the
triangulation). Then we should regularize them properly
and treat them accordingly. This would be going beyond
the scope of the present paper, so we just assume that there
are no such defects at all and leave their study for later
investigations.

The equations of motion (15) imply that A is a flat
connection and therefore pure gauge. For an ISO(4) group
element H,(x), interpreted as an ISO(4) holonomy con-
necting ¢ to a point x in the cell,

A, = H'dH, (55)

is a solution for F = 0. Then, for an i80(4)* valued
1-form y,

Bc = HElech (56)

is a solution to d B =0. Hence both A. and 5, are
pure gauge.
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3. Continuity equations
As mentioned above, the fields inside each cell ¢ may be
considered separately so long as there is continuity between
cells. This puts conditions on the fields H and y.
The continuity relations for A and B on the interior of
the triangle shared by ¢* and ¢’* are expressed as

Ac(x) = Ao (x), = He(x) = GocHe (%), (57)

Bc‘('x) = BL"('X> = d)(c’ (X) = gc’cd)h'(x)gcc'? (58)
where G € ISO(4) does not depend on x. We denote the
inverse G = G... The above continuity equations are
valid on the interior of the triangle. If there is no curvature
concentrated on the edges (we will assume this later on), the
equations would be valid there as well.

We emphasize that we also have the induced equation
[F,B] = 0 and the Bianchi identity d 4+ = 0. We should
also assess how they can be realized in the truncated
scheme.

Since they are expressed in terms of the notion of
curvature, they should be obtained by considering several
continuity relations concatenated together to generate a
loop. To this aim, let us consider the loop de*, which is the
boundary of the dual face e* (dual to the edge e). This loop
can be described by the links relating the nodes (c;c;y1).

The version of the condition [F,B] =0 in terms of
continuity equation is then

-1
d)(c: < H gcici+1> d)(c(
(ciciyr)€De” (

As we could infer that the curvature is given in terms of the
holonomy around the loop de*, the Bianchi identity is
naturally obtained by demanding that the (dual) polyhedron
made of loops Oe; is closed so that

H gaej =L

e;ev*

1T g) (59)

ciciy1)€De”

(60)

We will not use this constraint in the BF discretization.
However we demand it as a requirement for the fields y,
and G to satisfy (59).

CiCiy1
4. Evaluation of the symplectic potential

In order to write the potential in terms of H and y, we
should express the variation 6.4 in terms of H:
SA. = HY(dAH,H,, (61)

where AH, = 6H H_'. The potential evaluated on-shell in
the cells reads

Ou Y [ (dre nasmy). (62)

where ~ means we went on-shell in the cells. We can then
use the continuity equations (57) and (58) to simplify its
expression and recover the well-known results.

We note that the integrand in (62) is a total derivative so
we can use Stokes theorem to recast it as an integral over
triangles bounding each tetrahedron. However, there is a
choice to be made as to which variable keeps the derivative
when dealing with the integral on the boundary. A similar
choice arises when dealing with (3D) gravity, and
we have the loop quantum gravity (LQG) or dual LQG
picture [11]. For now we will deal with the case where the
derivative is kept on the 1-form y.

The standard discretization of the 4D BF theory is
summarized in the following proposition.

Proposition 1. The symplectic potential is given as a
sum of symplectic potentials associated to the phase space
T*1SO(4).

Our = [ (8764 3 (P AGE) ()

(cc)

which we construct from the solutions of the continuity
equations (57) and (58),

X = gc'c()(c + ngl)gcc”

He =GoH,, and :B(cc’)* _/ dy.. (64)
(ec')*

Table III provides the geometric structure which the
discretized fields are attached to.

These discrete variables satisfy by definition two kinds
of constraints, the so-called Gauss and “face simplicity”
constraints,

Z ﬂ(cc)* =0,

(ce)*edc*

-1
ﬂ(cc)* - ( H gCiCm )
de*

(cicipr)€E

S ﬂ(cc)* < H gcici+1> s (65)
Oe*

(ciciv1)€

where in the second constraint, the loop being considered
begins and ends at the node c¢. Furthermore, if we assume

TABLE III. Localization of the discrete variables.

Link (cc’) Dual face e*

G.» €1S0O(4)

Triangles (cc’)*

ﬂ(ccf)* € 130" (4)

Edges e
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there is no curvature, then we have the flatness constraint
and the discretized Bianchi identity,

H gCicm = 1’

(cicip1)€0e”

G, = [Ig.=1 (66)

e*eov*

We note that the flatness constraint implies the face
simplicity as well as the discretized Bianchi identity (as it
should).

Proof.—Let us evaluate the symplectic potential with the
given choice of application of Stokes theorem,

Opr ~ —ZA% (dye, AH,). (67)

The boundary of the tetrahedra c¢* is made up of four
triangles. Since each triangle is shared by two tetrahedra,
the contribution to the potential from each triangle contains
two terms with a relative minus sign to account for the
opposite orientation:

[ o »
) cc

( c (,'I

e =

®(cc’) = <d)(w AHC> - <d)(c" AHC’> (69)
= (MG, dy.). (70)

The last equality is obtained by using the continuity
equations and defining AGS = 6G..G... We can identify
the factors with structures of the cellular decomposition and
its dual graph. We define discrete variables Gy = G to
be the discrete variable associated to the link (cc’), and
By = f(cc/)* dy . is the discrete variable associated to the
triangle (cc’)*. Thus, as a function of discrete variables, the
potential is

Opr ~ Y (Blecy AGY). (71)

From this potential, we can determine the Poisson
brackets, which are the canonical ones associated with
the cotangent bundle 7*ISO(4). We will review this in the
following section.

5. Gauss constraint

By construction the phase space variables satisfy some
constraints. For a given tetrahedron, if we perform the sum
over the triangles

Z ﬂ(cci)* = Z

(cc;)*edc* (ce;) €dct (cey)*

by Stokes theorem. This constraint is the discretization of
the (pull-back of the) continuum constraint d 48 = 0.

In order to accommodate the different possible orienta-
tions of the links connecting c¢* to its neighbors, we point
out that the base point of the variable f can be changed
according to

ﬁ(c’c)* _/ dyo = _/ heedychee
(c'e) (cc")*
= _hc’cﬂ(cc/)* hcc" (73)

6. Face simplicity

Since we have by the continuity equations that

d)(c': ( H gc,»c,»+1>_ld)(c< H
( (

cicip1)€EOe” ciciyy)€EDe”

g) (74)

where the product of links begins and ends on the node c,
we can just perform the integration over (cc’)* and get the
face simplicity constraint,

ﬂ cc) — / ch
@ =)o

_<H

-1
) ([ o)
(cicir)€De” ' (ee)”

X < H gCiCiH)' (75)
(ciciy1)€De”

7. Flatness constraint

The definition of the discretized field does not imply that
the holonomies G, ..., should be flat, so we implement it by
hand,

II %=1 (76)

(ciciy)€0e”

This constraint is the discretization of the (pull-back of the)
continuum constraint & = 0. One can check that they
generate the discretized version of the BF symmetries. We
note that this is a non-Abelian group valued momentum
map [28].

8. Bianchi identity
This condition is naturally discretized by demanding that
concatenating all the holonomies on the dual faces of a
(dual) polyhedron »* (as dual to a vertex v) gives the
identity. This is automatically satisfied if each face is flat.
The constraint then reads for every dual polyhedron v¢ with
faces e*,

[[6-=1 (77)

e*ev*
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TABLE IV. Localization of the discrete variables for the BF discretization.

Link (cc’) Dual face e*

Edges e Triangles (cc’)*

h(cc’) S SO(4), X(ec') e R*

b(“/>* S QD*(4), V(cc’)‘ (S R4

C. Relativistic spinning top phase space

We can decompose the discrete variables into subalgebra
components. For simplicity we will omit the indices (cc’).
The i80(4)* holonomy is decomposed as f=b + V for
b € 30(4)* and V € R*. This is equivalent to decompos-
ing the continuous variable as dy,. = db. + do, for b, €
30(4)* and 0. € R*. We write the ISO(4) holonomy as
G = e*h where h € SO(4) and x is a constant element of
the Lie algebra of R* (which also happens to be R*). Since
R* is Abelian, in calculations we use the representation
such that ¢*=1+x® The variation then reads
AG = 6x + Ah + [x, Ah]. Associated to a link (cc’), the
potential is

® = (b, Ah) + (V,6x) + (V, [x, AR]).  (78)

This is the symplectic potential for the phase space
T*ISO(4). The Poisson brackets corresponding to this
potential are then

(5 VPy =8, {x,, b7} = 2,78 (79)

{ve.bry = vel. {ht. b7} = (JPh)  (80)

{67, b} = fP o, (b7 + 2[x, V), (81)

where f is the structure constant of 8o(4): f*H , =
3 (o TP, J1]).

The discrete variables are summarized in Table IV
and Fig. 2.

Note that the phase space we have recovered is iso-
morphic to the phase space of the relativistic spinning top
[29], as one could expect. We define a new variable,
S = b+ [V, x]. The potential (for a given link/face pair)
now reads

© = (Ah.S) + (V. 5x). (82)

®We use the following representation highlighting that the
Abelian group product of R* is isomorphic to the Lie algebra R*
seen as an Abelian group. The generators P of the Lie algebra R*
are such that P*P¥ = (0. As a consequence, the group element is
e =14 P*. We recover in this way the addition as the product
of the group R*, since

ePPed? =(1+p-P1+q-P)=1+p-P+q-P
:l+(p+q)P:e<p+‘1)P

The Poisson brackets of these new variables are those of the
relativistic spinning top:

{haﬂ’ Sﬂl/} _ (J/wh)aﬁ’ {Saﬂ’ Slll/} — f(lﬂﬂl/o_/)Sf’/’,
{x,.V*} =& (83)

Constraints/charges. The total phase space we have
obtained for the triangulation can therefore be interpreted
as a set of relativistic spinning tops, which satisfy some
constraints. This is consistent with Penrose’s idea of spin
networks [30]. We have the constraints encoding the
conservation of (relativistic) angular momentum,

dyB+|CAZ|=0
sBHICAZ] } sd,B=0
dAZ - 0
b. = Z b(cc’)* =0
(cc")edc*
-J.= Z ﬁ(cc)*:O<:> - -
(cdyeber Ve = (cc%e:e?c*V(w/)* =0
(84)
The curvature constraints are given by
F=0 }
©F=0-G.= [[ G =1
dAC =0 (ciciy1)€0e* "
he = H hciciﬂ =1
(ciciy1)€De”

(85)
Xe = thlcix(CiCiAl)hCicl =0

To get the components of G,, we write G, = e*c)h .

FIG. 2. A link in red is decorated by a ISO(4) holonomy, while
the triangle in blue is decorated by a 180*(4) ~ 80*(4) x R*
element. The building blocks to construct the discrete phase space
are given in terms of T*ISO(4) ~ (SO X R*) X (80*(4) x R*"),
with 80*(4) ~R® and R* ~ R*,
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ge = H gc,-cHl = gclcz---gc,,cl (86)
(cicip1)€De*
= e Dh, e h, . ... h, (87)

= ex(('lcz) hcl Cy eX((‘Z{B) hczcl h hL‘2€3 o 'excn(:] hC;xcl (88)

€16

= eZih"l"ix(fi"iH)h"i"l H

(ciciy1)€De”

hey,, = €*h, (89)

where n in the above is the total number of nodes around
the edge e and we define ¢, | = c;.

Finally we also have the Bianchi identity for F and its
companion. The Bianchi identity d4F = 0 implies the
constraints

H he* :1
dAFZO e edv*
- H g.=ls
dy(d,C)=[Frc)=0f AL S x,. =0
e*edv*
(90)

The face simplicity constraints follow from the constraint
d .AB =0:

[F A B+ [dsC AZ] =0
da(dsX) = [F NZ] = 0}

& d(daB) =0 = Py = G BrecyGe

{ bieey = h' (bieey + [Viceys Xe)) b,
Vieey = h'Vieeyh,

IV. DISCRETIZATION OF BFCG THEORY

In this section we will go through the same procedure
starting from the BFCG potential. To illustrate that the
theory is similar to the ISO(4) BF theory, we will first show
how to recover the results of the previous subsection [the
discrete potential (78)]. We will then proceed and obtain the
proper discretized BFCG potential, the main result of this
section. As a consequence we will recover the classical
picture behind the G networks introduced in [23].

TABLE V. Continuity equations and their solutions.

A. Restricting the fields to subregions

We start by expressing the integral ®grc; as a sum of
integrals over each cell.

Onrcs =Y [ Beror) =3 [ (conoz) o)

1. Truncation

As before, we go on-shell inside the cells. Since BFCG
and BF theory differ by a boundary term, they share the
same equations of motion so we can either decompose
the solutions of (15) or directly solve (38). We will take the
former approach: We solve the equations of motion from
BF theory to get, for a ISO(4) holonomy H,.(x) connecting
c to x in the cell and a i80(4)* valued 1-form y,

A =HaH.,  B.=H'dy M. — (92)

We decompose ‘H = e“g, where g is a rotation and e€ is a
translation. y is decomposed into y = b + o for b € 8o0(4)*
and ¢ € R*. Thus (still using the convenient representa-
tion e =1+ ¢),

Ac =A.+C.= ggldgc + g;ldccgcv

Bc =B.+X. = ggl(dbc + [dgc, Cc] + dﬁc)gc, (93)
giving

A= gc_ldgc C.= gL_‘ldchc (94)

X = g;]dO'CgC B, = g;] (dbc + [do-m Cc])gc’ (95)
where the different fields are defined in Table V.

2. Continuity equations

The continuity of the field between neighboring cells ¢*
and ¢* is expressed as

B, =B,
5 = Zo

A,=A, C.=Cy
oncnNc* (96)

The solutions of these continuity equations are given in
Table V.

If we apply the continuity equations consecutively
around a loop de*, we also get the equations

Continuity equations

Solutions to continuity equations

Fields

gzldg. = g;,ldgc/ ge = hepge g, function in SO(4), h . a constant in SO(4)
dco = heedeche co = hyo(co +x ) hew c, function in R*, x¢ constant in R*

doy = hy.do h.. 60 = hy (6, +dc o 6. 1-form in R*, ¢¢ function in R*

dby = hy(db, — [do., x$])h.y by = hy (b, = [66, xS+ dyS hew b, 1-form in 80(4)*, y¢ function in 80(4)*
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dc. = h;'dc h,, (97)

db,
h,

n'db.h,,  do, = h;'de.h,,

H hciciﬂ ’ (98)

cici €EDeE*

where again, the product along the loop of links begins and
ends at node c¢. The condition (97) can be seen as the
discretization of [F,C] =0, while the second ones (98)
come from dyB =0. The solutions of the continuity
equations are given in Table V. Anticipating a bit, we will
see that in the BFCG discretization, if we allow for some
curvature on the edges, we will still need to assume that on
the edges of the triangulation

o, = h;'o.h,. (99)

This will ensure that we can integrate the symplectic
potential. While in the construction given in [23] particular
emphasis was put on the edge simplicity that is something
of the type

c. = h;'c.h, (100)
to recover the KBF amplitude, it seems that for the
discretization the key property will be more (99).

B. Evaluating the symplectic potential:
Before making the choice

In order to express the potential in terms of the fields g, o,
b, and ¢ we need to express the variation of the fields A and
2 in these variables. We define

Ag. = 8g.9: ", (101)
then,
A, = gc'dAg.g..
8%, = g~'(6do. + [do., Ag.])g.. (102)
Using these expressions, the potential in a cell is
©, ~ (db. A dAg,) + d([do,. c.]. Ag,)
—{dc. N dbo,), (103)

where ~ means we went on-shell. We see that ©,. is a total
derivative and can be written as an integral over the

TABLE VI. Localization of the discrete variables.

boundary Oc* by Stokes theorem. As in the previous
section, there is a choice to make regarding which variable
keeps the derivative when we perform Stokes theorem.

C. Choice 1: Recovering the BF discretization

At this time, we make the following choice (we note
that the first term is the same polarization as the LQG
case [11]):

Onrcony [ ((dbesge) +({doencc).8ge) = cedday))
(104)
The boundary Oc* is made up of four triangles. Each

triangle is shared by two tetrahedra. The contribution from
each triangle, (cc’)*, is O cq):,

®BFCG ~ Z / ) ®(cc’)*
(CC’)* cc

®(cc’)* - <dbc’ Agc> - <dbc’v Agc’> + <[d60, Cc]’ Agc>
- <[dac” Cc’]v Agc’)
— (¢, dbo,) + (¢, dboy).

(105)

(106)

Proposition 2. The symplectic potential is given as a
sum of symplectic potential associated to the phase space
T*1SO(4).

/
Oprcc ~ O

— Z<Ah§',/ dbc>
(CC’)* (CC’)*
+ <[Ahz’,xz"1, / dac>
(ce')*
+ <xg’,5/ dac>,
(cc')*

where the discrete variables are obtained from the con-
tinuity equations from Table V.

Table VI provides the geometric structure which they are
attached to.

We note that we almost recover the same potential as in
the BF standard discretization (78). The difference comes
from a minus sign in the (x, V) sector. The reason is the
following. By adding the boundary term to go to the BFCG
action, we have swapped the polarization and we have

(107)

Links Dual faces

Edges

Triangles

h(“/) (S SO(4), X(ec!) S R4

bieery = f(cc,)* db, € 80*(4), V(ep) = f(cc,)* do,
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exchanged the configuration and momentum variables. If
we consider a symplectic form 6g A dp, this form is not
invariant under the exchange ¢ <> p, which leads to
op N 6qg = —6q N op. This is what we have done by
changing the polarization. The symplectic transformation
is instead given by ¢ — —p and p — ¢. Hence the V in the
BF discretization and the V in the BFCG discretization are
related by a minus sign.

Proof—We can use the continuity relations from
Table V to simplify © .-

Ocwry = (dbe, ARE) +

+ <x§', édo..),

(x¢, [do., ARS])
(108)

where we have defined AhS := 8h,yh,.
The total potential is now

@BFCG~§ <Ahg’,/ db >+<[Ahg’,xg’],/ dac>
(cd)* (cc')* (cc)*

+ <x§/,5/ dac>
(cc')*

<Ah(cc )» b(cc’)*> +

cc’)

+ (X

(109)

<[Ah(cc’) ’ x(cc’)]7 V(cc’)*>

—

)+ OV () (110)
The factors in Ozrcs can be associated to structures in the
cellular decomposition. We already saw that & is related
to the links in the dual cellular decomposition. Similarly x¢
is also associated to the links. The factors involving
integrals over triangles are associated to the triangles in
the cellular decomposition, which are dual to the links. The
discrete variables and where they live in the cellular
decomposition is summarized in Table VI which is the
same as Table III. u

D. Choice 2: Recovering the phase space of [23]

As we emphasized already, when using Stokes theorem,
there is a choice which is made on which variable will keep
the differential. We recall that we obtained the symplectic
potential for a given tetrahedron c*,

O, = (db. A dAg.) + d([do.. c]. Ag,)

—{dc. N dbo,). (111)
In the previous section we used Stokes theorem to write the
potential on the triangles bounding c¢*. In particular, the last
term was expressed as

(dc. N déo,) = d{c.,déc,), (112)

and when we determined the discrete variables, f(cc,)* do

was assigned to a triangular face. We can alternatively write
this term as

(dc. N dbo.) = —d(dc, N bo,). (113)
In performing Stokes theorem in this way, we will have
different discrete variables living on different structures in the
cellular decomposition. Let us first identify the discretized
variables and then the constraints associated to them.

1. Identifying the discrete variables

After performing Stokes theorem and applying the
continuity equations, the potential on the triangles is now

/ Oeery = / (d(b, + [cc.0.]), ARE)
(cc') ()
_ /( | dl(dec. 81 1)

+ / d(dc.,5c). (114)
(cc')

The last term is indeed a problematic one. In contrast to the
previous section, neither dc, nor 6¢¢ are constant and so we
must do some work to perform this integration. We shall
once again use Stokes theorem on each triangle and deal
with integrals over edges bounding triangles instead.

3 / d(de..6ss) = / (de..8st)
(cc')* (ec’)” (e’ Aeey

cc’)
o (dee, 36C).

—Z/

The first sum and the integral are over edges e. The second
sum is over the links (cc¢’) which make up the polygon e*
dual to the e. The factor efcc,) is either 1 or —1, depending

(115)

(116)

on whether the orientation of (cc¢’)* is aligned with e or not.
To illustrate, we take the example edge we have in Fig. 3.
The contribution of this edge to the potential is

(&

FIG. 3. An example of the type of edge used for illustrative
calculations. The edge is shown in red labeled by e with
surrounding nodes forming a triangle.
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|3 et
e(cc’)*ee*
- / (dey. 582 + / (des. 563 + / (des.scl)  (117)

= /(dcl’ (667 + h128g3hay + hi3663h3y)) (118)

e

= /<d01’5(€% + h1263hy1 + hi3cihay))

e

+/<[d017h12€%h2ﬂ,Ah%>

+/<[dcl»h13€éh31},Ah%>- (119)

In the second line, we were able to use the continuity
equation in the variable ¢ to base each term at the center 1
(an arbitrary choice). The second and third term involve
something proportional to Ak} and Ahj (the value of the
superscript and subscript are a result of the arbitrary choice
made to base everything at 1) and can therefore be absorbed
in the first term of (114) (since the total potential involves
summing over the links). This will be the source of a
nontrivial closure constraint for the tetrahedron.

The first term involves a combination of the continuity
variables c¢.

Here, as we alluded earlier, we need to take a specific
assumption on the behaviour of ¢, under consecutive
change of frames, as in (99).

Consider the three continuity equations for ¢ which are
satisfied on e = (12)* N (23)* n (31)*:

63 = hy (01 + dgi)hyy,
o1 = hi3(o5 + dch)hs,.

03 = hyy (07 + dg3)hos,
(120)

Putting these together we have

03 = h3yhy 1 hi303h31h 2003 + h32h21h13d€§h31h12h23

+ hayhaydgthy hyy + hapdgihas. (121)

Assuming7 that

03 = hyyhy 1303031203, (122)

and putting together (121) and (122), we get

"If we enforce the fact there is no curvature on the edges, this
assumption is obviously true. If we do not impose flatness right
away, we have to make this assumption to get to the relevant
result. Hence we can get our result, even though there is no
flatness, but such that our assumption is satisfied.

det + hy3dgihsy + hiadgihy = 0. (123)
And so we have that
61 + hizchhsy + hipgihyy = V¢, (124)

for some constant V¢, which then decorates the dual face
e*. This is exactly the expression which appears in the first
term of (119). Since V¢ is a constant, we are able to
consider [, dc; as our discrete variable associated to e and
V¢ as the discrete variable associated to the polygon e*.
The potential due to e is then

/F ( > (de., 558

> (e’ ) ee”

— <5V‘f*,/dcl> +/<[d€1,h12g%h21],Ah%>

+ /([dcl, hi3giha ], Al). (125)

Summarizing, the symplectic potential takes now the

shape
Ourcox ([ B.an)
(CC1> cc’)*

+Z</ dcce,5Vf.:>.

A lot has been concealed in writing Eq. (126). The label c,
is the choice of base point in the polygon dual to e (in the
example edge we took c, to be the node 1). We also
introduced Eg’. Simply put, this is shorthand notation for
everything which appears in ® next to AAS. The explicit
form of such a term depends on the choices of ¢, and so we
will not write it out in general. We will define l~7§/ in an
explicit example shortly.

We can now determine the discrete variables. The
discrete variables are b, = f(cc/)* b¢ € 80(4)* on tri-
angles, h.. € SO(4) on links dual to triangles, £, =
[, dc., € R* on edges, and V,. = V¢ on polygons dual
to an edge. The variables are summarized in Table VII
and Fig. 4.

The discrete potential looks just like that of (82), but with
the translation sector on the edges and dual faces instead of
the links and triangles.

(126)

{€as V) = =04 (127)
{/’la/}, b(r/)} — (J()’/)h)(lﬂ
{bap’ baﬁ} — ﬂaab/}ﬂ + ,,pﬁbcm - ”vﬁbpa _ ﬂpabaﬂ_ (128)
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TABLE VIL

Summary of discretization of BFCG theory. The key result is that b(...- depends on many variables,

namely c, ¢, and b, as illustrated in (130). In particular, we have integrations both on the triangle and some of the

edges forming its boundary.

Discrete variable

Definition in terms of continuous variables

Home in cellular complex

Ve, Linear combination of ¢’s around an edge Polygon e*, a face in the dual complex
?. /. de., Edge e of tetrahedron

h(cc’) hcc’ Links

bcery: f(cc’)* b¢ Triangles

For each edge e of the triangulation we have the deco-
rations 7, and V. which decorate, respectively, the edge
and the dual face, with a Poisson bracket (127). For each
link /, we have the decorations /; and b; which decorate,
respectively, the link and the triangle [*, with Poisson
brackets (128).

These variables satisfy a set of constraints different than
in the ones in the BF discretization. In order to justify these
constraints and see that they follow from the definitions of
the discrete variables in terms of the continuous functions,
we need to explicitly define l;il and make choices about
where to base the edge variables. In order to simplify these
expressions and be exhaustive, we will consider an explicit
example.

2. Explicit case: Example of the sphere

The triangulation we choose is that of the 4-simplex. The
space is divided into five tetrahedra. The centers of the five
tetrahedra will be labeled by integers {1,2,...,5}. The
vertices of the tetrahedra will be labeled by overlined
integers {1,2,...,5}. The tetrahedron i* will have vertices
{1,...,5}\i. A diagram indicating the orientation of the

FIG. 4. A link in red is decorated by a SO(4) holonomy, a dual
face is decorated by an element in R* = R*. An edge in blue is
decorated by an element in R*, the triangle in blue is decorated by
a 80%(4) @ R® element. The building blocks to construct the
discrete phase space are still isomorphic to T*ISO(4) since
(SO(4) X R™) X (80" x R*) = (SO(4) X R*) X (80" x R*)
T*ISO(4).

links and edges is shown in Fig. 5. The calculation on the
edges is just like in the example we did previously, since
each edge is dual to a triangle. The resulting dual face
variables are:

2 31

ViT =g thssed V3 = —hudd+hud -6
4] S1]°

Vi =G -G -hosed V3 =hud +hci+ g

23]* 2]
V[1 ] = hys; + hisct +¢f V[3 ]
V[1 ] :h13€§—h13€§—€‘1‘ V[1 !

= —h3563 — ) + hsscl

=¢ +h15€§ + hi26y

Vit =—hud -+ VT =G4 hngd +hisel.
(129)

In the above, we have always based the variables at the
lowest node in numerical order. This is a choice made
arbitrarily, any node which is a vertex of [ij|* would be
equally valid. The resulting expressions for the 8o0(4)*
variables are:

FIG. 5. The edges of the complex are shown with solid black
lines and the dual complex is shown with dotted red lines. The
arrows indicate the orientation chosen.
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b2y = / (db, —d[cy,01]) = [dcy,dS?))
3%3]

by = /_ (dby — d[cy, 05) — [dcy. dg3))
[]45]

bsay = [ (dhs = dles. o] = des et
125]

busy = /_ (dby — dcy. 04) = [dcy, dg3))
23]

by = /_ (dbs — dey, 04] = [des, dgi]) —
734

baay = /_ (dby = d[cy,0,] = [dey, dgi]) +
733

b(zs)* = / (db2 - d[Cz, 02] - [dCz, dgg])
I

biaiy = [ (dby = dies. o] ~ des. del) +
345)

by = /[E (dby — d[cy, 64] = [dey, dg3]) —

b(s3y = /_ (dbs — d[cs, 05] — [des, dg3]) —
124

Clearly there is a lack of symmetry due to the orientation
choices for the links.

3. Constraints

The discrete variables in this new polarization give rise to
a new set of constraints. We follow the terminology of [23]
to name the constraints.

Compared to the BF case, there are two sets of new
constraints: The 2-Gauss constraints encoding the triangles
are closed and the 2-flatness encoding that the dual
polyhedra are closed.

We then have the more usual sets of constraints, the 1-
Gauss constraints and the 1-flatness constraints. The latter
encodes that the holonomies along the links forming a
closed loop should be trivial. The former encodes that the
triangle decoration should be equal to a specific quantity.

Finally, there is also the edge simplicity constraints. This
constraint is actually implied if we have flatness, but can
hold without having flatness.

Let us review the explicit shape of the constraints.

2-Gauss constraints.—For each triangle in the simplex,
there is a constraint on the edge data. For example, for the
triangle (45)*,

h43f[3§]h43 + h41f[12_3]h14 + h42f[23_1]h24 = dcy = 0.

o[123]
(131)

dch hlzgghﬂ] + /_ [dcla h12€§h21]
45) [34]

i dCz, h23€§h32]

_\al\ﬁ\

d037 h34€2h43]

@\

ldesiel) - [ [des.cl
23]

EI\

[dcl,hmgihm] - /@] {dcl,hmé‘zz;hm]

[dcz, hzsgghsz]

' ldescl) - /_ (des. ] - /_ (des. ¢l

7] 23] 3]

(dey. 3] - /_ (dea, 5] + /_ (des. &)
31) 31)

e+ [ ldesicl)- [ [desiedl
[42] (12]

E\\

7

(130)

T

Such a constraint is the discrete analog of the constraint
d,C =0, since

C=gldcgeo dc=gCq' ©d°c=0
=g(dC+[g7'dg.Cl)g™" = g(dC +[A.C])g™!

In general, the edge variables ¢ corresponding to the
edges of a triangle sum to zero. The sum can only be
performed after each variable is transported to the appro-
priate node. The full list of triangle constraints in the
4-simplex are given below, as

(132)

g‘[‘m] . f[lz] i h4lf[23] n h42f[31]

gg124] — 31,”[12] + h5] [25] + h52f[ 1]

g[3125] _ f[12] [42] ~ hyy f[ 4]

g134] [31] f[z 44 hzwp[ 4]

g‘[‘ms] — —hy f[ﬁ] _ h41f[53] i h42f[51]

g[145] f[14] + hy f[ S 5[51]

gg234] — hs; f[23] t hss f[42] ¥ hs, ,,ﬂ[f_‘”

g[ﬁ] _ [15] [53] + 5[ 5]

g245] —hy, Z/ﬂ[lzs] _ f,g42] . f[lﬁ]

G = o 4 A A5 (133)
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The relative sign differences between terms comes from the
e?cc,) factor introduced above.

2-flatness.—This set of constraints is interpreted as the
closure of the dual polyhedra (tetrahedra in our illustrating
example). By Minkowski’s theorem, the sum of vectors
normal to faces of a polyhedron with magnitude equal to
the face area is zero. In this system, the analogous
quantities are the variables on the faces, V. For example,
the closure of the polyhedron dual to 1 is

hos VI gy VI VI YIS g (134

This follows directly from the definitions of the face
variables (also using VI = —VlUil). In our example,

Zb“

c'ie—>c!

Zﬁwﬂ—

there are five such polyhedron constraints shown
below,

Pl = hyy Vi gy + VI - 2T BT

P = VP B v v gy

P3 = hysVE hyy + VBV B v

P = VI IR Iy, B

S L e (135)

1-Gauss.—Due to the less trivial continuity equations for
the 30(4)* variables, the expression for the tetrahedron
constraints appears more cumbersome:

Z hcc’b(c’c)*hc’czo- (136)

cid—c

The explicit form of the sum depends on where we choose to base our variables £ and V, as well as the orientation of the
links. The first sum is a sum over the links, which have the source point at ¢, and the third sum is over links, which have their
target node at c. The second sum is over the edges such that #¢ and V¢ are based at c. If no # is based at c, this is just the
empty sum. With the variables defined above, we have the five constraints:

75:b51*
T* = bs)

+ b(s3)-
+ by

= hs4b sy hys
= ha1b(1ay-ha

— hsyb(3s)-has
— hy3b(zayhay

T3 = bisay + sty = haabiosy s = hssbisy-hsy = [0, Vi ] = [A47, V]

T? = b3y + bpsy — hasbao) hay

T' = by + baay — hisb@aiyhay = hisbsiyhs) —
25] 25]*

53] ., [53] 34 . ,[34]*
— [V = 1 v -

— hayybayhay — [58 VE = (51 VBT -

CINE
[fHS] [45] ] [K[B] V[23] ]

(137)

We emphasize that these constraints are realized by the definition of the fields. We expect them to be the discretization of the

constraint dyB + [C A Z] = 0.

Since these constraints do not seem to be very natural, let us illustrate in one example how this comes to be. For
concreteness, let us take 7> as an example. For convenience we recall the relevant triangle variables

b3y = /[m] (dby = dlcy, 05] = [dey, dg3]) + /_[dcz’ hy363h3]

b4y = /[E] (dby — d[c3, 03] — [dcs. de]) + /_ [dcs, hyygyhas)]

(138)
51
(139)
(12]
b1y = /_ (dby — d[c3, 03] — [dcs, dgl]) + /_[dc3,g§] - /_[dc3,g‘3‘] - /_[dc3,g§} (140)
(245] b5 25 5
(141)

b(53)* = /_(dbs —d[cs.,05] - [dc5,dg§]) - /_[dcs’gﬂ + /_[ch,gg] - /_ [dc5,g§].
124 42 42 [12]

Using the continuity equations, we can check that

046003-17



FLORIAN GIRELLI and PANAGIOTIS TSIMIKLIS

PHYS. REV. D 106, 046003 (2022)

—h3b 3y hy3 = / (=db3 + dcs, 03]) — /

(145]

and

—h3sbs3y-hs3 = /_ (=dby + d|c3, 03]) +/

[124] [42]

We now evaluate the sum involving the b variables,

b(3ay 4 b(31) — h3abazyhyy — hasb(sy)-hsy = /[125]

__d(b3—e3,03]) +/

[des. &3] (142)

[51]

[d031h35€;h53]—/@][dcs,hssé‘g]+/[E][d03vh35€gh53]- (143)

_ d(b3 - [03,63])
[245]

- [ ds=lesa= [ dbs=lesa) - [ fdesdet)= [ [descl

[145]

)

ey
™~

]

@2

[124] [125] [245]

(desshyei] + [ [des.el)= [ ldes = [ fdes.e)
25 25 45
+/_][d63,h35g§h53]—/[4_2][6163,%5@%]+/m][d63,h35€§h53]—/_ [dC3,€§'}

[51]
(144)

= [ (e + /  ldesé + A o ldenel

o[125] 245)

+ _[dc3,h34g2h43]+/_[dc3,g;]—/_[dc3,g‘3‘]—[1_5[dc3,g§]

25 25

+/_ [d037h35€§h53] —/@] [d03,h35G§} + /[E] [dC3’h35€gh53] - /_ [dc3,g‘3‘].

[42]

We have used the observation that the four surfaces we are
integrating over in the first four terms of the first line are the
boundary of the tetrahedron 1*. We then use Stokes
theorem to write it as derivative in the bulk of the
tetrahedron. We can then use that d> = 0 to say that the
first integral after the second equality vanishes. Next we
write out the integral fa[ﬁ] and |, o5 as integrals over

edges. We then collect terms:

bay + b1y — h3aba3y-has — hasb(sz)-hs;

- /[ﬁ] [des, &5 + h3agihas + h3sgihss]

+ /[4_2] [des, hashhsy — h3sed — 63 (146)
= [ VI 4 1P v, (147)

which is precisely 7° = 0.

Edge simplicity and 1-flatness.—Now let us consider the
edge simplicity constraint. We consider this condition

[51]
(145)

|
instead of the usual flatness constraint because it appears
as the less strict condition we must impose in order to
discretize the potential.

The edge simplicity constraint for a given edge e
follows directly from the property of the fields we intro-
duced in (97). By integrating this expression on the edge,
we just get

£ = ¢¢—h;'¢h, =0,

= 1l

(ciciy1)€De”

(148)

CiCip1®

This constraint can be viewed as the discretization of the
constraint [F' A C] = 0.

Similar constraints hold when V replaces #, which is
inherited from (122). This can be seen as a dual face
simplicity.

The 1-flatness constraint appears by constraining the
constants h,.. to form a flat closed holonomy along the
loop de*,
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(149)

he= [ hee, =1

(cicip1)€De*

This constraint implies the constraint (148).

V. 2-GROUP STRUCTURES

In this section, we put our findings in light of the higher
gauge theory context and its discretization. We first recall
quickly the concept of higher gauge theory mostly relying
on [5].

A. From 2-group to higher gauge theory
in a nutshell

There is a natural 2-group interpretation for the dis-
cretized symmetries we have obtained. We recall that a
(strict) 2-group can be seen as a crossed module,
(G,H,t,1>), which consists of a pair of (Lie) groups
(G,H) with a group homomorphism 7:H — G called
the target map and an action > of G on H. The target
map and the action must satisfy some compatibility
relations:

t(h) > W = hh'h™!, t(g> h) = gt(h)g™'. (150)
The crossed module is equipped with fwo product laws.
The first one is inherited from considering H > <G,

(h1, 1) * (hy, 92) = (i (g1 > ha), 9192),

(hg)™ =((gr> )" g7"). (151)

The other multiplication comes from the product of H,
(h1.g1)o(hy. g2) = (hiha, g1).

(h,g)™'e = (h7",1(h)g),

it g =t(h))gr. (152

and unit (1,9). (153)
We note that by demanding that the ¢ map is trivial, the
vertical composition implies that the holonomy g,g7!
is flat.

The notion of 2-Lie algebra, which can be exponentiated
to the Lie 2-group [31], is relevant to discuss the BF or
BFCG theories.

A Lie 2-algebra is given by the differentiation of the Lie
2-group [31]. A Lie 2-algebra can be given by the differ-
ential crossed module (LieG, LieH, 7, &), where both 7 and
a are obtained by differentiating r and >, respectively. The
compatibility relations are now

(@) () = b)), alt))O) = .y,

x € LieG, v,y € LieH. (154)

Equipped with the notion of the Lie 2-group and Lie
2-algebra, we can define the notion of higher gauge theory

[32]. Tt is specified in terms of a 1-connection, the usual
gauge connection, denoted A, a 1-form with value in
LieG, and a 2-connection, often noted B or X, a 2-form
with value in LieH. Together with these connections, we
get the associated curvatures. We have the 1-curvature,
which is the usual curvature found in gauge theory,
F(A) =dA+%[A A A]l. We also have the 2-curvature
which is given by G(X,A) = dZ + a(A)(X), where we
used the action of LieG on LieH. We note that the
1-curvature is actually specified in terms of 7(X),

F=1(%). (155)
Finally, we have the 1-gauge transformations and the
2-gauge transformations, parametrized by a group element
g € G and a I-form a € LieH, respectively, as

A =g 'Ag+ g ldg+(a), (156)

Y =a(9)(X)+da+ana. (157)

B. BF case

The four-dimensional BF action can be related to higher
gauge symmetries, more specifically to the (co)tangent
2-group, and at the continuum level to the associated
(co)tangent 2-Lie algebra [5].

1. Continuum level and 2-Lie algebra

The B-field, a 2-form with value in g* ~ R?, is usually
interpreted as a Lagrange multiplier implementing the fact
we are dealing with a flat connection. In the higher gauge
theory picture, we interpret it instead as a 2-connection,
while A with value in g is the 1-connection. The relevant
2-Lie group is given by the (co)tangent 2-group, with
H = LieG* ~RY, G, with G acting with the coadjoint
action on LieG* and the ¢ map is constant, t = 1. The
connections are valued in the associated Lie 2-algebras.

The translational symmetry of the BF action is then
interpreted as the 2-gauge transformation.

2. Discrete level and 2-Lie group

While the relevant 2-group is a (co)tangent 2-group, we
have obtained at the discrete level that this 2-group can
actually be seen as a pair of trivial 2-groups, i.e., a pair of
1-groups.

First on the dual complex, we have solely a decoration of
the links by the group elements in G. There are no
decoration on the dual faces. This means that the 2-group
is actually trivial, and we have®

8By H =1, we mean that the group is simply the identity
element. While the # = 1, we mean that to any element in H, the ¢
map associates the identity element in G.
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G=ISO0(4), H=1, =1, > trivial.  (158)

We note that the target map being trivial is also
equivalent to the dynamical constraint that the ISO(4)
holonomy on the links must be flat.

Second, on the triangulation we have no decoration on
the edges (so we can set equivalently any decoration to the
identity), but the triangles decorated by the Abelian group
R0~ i80(4)* are
G=1, H=R'"~i80(4)*, =1, > tivial. (159)

Finally, the two (trivial) 2-groups can be seen as dual to
each other, one being configuration, the other one momen-
tum space, and together form the (co)tangent 2-group. Put
together, we can set up a phase space for each (link, trivial
face decoration)/(trivial edge decoration, triangle), with
symplectic form given by (78).

Let us reformulate the previous statement. Locally the
cotangent bundle T*G ~ R? x G has a simple cross mod-
ule structure (with a trivial # map) and hence can be
interpreted as a 2-group. Since the cotangent bundle 7*G is
naturally equipped with a symplectic form, the 2-group is
also equipped with a symplectic form. This points towards
a possible generalization of the Heisenberg double [33] to

the 2-group context.

C. BFCG case

1. Continuum level and 2-Lie algebra

While the BFCG action we considered is actually
equivalent to a BF action, the 2-gauge structure is actually
different. Now the 2-connection is not given by the full
B = B + X field with value in LieG ~ i80(4)*, but by the
translational sector X only. The B-field component with
value in 80(4)* is now seen as a Lagrange multiplier. The
1-gauge connection is not the full connection A =A + C
but is A lying in the 30(4) sector, while the C component is
seen as a Lagrange multiplier. As a consequence this
means that the relevant gauge symmetry is the Euclidean
2-group SO(4) X R*.

While this might look to be a cosmetic change with
respect to the original Euclidean BF theory, it is actually
deeper than that. Indeed, the addition of the boundary term
modifying the Euclidean BF theory into the BFCG theory
can be seen as dualization, more exactly semidualization,
since we only dualize “half” of the Lie algebra i80(4),
namely the translational part. While the charge algebra is
not modified, the place where these charges will be
discretized is modified.

Said otherwise, in the BF formulation, the B-field, the
2-connection is seen solely as the momentum, and the
1-connection is solely the configuration variable. In con-
trast, in the BFCG case, we have that the momentum
variables are a mix of a l-connection C (in R*) and a

2-form B [in 80(4)*], while the configuration variables are
given in terms of the 1-connection A [in 80(4)] and the
2-connection T in R*,

Nevertheless, due to the equivalence with the Euclidean
BF theory, we still have the (co)tangent 2-group structure
present. To see how they still connect together we can move
to the discrete picture.

2. Discrete level and 2-Lie groups
First, on the dual complex, we have SO(4) holonomies
decorating the links and elements in R* decorating the dual
faces. We recognize this as the Euclidean 2-group,

G=S0(4), H=R*

t=1, I> canonical action of SO(4) onR*.  (160)
Once again, the target map being trivial is also equivalent to
the dynamical constraint stating that the SO(4) holonomy
on the links must be flat.

Second, on the triangulation, we have that the edges are
decorated by elements in R* ~R* and the triangles
decorated by the Abelian group R® ~ 80(4)*. Hence we
have the trivial cross module

G=R* H=R®~80(4)", r=1, >trivial. (161)

Finally, once again, the two 2-groups can be seen as dual
to each other. Put together, we can set up a phase space for
each (link, face)/(edge, triangle), with symplectic form
given by (126). The total phase space is again based on
T*1SO(4). This is where the equivalence with the usual
Euclidean BF formulation appears. As we recalled in the
previous section, T*ISO(4) can be seen as a cross module
equipped with a symplectic structure. Unlike in the BF
case, now the components of this 2-group are themselves
nontrivial 2-groups in the sense that both contain decora-
tion on the face/triangle. This puts further arguments that
the generalization of a 2-Heisenberg double, defined as a
2-group and seen as a phase space with both configuration
and momentum spaces being 2-groups might exist.

VI. OUTLOOK

We have revisited the discretization of 4D BF theory and
highlighted that this discretization (and in turns the quan-
tum theory) is very sensitive on the choice of boundary
terms. This is yet another example of the importance of
such boundary data in probing the quantum regime of a
gauge theory [2-4]. Here the boundary term just imple-
mented a partial change of polarization which allowed us to
rewrite the Euclidean BF theory as the BFCG theory. It was
already known that a full change of polarization leads, at
the discretized level, to the notion of the “BF vacuum” [8],
so that the kinematical symmetries are not the Lorentz ones
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(through the Gauss constraint) but instead the translational
ones (through the flatness constraint).

Here we performed only a partial change of polarization,
in the case where the gauge group is not the Lorentz group
but the Euclidean group. At the level of the action, this
implemented a change from a regular BF action to the
BFCG action. At the discrete level, one gets the usual phase
space built out of T*ISO(4) for each link of the dual
1-complex, which is the classical phase space behind the
standard notion of spin networks. With the partial change of
polarization, we obtain the phase space of the so-called G
networks, which are based on 2-group structures. We were
therefore able to recover the expression of the G-network
discrete variables in terms of the continuum variables.

Such identification is actually very important to relate
gravity to the BF or BFCG theory. Indeed, gravity can be
obtained at the continuum level by constraining the B field,
through the simplicity constraints [13,14,16].

In the BFCG case, what stands for the discretized B field
is actually a function of several of the continuous fields.
Hence demanding that such a discretized B field satisfies
the simplicity constraint is not equivalent to the continuum
simplicity constraint. This might explain why the discrete
simplicity constraint leads to such drastic reduction of the
model [13,14]. It would be interesting to see what the actual
relevant discretization of the simplicity constraint is for the
BFCG case, but we leave this question for the future.

The Euclidean BF theory or the BFCG theory are
equivalent up to a boundary term, so we expect them to
have the same physical content. We note that each theory
corresponds to different symmetries, both given in terms of
2-groups. In the BF case, we have a pair of trivial 2-groups,
where one of the groups is the trivial group, so that the
2-group is really a 1-group (decorating the links or the
triangles). In the BFCG case, we deal with the Euclidean
2-group and its dual. At the quantum level, amplitudes can
be constructed in terms of the representations of each
symmetry structure, be it the Euclidean 1-group or the
Euclidean 2-group. Since the two descriptions describe the
same theory, this means there must be some relation
between the amplitudes expressed in terms of the different

representation theories. Being able to identify the relation
explicitly would be extremely interesting.

In fact, some ideas on how to proceed could rely on the
concept of semidualization [34,35]. The algebraic structure
underlying the discretized BF structure, the cotangent
bundle 7*G, is the Drinfeld double b~ i30(4)><
i30(4)" ~ (R* > 80(4)) < (R* >180(4)*) as a Lie
algebra. To get to the BFCG formulation, we swapped
the sector R* and R*, which amounts to slicing d in a
different manner. This is illustrated in Fig. 6. Still as a Lie
algebra, the relevant Drinfeld double for the BFCG
formulation is still  but is now given by

b~ (R ><180(4)) < (R* ><180(4)*).  (162)
Let us recall quickly what semidualization is. If we
consider a pair of Lie algebras g; (equipped with some
cocycle), acting on each other so that we can consider the
big Lie algebra g; >< g,, then roughly the semi-dualization
is defined via the map
g1 4 gy — 6548, (163)
where « encodes a coaction. However since we are dealing
still with an Abelian group R*, there is no kick-back action
and no coaction upon semidualization. Note however that
the nontrivial 2-group appeared thanks to the semidualiza-
tion. We expect that a deformation of R* into a non-Abelian
group, such as AN(3), for example, would lead to non-
trivial interesting structures related to Majid’s bicross-
product construction [34].

This later consideration brings us to a natural extension
of the current work to include the cosmological constant.
Instead of working with ISO(4), we could work with an
SO(4, 1) BF theory. Under the semidualization we would
expect to recover the Poincaré 2-group decorating the dual
complex and a nontrivial 2-group on the triangulation given
by the crossed module AN X R®, which has a trivial # map.
Interestingly to be consistent with the Poisson structure,
these 2-groups should have some nontrivial Poisson struc-
ture (inherited from the coaction we just mentioned) so that

FIG. 6. Pictorial representation of the semidualization process relating the BF discretization to the BFCG one.
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they would be really quantum 2-groups under quantization.
Preliminary studies point to the apparition of the x-Poincaré
group and the k-Poincaré algebra. This is work in
progress [36].

During our discussion, we did not consider excitations of
any kind. We could decorate the vertices with 2-curvature
excitation, or the edges with 1-curvature excitation. While a
4D BF theory is naturally coupled with stringlike excitations
[37,38], it would be interesting to see how these are
expressed when using the nontrivial 2-gauge picture, i.e.,
the BFCG formulation. We leave this for later investigations.

Finally, we have discussed that BF theory has two main
discretizations, the standard one and the dual one where we
swap the full group with the dual Abelian group. We argued
that we can do a partial dualization where we swap only the
translational sector to recover the BFCG discretization. There
is therefore a fourth case, where we do a partial dualization on
the Lorentz sector. This would amount to a “dual” BFCG
discretization. We leave this case for later study.
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APPENDIX: CHARGE ALGEBRAS

1. BF case
The BF charge algebra is

{Py. Py} =85 4 (8y L Q) = =55 L 5Py
—0 (A2)

{(TaTa}=861(60 4Q)
:Ad(B/\[a’,aD—A/I(dAB/\[a/’aD (A3)

=T (Ad)

{‘-7(1’7)/3} = 5(1 a (5/3 | Q)
=Ad<[a,ﬂ] A A) +A<[a,ﬁ] A F)

+ A (da A dp) (A5)

= Ppa +/ (da A dp). (A06)
M

The brackets form a closed algebra up to the extra boundary
term in the 7, P bracket, which can be viewed as a central
extension. In the following we will focus on parameters
(a, p) which are constant on the boundary of M, so that this
central extension vanishes. When picking such parameters
we will call the charges, global charges.

2. BFCG case

We note that these charges follow directly from decom-
posing the fields in the charges of BF theory into the
subalgebra components. The resulting Poisson brackets are

{Ry.Ry}=0. {Kx.R;}=0, {Q.R;}=0. (A7)
{La Kx}= IC[X.a]v {Kx. Kx} =0, {L,, Qg} = Q[g.a],
(A8)
196,901 =0,  {Ly Ly} =Liwa (A9
We find again the central extension,
(Qufex} = Rixg - | (de 1 ).
(L0 Ry} = Ry + A (dY A da). (A10)

The Poisson brackets form a closed algebra.
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