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We have gone through a detailed calculation of the two-point correlation function of vector currents at
finite density and magnetic field by employing the real time formalism of finite temperature field theory and
Schwinger’s proper-time formalism. With respect to the direction of the external magnetic field, the parallel
and perpendicular components of electric conductivity for the degenerate relativistic fermionic matter are
obtained from the zero-momentum limit of the current-current correlator, using the Kubo formula. Our
quantum-field theoretical expressions and numerical estimations are compared with those obtained from
the relaxation-time approximation methods of kinetic theory and its Landau quantized extension, which
can be called classical and quantum results, respectively. All the results are merged in the classical domain
i.e., the high-density and low-density magnetic field region, but in the remaining (quantum) domain,
quantum results carry a quantized information like the Shubnikov-de Haas oscillation along the density and
magnetic field axes. We have obtained a completely new quantum-field theoretical expression for
perpendicular conductivity of degenerate relativistic fermionic matter. Interestingly, our quantum field
theoretical calculation provides a new mathematical form of the cyclotron frequency with respect to its
classical definition, which might require more future research to interpret the phenomena.
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I. INTRODUCTION

An extremely high density and strong magnetic field [1]
is naturally found in compact stars likewhite dwarf (WD)and
neutron stars (NS), which have long been studied as a focus
research problem of the nuclear and astrophysics sector.
These happen to be the dead remnants of massive stars, the
cores of which have collapsed during supernovae collision
and a complicated layer structure has formed leading to a
compact structure as the leftover; they are not massive
enough to form black holes because of an incomplete
collapse. Based on various studies [2,3], we know a gross
range from 1012 G [2] to 1015 G [3] for the surface magnetic
fields in NS. With increasing depth the density of matter
increases reaching up to ρ ¼ 2.8 × 1014 gm=cm3 [4]. At this

density nucleons cease to exist and the matter is made up of
quarks. From Maxwell’s equations, we know that magnetic
flux is conserved. This leads to the conclusion that the
strength of the magnetic field is >1016 G in the interior of
neutron stars and magnetars. The strength of the magnetic
field varies depending on the nature of the core. For a core
made up of neutrons the magnetic field produced is of the
order 1018 G and for a quark core [5] it is of the order of
1020 G [6]. This magnetic field strength of NS can have
ohmic decay profile, which depends on the electrical
conductivity of the NS [7]. To solve the relativistic mag-
netohydrodynamics equations for simulating magnetized
neutron stars or binary star mergers, the electrical conduc-
tivity of the crustal matter becomes an important input
[8–12]. Due to the recently observed gravitational wave
signal GW170817 [13], the binary-neutron star merger
simulation has gained attention, thus unfolding a new field
of research—multimessenger astronomy. In these connec-
tions, the microscopic calculation of electrical conductivity
in presence of a magnetic field might be an important
research topic. One can find a long history with a long list
of references (e.g., Refs. [14–17]) for the microscopic
calculation of electrical conductivity for compact star but
those references have not considered the impact of the
magnetic field. For those calculations at a finite magnetic
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field picture, the reader can go through the Refs. [18–24],
among which Refs. [20,22] have only explored the quantum
effect or Landau quantization aspect in the electrical con-
ductivity expressions.
A similar kind of microscopic calculations [25–38] in

high-temperature and low-density QCD matter, can be
produced in heavy ion collision (HIC) experiments like
relativistic heavy ion collision (RHIC) and large hadron
collider (LHC). By increasing the temperature, one can
expect the hadron to quark phase transition to occur at
nearly zero (net) quark/baryon density. This early Universe
environment can be expected in RHIC or LHC experi-
ments, where a huge magnetic field can also be created in
the peripheral collisions. One can expect a super-hot
massless quark gluon plasma (QGP) under a strong
magnetic field, whose conductivity expression for classical,
quantum field theory cases are respectively discussed in
Refs. [34,39]. Here, classical terminology is used for the
case, where no Landau quantizations have not been
considered and calculations are based on the relaxation
time approximation (RTA) based kinetic theory. One can
impose Landau quantizations into RTA expressions to get
their quantum expressions [37], but they are not same
exactly as Kubo expressions [39], which can be considered
as quantum field theoretical expressions. Similar to the
super-hot massless QGP at strong magnetic field in RHIC
or LHC experiments, the core of the NS [5,40] can have a
super-dense massless quark matter with a strong magnetic
field, whose classical to quantum estimation has been done
in Ref. [41]. In the present work, we will explore its
quantum field theoretical structure. Previously in Ref. [39],
we explored the same field theoretical structure in the high-
temperature and magnetic-field domain. Interestingly, the
field theoretical structure in the high-temperature and
magnetic-field domain, which is addressed in present
work, is showing an oscillatory pattern along the magnetic
field or density axis. This kind of oscillatory pattern in the
condensed matter field is well-known fact in the low-
temperature and strong-magnetic field domain and it is
popularly called Shubnikov-de Haas (SdH) effect [42–45]
or SdH oscillations where it was found that the resistivity
oscillates as a function of the magnetic field. The SdH
effect is a purely quantum mechanical effect. A similar
kind of quantized effect probably can be noticed in
quark core of NS, facing a strong magnetic field. This
possibility is indicated by Ref. [41] via RTA methods
with Landau quantization, while the present article
reveals the same possibility via quantum field theoretical
methods, carrying some enriched structure. With the help of
Schwinger’s proper-time methods [46–55] and the real time
formalism (RTF) of thermal field theory [56–62], we have
calculated the vector current-current correlation function
involving fermionic fields, whose zero-momentum limit,
based on Kubo-Zubarev formalism [63–66], provides a rich
field theoretical expression of conductivity.

The article is organized as follows. In Sec. II, we have
addressed the detail calculation of two-point function at
finite density and magnetic field, which at the end reaches
the final expressions of parallel and perpendicular conduc-
tivity components of degenerate quark matter. In Sec. III,
we have generated our quantum field theoretical resuluts,
which are compared with the classical and quantum results,
defined in an earlier work. In Sec. IV summarizes our
studies and zoom in the field theoretical ingredients, which
is addressed for first time here. Some anatomy of the
calculations are presented in the Appendix.
We use natural units in which ℏ ¼ c ¼ kB ¼ 1. The

metric tensor has signature gμν ¼ diagð1;−1;−1;−1Þ.
With respect to the ẑ-direction, we decompose any four
vector kμ as k ¼ ðkk þ k⊥Þ, where kμk ¼ gμνk kν and kμ⊥ ¼
gμν⊥ kν in which the corresponding decomposition of the
metric tensor is gμν¼ðgμνk þgμν⊥ Þ with gμνk ¼diagð1;0;0;−1Þ
and gμν⊥ ¼diagð0;−1;−1;0Þ. Note that, k2⊥¼−ðk2xþk2yÞ<0

is a spacelike vector.

II. FORMALISM

Let us consider a system of noninteracting charged
fermions of mass m and charge e > 0 in a constant
background magnetic field B ¼ Bẑ. The system is
described by the Lagrangian (density),

LDirac ¼ ψ̄ ½iγμDμ −m�ψ ; ð1Þ
where ψ ; ψ̄ are the conjugate Dirac fields, Dμ ¼ ∂μ þ ieÃμ

is the gauge-covariant derivative owing to the minimal
electromagnetic coupling, and, Ãμ ¼ Aμ þ Aμ

ext. Here, A
μ is

the dynamical photon field and Aμ
ext is the classical four-

potential arising from the background magnetic field. The
calculation will be valid even if the fermion field ψ is a
multiplet.
To calculate the electrical conductivity (σ), we first

require the in-medium thermodense magnetic-spectral
function ρμνðqÞ, calculated from the ensemble average of
the two-point correlation function of local vector currents,
given by [39]

ρμνðqÞ¼ tanh

�
q0

2T

�
Imi

Z
d4 xeiq·xhT CJμðxÞJνð0ÞiB11; ð2Þ

where JμðxÞ denotes the conserved Noether’s current
corresponding to the Uð1Þ global gauge symmetry of the
Lagrangian in Eq. (1), T C is the time ordering with respect
to the symmetric Schwinger-Keldysh contour C in the
complex time plane (shown in Fig. 1) as used in the RTF of
finite-temperature field theory [53,56–61], and, the sub-
script ‘11’ refers to the fact that the two points are on the
real horizontal segment of C. The explicit form of the
current JμðxÞ reads
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JμðxÞ ¼ eψ̄γμψ : ð3Þ
Using Eq. (3), we now calculate the two-point correla-

tion function hT CJμðxÞJνð0ÞiB11, the details of which are
provided in Appendix A. From Eq. (A8), we read off the
final result as

hT CJμðxÞJνð0ÞiB11 ¼ −
X∞
l¼0

X∞
n¼0

ZZ
d4p
ð2πÞ4

d4k
ð2πÞ4 e

−ix·ðp−kÞ

×D11ðpk; mnÞD11ðkk; mlÞN μν
ln ðk; pÞ;

ð4Þ
where ml ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ 2leB

p
is the effective Landau level

dependent mass, and,D11 andN
μν
ln are defined respectively

in Eqs. (A6) and (A10). On substituting Eq. (4) into Eq. (2)
and simplifying, we obtain (after a bit of algebra),

ρμνðqÞ ¼ − tanh

�
q0

2T

�
Im i

Z
d4k
ð2πÞ4

X∞
n¼0

X∞
l¼0

D11ðkk;mlÞ

×D11ðpk ¼ qk þ kk;mnÞN μν
ln ðk;p¼ qþ kÞ: ð5Þ

Again substituting the expression ofD11 from Eq. (A6) into
Eq. (5) and performing the dk0d2k⊥ integral, we get

ρμνðqÞ ¼ tanh

�
q0

2T

�
π
X∞
l¼0

X∞
n¼0

Z
∞

−∞

dkz
2π

1

4ωklωpn

× ½f1 − f−ðωklÞ − fþðωpnÞ þ 2f−ðωklÞfþðωpnÞgÑ μν
ln ðk0 ¼ −ωklÞδðq0 − ωkl − ωpnÞ

þ f1 − fþðωklÞ − f−ðωpnÞ þ 2fþðωklÞf−ðωpnÞgÑ μν
ln ðk0 ¼ ωklÞδðq0 þ ωkl þ ωpnÞ

þ f−f−ðωklÞ − f−ðωpnÞ þ 2f−ðωklÞf−ðωpnÞgÑ μν
ln ðk0 ¼ −ωklÞδðq0 − ωkl þ ωpnÞ

þ f−fþðωklÞ − fþðωpnÞ þ 2fþðωklÞfþðωpnÞgÑ μν
ln ðk0 ¼ ωklÞδðq0 þ ωkl − ωpnÞ�; ð6Þ

where ωkl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2z þm2

l

q
, ωpn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpz þ qzÞ2 þm2

n

p
, f�ðωÞ ¼ ½eðω∓μÞ=T þ 1�−1 are the Fermi-Dirac thermal distribution

functions, and, Ñ μν
ln ðkkÞ ¼

R d2k⊥
ð2πÞ2 N

μν
ln ðk; kÞ can be read off from Eq. (A19) as

Ñ μν
ln ðkkÞ ¼ e2

eB
π

½−4eBnδn−1l−1 g
μν
k − ðδnl þ δn−1l−1 Þf2kμkkνk − gμνk ðk2k −m2Þg þ ðδn−1l þ δnl−1Þðk2k −m2Þgμν⊥ �: ð7Þ

The right-hand side of Eq. (6) contains fourDirac delta functions and they give rise to the branch cuts of the spectral function
in the complex energy (q0) plane. The first two delta functions are called the unitary cutswhereas the last two delta functions are
termed as the Landau cuts. In order to calculate transport coefficients, we need to take the static (long-wavelength) limit i.e.,
q ¼ 0; q0 → 0 of the spectral function in Eq. (6), so that only the Landau cuts contribute and we are left with

ρμνðq0; q ¼ 0Þ ¼ tanh
�
q0

2T

�
π
X∞
l¼0

X∞
n¼0

Z
∞

−∞

dkz
2π

1

4ωklωkn

×

�
f−f−ðωklÞ − f−ðωknÞ þ 2f−ðωklÞf−ðωknÞgÑ μν

ln ðk0 ¼ −ωklÞδðq0 − ωkl þ ωknÞ

þ f−fþðωklÞ − fþðωknÞ þ 2fþðωklÞfþðωknÞgÑ μν
ln ðk0 ¼ ωklÞδðq0 þ ωkl − ωknÞ

�

¼ lim
Γ→0

tanh

�
q0

2T

�X∞
l¼0

X∞
n¼0

Z
∞

−∞

dkz
2π

1

4ωklωkn

×

�
f−f−ðωklÞ − f−ðωknÞ þ 2f−ðωklÞf−ðωknÞgÑ μν

ln ðk0 ¼ −ωklÞ
Γ

Γ2 þ ðq0 − ωkl þ ωknÞ2

þ f−fþðωklÞ − fþðωknÞ þ 2fþðωklÞfþðωknÞgÑ μν
ln ðk0 ¼ ωklÞ

Γ
Γ2 þ ðq0 þ ωkl − ωknÞ2

�
; ð8Þ

FIG. 1. The symmetric Schwinger-Keldysh contour C in the
complex time (τ) plane used in the RTF with t0 → ∞ and inverse
temperature β ¼ 1=T. The two horizontal segments of the
contour are labeled as ‘(1)’ and ‘(2)’, respectively.
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where in the last step, we have used the Breit-Wigner representation of the Dirac delta function
δðxÞ ¼ 1

π limΓ→0Imð 1
x−iΓÞ ¼ limΓ→0ð Γ

Γ2þx2Þ. The conductivity tensor σμν in the presence of external magnetic field is obtained

in the Kubo formalism by taking the zero-momentum limit of ρμν=q0, or alternatively by using L’Hôpital’s rule as

σμνðT; μ; BÞ ¼ ∂ρμν

∂q0

����
q¼0;q0→0

¼ lim
Γ→0

X∞
l¼0

X∞
n¼0

1

2T

Z
∞

−∞

dkz
2π

1

4ωklωkn

Γ
Γ2 þ ðωkl − ωknÞ2

× ½f−f−ðωklÞ − f−ðωknÞ þ 2f−ðωklÞf−ðωknÞgÑ μν
ln ðk0 ¼ −ωklÞ

þ f−fþðωklÞ − fþðωknÞ þ 2fþðωklÞfþðωknÞgÑ μν
ln ðk0 ¼ ωklÞ�: ð9Þ

Since our focal zone is the core of NS, where an extreme relativistic degenerate (super-dense massless) fermionic matter
can be expected, we will impose the T → 0 limit to Eq. (9). In order to take T → 0 limit to Eq. (9), we first rewrite it as

σμνðT; μ; BÞ ¼ −lim
Γ→0

X∞
l¼0

X∞
n¼0

1

2

Z
∞

−∞

dkz
2π

1

4ωklωkn

Γ
Γ2 þ ðωkl − ωknÞ2

×

��
f−ðωklÞ
f−ðωknÞ

∂

∂μ
f−ðωknÞ þ

f−ðωknÞ
f−ðωklÞ

∂

∂μ
f−ðωklÞ

	
Ñ μν

ln ðk0 ¼ −ωklÞ

þ
�
fþðωklÞ
fþðωknÞ

∂

∂μ
fþðωknÞ þ

fþðωknÞ
fþðωklÞ

∂

∂μ
fþðωklÞ

	
Ñ μν

ln ðk0 ¼ ωklÞ
�
: ð10Þ

In the zero-temperature limit, the thermal distribution func-
tion will behave like the Heaviside step function ΘðxÞ as

lim
T→0

f�ðωÞ ¼ lim
T→0

1

eðω∓μÞ=T þ 1
¼ Θð−ω� μÞ: ð11Þ

where, the step function is defined as

ΘðxÞ ¼
8<
:

1 if x > 0;

1=2 if x ¼ 0;

0 if x < 0:

ð12Þ

Using Eqs. (11) and (12) in Eq. (10), we get after some
simplifications

σμνðT → 0; μ; BÞ ¼ −lim
Γ→0

X∞
l¼0

X∞
n¼0

Z
∞

−∞

dkz
2π

1

4ωklωkn

Γ
Γ2 þ ðωkl − ωknÞ2

× ½fΘð−μ − ωklÞδð−μ − ωknÞ þ Θð−μ − ωknÞδð−μ − ωklÞgÑ μν
ln ðk0 ¼ −ωklÞ

þ fΘðμ − ωklÞδðμ − ωknÞ þ Θðμ − ωknÞδðμ − ωklÞgÑ μν
ln ðk0 ¼ ωklÞ�: ð13Þ

Finally considering the fermion chemical potential μ > 0, the antiparticle distributions will not contribute to the spectral
function. Even at low T and high density region, one can safely discard the subleading antiparticle contribution to the spectral
functions. Thus, ignoring the antiparticle part in Eq. (13), we get

σμνðT → 0; μ > 0; BÞ ¼ −lim
Γ→0

X∞
l¼0

X∞
n¼0

Z
∞

−∞

dkz
2π

1

4ωklωkn

Γ
Γ2 þ ðωkl − ωknÞ2

Ñ μν
ln ðk0 ¼ ωklÞ

× fΘðμ − ωklÞδðμ − ωknÞ þ Θðμ − ωknÞδðμ − ωklÞg: ð14Þ

In the presence of background magnetic field, all the transport coefficients including the electrical conductivity σμν

become anisotropic. The electrical conductivity parallel (k) and perpendicular (⊥) to the magnetic-field direction can be
calculated from

σk ¼ bαbβΔαμΔβνσ
μν; ð15Þ

σ⊥ ¼ −
1

2
ΞαβΔαμΔβνσ

μν; ð16Þ
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where, Δμν ¼ ðgμν − uμuνÞ is a projector orthogonal to uμ,
bμ ¼ 1

2B ε
μναβFναuβ, Fμν ¼ ð∂μAext

ν − ∂νAext
μ Þ is the electro-

magnetic field strength tensor, and, Ξμν ¼ ðΔμν þ bμbνÞ.
Here, uμ is the medium four-velocity. In the local rest frame
(LRF) of the medium uμLRF ≡ ð1; 0Þ and bμLRF ≡ ð0; ẑÞ. It
can be noticed that Eqs. (15) and (16) also yield the
following expressions of the parallel and perpendicular
conductivities in terms of different components of the
conductivity tensor,

σk ¼ σ33; ð17Þ

σ⊥ ¼ 1

2
ðσ11 þ σ22Þ; ð18Þ

which are easier to understand in terms of a physical
interpretation.
Until now, Γ in Eq. (14) is an infinitesimal parameter

corresponding to the Breit-Wigner representation of the
Dirac delta function. Since, we have taken a system of
noninteracting particles, the transport coefficients should
diverge (like the case of an ideal gas) and is apparent from
Eq. (14) in the limit Γ → 0. In order to get nondivergent
values of the electrical conductivity, we must consider finite
value of Γ > 0 which corresponds to switching on the
interactions among the particles, thus allowing dissipation
in the medium. Γ can be identified as the thermal width (or
the inverse of relaxation time τc). The thermal width Γ can
be calculated microscopically from the interaction
Lagrangian which involves the estimations of the scattering
cross sections (decay rates) among (of) the constituent
particles in the presence of a magnetic field [67–72]. In
present work, we will keep Γ as an input parameter and take
it of order of QCD scale Γ ≈ 102 MeV or its inverse time
scale (the relaxation time) τc ≈ 1 fm. Here our focal interest
will be to see the general structure of magnetothermody-
namical phase space in electrical conduction for any
degenerate and massless Dirac fluid. In the rest of the
calculation, we thus continue with a finite value of Γ.
Substituting Eq. (14) into Eqs. (15) and (16), we get

σk;⊥ðμ; BÞ ¼ −
X∞
l¼0

X∞
n¼0

Z
∞

−∞

dkz
2π

1

4ωklωkn

Γ
Γ2 þ ðωkl − ωknÞ2

× Ñ k;⊥
ln fΘðμ − ωklÞδðμ − ωknÞ

þ Θðμ − ωknÞδðμ − ωklÞg; ð19Þ
where

Ñ k
ln ¼ bαbβΔαμΔβνÑ

μν
ln ðk0 ¼ ωklÞ; ð20Þ

Ñ ⊥
ln ¼ −

1

2
ΞαβΔαμΔβνÑ

μν
ln ðk0 ¼ ωklÞ: ð21Þ

Substituting Eq. (7) into Eqs. (20) and (21) and simplifying,
we get

Ñ k
ln ¼ −2e2

eB
π

k2zð2 − δ0l Þδnl ; ð22Þ

Ñ ⊥
ln ¼ −2e2

ðeBÞ2
π

lðδn−1l þ δnl−1Þ: ð23Þ

Finally substituting Eqs. (22) and (23) into (19) and
performing the remaining dkz integral using the Dirac
delta function, we get after some long but straightforward
algebra, the following analytic expressions of the parallel
and perpendicular conductivities,

σk ¼ e2
�
eB
2π2

�
1

Γμ

Xlmax

l¼0

ð2 − δ0l Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 −m2

l

q
Θðμ −mlÞ; ð24Þ

σ⊥ ¼ e2
�
eB
2π2

�
Γ

Γ2 þ ðμ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − 2eB

p
Þ2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − 2eB

p

×
Xlmax

l¼1

ð2l − 1ÞeBffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 −m2

l

q Θðμ −mlÞ; ð25Þ

where

lmax ¼


μ2 −m2

2eB

�
; ð26Þ

in which the floor function bxc ¼ ‘largest integer less than
or equal to x’. It can be observed that the presence of the
Kronecker delta functions in Eqs. (22) and (23) have killed
one of the double sums of Eq. (19) and the presence of the
step functions Θðμ −mlÞ in Eqs. (24) and (25) have
restricted the upper limit of the infinite sum over index l
to lmax given in Eq. (26). The step function Θðμ −mlÞ also
ensures that μ has to be greater than 2eB for a non-
vanishing σ⊥.
It is also worth noticing that, the presence of the

Dirac delta functions in Eq. (14) have made the Fermi-
momentum along the ẑ direction kFzl to be quantized as

kFzl ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 −m2 − 2leB

q
; l ∈ f0;Zþg

¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 −m2

q
;�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 −m2 − 2eB

q
;…;

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 −m2 − 2lmaxeB

q
: ð27Þ

III. NUMERICAL RESULTS AND DISCUSSIONS

Lets us start our result section first by a simple graphical
representation of maximum value of Landau level lmax as a
function of eB and μ in Figs. 2(a) and 2(b), which will be
very useful to understand our latter results. We have plotted

integers values of lmax ¼ bμ2−m2

2eB c vs eB and μ in Figs. 2(a)
and 2(b) for massless fermionic matter at different values of
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μ and eB, respectively. Here one can see a rough transition
from continuous to quantized pattern as, we increase eB
and decrease μ. It may be considered as a visual transition
from a classical zone with low eB and/or high μ to a
quantum zone with high eB and/or low μ.
Next, our aim is to have numerical discussions of the

field theoretical expressions of conductivity components,
given in Eqs. (24) and (25). To understand the field
theoretical contribution in these expressions, let us quickly
recapitulate the classical and quantum mechanical expres-
sions of conductivity in magnetic fields from Ref. [41]. In
the presence of a magnetic field, the electrical conductivity
at zero temperature and finite μ is obtained from the RTA
formalism σk;⊥ as [41]

σRTAk;⊥ ¼ 2e2
Z

d3k
ð2πÞ3 τ

k;⊥
c

k⃗2

3ω2
k

δðωk − μÞ

¼ e2

3π2
ðμ2 −m2Þ3=2

μ
τk;⊥c ; ð28Þ

where ωk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k⃗2 þm2

p
is the single particle energy and

τk;⊥c are the effective relaxation times given by

τjjc ¼ τc; ð29Þ

τ⊥c ¼ τc

1þ τ2c
τ2B

; ð30Þ

in which τc is the relaxation time in the absence of magnetic
field and τB ¼ μ

eB is the inverse of cyclotron frequency. It is
noted that the actual definition of τB is given by τBðωkÞ ¼ ωk

eB
which becomes τB ¼ μ

eB in Eq. (28) due to the presence of the
Dirac delta function in the integrand. The RTA expression of
σk;⊥ which may be called the classical mechanical (CM)
expressions, gets modified on the imposition of Landau
quantization to the energy-momentum relation of charged

particles and we obtain the quantum mechanical (QM)
version of σk;⊥. The classical to quantum transformation
is done by hand to modify the energy-momentum relation

ωk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k⃗2 þm2

p
→ ωkl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2z þm2 þ 2leB

p
, where kz is

themomentumalong ẑ-direction (in thedirectionofmagnetic
field) and l is the Landau level. The modified QM expres-
sions are given by [41]

σQMk ¼
X∞
l¼0

αle2
eB
2π2

Z
∞

0

dkz
k2z
ω2
kl

τkcδðωkl − μÞ

¼ e2

2π2
eB

Xlmax

l¼0

αl

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − 2leB −m2

p
μ

τkc; ð31Þ

σQM⊥ ¼
X∞
l¼0

αle2
eB
2π2

Z
∞

0

dkz
leB
ω2
kl

τ⊥c δðωkl − μÞ

¼ e2

2π2
eB

Xlmax

l¼1

2leB

μ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − 2leB −m2

p τ⊥c ; ð32Þ

where αl ¼ ð2 − δ0l Þ and the summation has been performed

up to the highest Landau level lmax ¼ bμ2−m2

2eB c. Similar to the
RTA expressions σRTAk;⊥ and quantummechanical expressions

σQMk;⊥ , we can call the Kubo expressions of Eqs. (24) and (25)
as σQFTk;⊥ , since the calculations are based on quantum field

theory at finite μ and B.
Next, we have generated the curves for conductivity

components of RTA, QM, and QFT. In all the graphs, we
have considered the variations of the dimensionless quan-
tity σ=ðτcμ2Þ with eB and μ. We have also fixed τc ¼
Γ−1 ¼ 10 fm for all the results. An interesting part of our
results is the oscillatory behavior of the QM and QFT
curves, which can be realized as so-called Shubnikov-
de Haas (SdH) effect [42–45,53,73,74] or SdH oscillations.
In this effect, at low temperatures and at intense mag-
netic fields, the electrical conductivity can oscillate. This
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phenomena is quite well known in condensed matter
physics. The present work indicates a possibility of this
phenomena in compact star environment, where a strong
magnetic field is also expected in dense matter.
It has also been seen that SdH oscillations affect the

transport and thermodynamic properties of the material
[53]. It was shown in Ref. [53] that the free energy of a
compact star exhibits prominent oscillatory modes at low
temperatures and vanishing modes at higher temperatures.
The results of Ref. [53] is one of the pioneering works
where the oscillations were observed to occur in the
thermodynamic properties quark matter. The origin of this
effect is purely quantum mechanical. In the forthcoming
paragraphs, we have explored that quantum effect by
comparing the RTA, QM, and QFT curves, where the field
theoretical changes are our central attention as the main
contribution.
In Figs. 3(a) and 3(b), we have plotted the variation of

σjj=ðτcμ2Þ as a function of eB and μ for CM/RTA, QM, and
QFT estimations. Comparing Eqs. (24) and (31), we see
that the QM expression σQMk exactly matches with the

corresponding QFT expression σQFTk . However, the QM

expressions are obtained by imposing Landau quantization
on to the CM expression by hand, whereas, the QFT
expression is obtained from microscopic calculation in
terms of the in-medium spectral function. In Fig. 3(a), the
red colored solid horizontal line is the RTA curve which is
found to be independent of the magnetic field. This is
expected in the classical picture as the Lorentz force does
not do any work in the direction of magnetic field, but this
argument does not work for the QM or QFT picture. We
notice a magnetic field dependent parallel conductivity,
shown by blue line in Fig. 3(a), which cannot be explained
by classical Lorentz force only. Here we see the effect of the
Landau quantization of energies which gives rise to the
SdH effect leading to an oscillatory graph as shown by
Fig. 3(a).

From Fig. 2(a), we already know that lesser number of
Landau levels will contribute in conduction as the magnetic
field increases. Similarly, for fixed values of eB, as we
decrease μ, a lesser number of Landau levels will contribute
in conduction, which is shown in Fig. 2(b). Hence, the low
μ and large eB domain, where lesser number of Landau
levels will contribute, can be consider as quantum domain
because the microscopic energy quantization can be
revealed in a macroscopic quantity such as the conductivity.
An oscillatory conductivity in low μ and high eB zone is
observed because a lesser number of Landau levels will
contribute in conduction. The reader can understand this
fact from Figs. 3(a) and 3(b). The QM results were also
disclosed in Ref. [41]. So, based on present work and the
earlier Ref. [41], one can expected the SdH effect or
oscillatory pattern in the conductivity of dense quark
matter, which may exist in the core of an NS [5].
On the other hand, one can call the low eB and high μ

domain as classical domain since the CM and QM/QFT
curves of Figs. 3(a) and 3(b) are merged here. The reader
might be misguided by seeing the QM/QFT expressions,
given in Eqs. (24) and (31), which are proportional to eB
and seemed to be zero in the eB → 0 limit but it is not true.
For small values of eB, lmax of Eq. (26) will be quite larger
and it is through larger no of Landau level summation,
conductivity will converge towards a finite values instead
of being zero. In the limit eB → 0, the Landau levels will be
infinitesimally close to each other and the contributions
from an infinite number of such Landau levels add up to the
exact continuum result of the CM estimation. From a
numerical point of view, reaching eB ¼ 0 for QM/QFT
curves is quite difficult as for that case an infinite number of
Landau levels has to be summed ideally.
Next in Figs. 4(a)–(d), we have shown the variation of

σ⊥=ðτcμ2Þ as a function of eB and μ, respectively. Unlike
the CM expression of σk=ðτcμ2Þ, its perpendicular compo-
nent has additional μ and eB dependence due to the factor
1=f1þ ðτceBμ Þ2g in Eqs. (28) and (30). The factor for small
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values of eB and large values of μ become close to one. In
Figs. 4(c) and 4(d), horizontal black solid line indicates CM
curve at eB ¼ 0 and the red solid line is the perpendicular
component of the CM curves for two different values of eB.
They are merging at high μ but the perpendicular compo-
nent is suppressed from the horizontal line due to the factor.
When we generate their QM (dash line) and QFT (dotted
line) curves by using Eqs. (32) and (25), we get an
oscillatory pattern for both cases. Unlike the parallel
component case, the quantitative values of QM and QFT
expressions for parallel conductivity are different, which
can be understood either by comparing Eqs. (32) and (25)
or by minutely noticing the QM (dash line) and QFT
(dotted line) curves in Figs. 4(c) and 4(d). This difference is
due to the new finding with respect to earlier Ref. [41],
where QM estimations are presented. Also, we are probably
revealing this new QFT curve in dense sector for the first
time, whose difference from QM curve is probably con-
nected with a rich-field theoretical effect. The peaks are due
to the divergent term 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

μ2−m2−2lmaxB
p in the expression of σQM⊥

and σQFT⊥ . These oscillatory curves with a peak pattern will
fade as we transit from the quantum domain (low μ and
high eB) to the classical domain (high μ and low eB). The
merging of CM, QM, and QFT curves at high μ in Figs. 4(c)

and 4(d) and low eB in Figs. 4(a) and 4(b) is disclosing
that fact.
At low μ, the QM and QFT values of perpendicular

component can be zero, which is connected with the lowest
Landau level (LLL) approximation. Interestingly, the LLL
approximation of parallel components will give us nonzero
values,

σLLLk ¼ e2
�
eB
2π2

�
τc
μ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 −m2

q
Θðμ −mÞ; so that

σLLLk
τcμ

2
¼ e2

2π2

�
eB
μ2

�
for the massless case; ð33Þ

but the perpendicular component in the LLL approximation
become zero, σLLL⊥ ¼ 0. In this extreme low μ with
μ2 ≤ 2eB or high eB with eB ≥ μ2=2, which might be
considered as extreme quantum domain, there will be no
conduction in the perpendicular/transverse direction. It
means that the 3D anisotropic conduction picture will be
transformed to a 1D picture with an extreme anisotropic
conduction. We may find a particular domain, where the
quark core in NS can reach this LLL or 1D picture.
Due to the oscillating and spikelike nature of σ⊥ as

shown in Fig. 4, it is difficult to know the actual quantitative

10-3

10-2

10-1

 0.01  0.02  0.03  0.04

(a)

σ −−|
 / 

(τ
cμ

2 )

eB (GeV2)

CM, μ = 300 MeV
QM, μ = 300 MeV

QFT, μ = 300 MeV

10-3

10-2

10-1

 0.01  0.02  0.03  0.04
10-4

10-3

10-2

10-1

 0.01  0.02  0.03  0.04  0.05

(b)

σ −−|
 / 

( τ
cμ

2 )

eB (GeV2)

CM, μ = 400 MeV
QM, μ = 400 MeV

QFT, μ = 400 MeV
10-4

10-3

10-2

10-1

 0.01  0.02  0.03  0.04  0.05

10-4

10-3

10-2

10-1

100

 0.2  0.4  0.6  0.8  1

(c)

σ −−|
 / 

( τ
cμ

2 ) 

μ (GeV)

CM/QM/QFT, eB = 0

CM, eB = 0.05 GeV2

QM, eB = 0.05 GeV2

QFT, eB = 0.05 GeV2

10-4

10-3

10-2

10-1

100

 0.2  0.4  0.6  0.8  1
10-4

10-3

10-2

10-1

100

 0.2  0.4  0.6  0.8  1

(d)

σ −−|
 / 

( τ
cμ

2 ) 

μ (GeV)

CM/QM/QFT, eB = 0

CM, eB = 0.10 GeV2

QM, eB = 0.10 GeV2

QFT, eB = 0.10 GeV2

10-4

10-3

10-2

10-1

100

 0.2  0.4  0.6  0.8  1

FIG. 4. The variation of the CM, QM, and QFT estimation of σ⊥=ðτcμ2Þ as a function of (a) magnetic field for μ ¼ 300 MeV,
(b) magnetic field for μ ¼ 400 MeV, (c) fermion chemical potential for eB ¼ 0.05 GeV2, and (d) fermion chemical potential for
eB ¼ 0.10 GeV2. The corresponding eB ¼ 0 graphs are also shown in subfigures (c) and (d) for comparison.

SATAPATHY, GHOSH, and GHOSH PHYS. REV. D 106, 036006 (2022)

036006-8



difference between the QFT and QM estimations of the
perpendicular conductivity component. For this, we have
depicted the ratio σQFT⊥ =σQM⊥ as a function of the magnetic
field and fermion chemical potential in Figs. 5(a) and 5(b),
respectively. When eB or μ values changes, the integer
value of lmax ¼ bμ2=ð2eBÞc remains the same within a
particular interval but when eB or μ values enter into next
possible integer value of lmax, then a sudden spike appears
at the transition values eB ¼ μ2=ð2lmaxÞ or μ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2lmaxeB
p

.
Skipping those spike values at transition eB or μ points, we
can get a gross profile of the ratio σQFT⊥ =σQM⊥ along the eB
and μ axes. In the quantum domain (i.e., low μ and high eB
regions), the ratio becomes less than unity but it tends to
unity in classical domain (i.e., high μ and low eB regions)
where both the QM and QFT curves merge to the CM
curve. Hence, this deviation of ratio from unity signifies
that the QFT estimation carries a more enrich quantum
effect than the simple Landau quantization concept,
embedded in QM estimation. Before entering lowest
Landau level (where perpendicular transportation freezes)
the ratio receives maximum suppression (around 40%),
which is quite strong.
By comparing the CM, QM, and QFT expressions of

perpendicular components given in Eqs. (28), (32), and
(25) respectively, we want to point out another interesting
part of our present investigation. Similar to the classical

effective relaxation time τ⊥c ¼ τc=ð1þ τ2c
τ2B
Þ, we can recog-

nize the QFT-based effective relaxation time,

τ̃⊥c ¼ Γ
Γ2 þ ðμ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − 2eB

p
Þ2

¼ τc=

�
1þ τ2c

τ̃2B

�
; ð34Þ

where

1

τ̃B
¼

�
μ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − 2eB

q 


¼ eB
μ

�
1þ eB

2μ2
þ ðeBÞ2

2μ4
þ 5ðeBÞ3

8μ6
þ � � �

	

¼ 1

τB

�
1þ 1

2μτB
þ 1

2ðμτBÞ2
þ 5

8ðμτBÞ3
þ � � �

	
: ð35Þ

One can see that for 1
μτB

¼ eB
μ2

→ 0, τ̃B → τB as expected. So

the inverse of cyclotron frequency τB ¼ μ
eB in the classical

domain, i.e., small eB and large μ, will transform into

τ̃B¼τB=

�
1þ1

2

�
eB
μ2

�
þ1

2

�
eB
μ2

�
2

þ5

8

�
eB
μ2

�
3

þ���
	
; ð36Þ

as we go towards the quantum domain, i.e., large eB and
small μ. Interestingly, we can compare this fact with the
transition from the nonrelativistic (NR) energy momentum

relation ENR ¼ p2

2m to relativistic (R) series-type relation
ER ¼ ENR½1 − 1

4
ðpmÞ2 þ � � � :�, whose higher-order terms

become important as we gradually increase the momentum
p or velocity. Similarly, as we increase eB and/or decrease
μ or increase eB

μ2
, higher-order terms of Eq. (36) will be

important. So, one may get a comparative feelings between
this CM to QFT transition for effective cyclotron frequency
and the NR to R transition for kinetic energy. We are
addressing this fact for the first time; this probably carries
very important field-theoretical information.
In the quantum mechanical expressions, the reader

should notice that the classical quantity τB is still present
in σQM⊥ , so QM expressions carry a semiclassical picture of
particle quantization. Actually, the QM expression is
designed by imposing Landau quantization in the CM
expression. Therefore, the momentum integration is only
modified but other parts remain same as in the CM
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expression. A proper quantized picture is found in the field
theoretical expressions σQFT⊥ . This important difference
between CM/QM and QFT results manifests itself through
an analogy of the anisotropic factor 1

1þτ2c
τ2
B

in the CM/QM

sector to the factor Γ
ðμ−

ffiffiffiffiffiffiffiffiffiffiffi
μ2−2eB

p
Þ2þΓ2

in QFT sector. We have

taken the ratio of cyclotron time period for CM/QM to that
of QFT τB=τ̃B and plotted against eB and μ in Figs. 6(a) and
6(b) respectively, where a clear deviation from one is
noticed for quantum domain i.e., high eB and low μ
regions. We see that cyclotron time period for CM is larger
than that of QFT in that domain. It means that QFT push the
system with a larger cyclotron frequency and lesser cyclo-
tron time period, for which the anisotropic conduction will
also be increased.

IV. SUMMARY AND CONCLUSIONS

In the present work have explored the field theoretical
structure of the electrical conductivity of degenerate rela-
tivistic fermionic matter in presence of magnetic field. With
the help of Schwinger’s proper-time formalism, two-point
function of current-current correlator in the one-loop
diagram level is obtained for the degenerate fermionic
medium. Owing to the Kubo relation, the conductivity
tensor is realized as the zero-momentum limit of the
current-current correlator, whose one-loop level diagram
carries two propagators with two different Landau level
sumations. Due to the orthogonal properties of Laguerre
polynomials, the conduction along perpendicular direction
selects �1 differences of Landau levels of propagators,
while parallel conduction selects propagators with same
Landau levels. This fact is well established in our earlier
work [39] for finite-temperature calculation, which is
modified in the present work for the finite density picture
relevant for compact star environment.
After going through a rigorous calculation, based on

real-time formalism thermal-field theory, we finally get

very simple algebric relations with a Landau level sum-
mation. Based on the relaxation-time approximation (RTA)
method, Ref. [41] has obtained similar kinds of algebric
expressions for degenerate fermionic matter, which is
called the classical mechanical (CM) expressions, and its
Landau quantization extension is called the quantum
mechanical expressions for distinguishing them from our
quantum field theoretical expressions, addressed in present
work. The background of CM and QM expressions are the
RTA-based kinetic theory approach but the background of
the QFT expression is the Kubo approach. Their back-
ground methods are completely different. However, the
interesting news revealed by the present work, is that the
QFT expression is exactly same as the QM expression for
the parallel conductivity component but they are different
for the perpendicular component. It is the nonzero cyclo-
tron frequency which is entered into the CM expression of
the perpendicular component of electrical conductivity and
is responsible for reducing its conduction along the
perpendicular direction with respect to its parallel compo-
nent. In the QFT expression of perpendicular conductivity,
we get a completely new expression of cyclotron frequency,
which become much larger than its classical values in the
quantum domain. Low chemical potentials and high mag-
netic fields can be considered as the quantum domain,
where the parallel and perpendicular conductivity compo-
nents get an oscillating pattern like the Shubnikov-de Haas
(SdH) oscillation, which is a well-known phenomenon in
condensed matter physics. The present work anticipates a
possibility of SdH or quantized patterns of conductivity
tensor in the compact star environment, which may demand
more future works related with this particular topic from
theoretical and phenomenological sides of the astrophysics
sector.
Finally, let us locate the limitation of our present

calculation. We are confined here within the one-loop
calculation but for a real system, having the interaction
Lagrangian density, infinite-order ladder diagrams [75,76]
have to be considered as they all may contribute in same
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order of magnitude. Such resummation of the ladder
diagrams in the presence of external magnetic fields in
the calculation of the longitudinal conductivity of quark
matter has been performed using the LLL approximation in
Ref. [77] and including all the Landau levels in Ref. [78].
At present, there are no other calculations for the transverse
conductivity done in QM and QFT approaches which can
support our findings or bring a more clear picture on the
issues, like whether QFT is a more mature expression than
QM or not; and whether the difference between QFT and
QM is sensible or not. Finally, we also note that, in the
Kubo approach at nonzero magnetic field, we introduced
the finite thermal width Γ as a parameter (by hand) instead
of calculating it from the interaction Lagrangian.
Depending upon the systems, we have to consider the
corresponding interaction Lagrangian density and have to
calculate Γ from it. These all are future scopes for the
extension of the present work.
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APPENDIX A: CALCULATION OF THE
TWO-POINT CORRELATION FUNCTION

In this appendix, we will calculate the two-point vector
current correlation function hT CJμðxÞJνðyÞiB11 in the pres-
ence of external magnetic field. We have from Eq. (3)

hT cJμðxÞJνðyÞiB11 ¼ e2hT cψ̄ðxÞγμψðxÞψ̄ðyÞγνψðyÞiB11:
ðA1Þ

Applying Wick’s theorem on the right-hand side of
Eq. (A1) yields

hT cJμðxÞJνðyÞiB11 ¼ e2hT Cψ̄ðxÞγμψðxÞψ̄ðyÞ
j j

γνψðyÞiB11
j j

¼ −e2TrfγμSB11ðx; yÞγνSB11ðy; xÞg; ðA2Þ

where, SB11ðx; yÞ ¼ hT CψðxÞψ̄ðyÞ
j j

iB11 denotes the 11-
component of the coordinate space thermodense-magnetic
Dirac propagator in RTF. It is to be noted that Eq. (A2)
remains valid even if the fermion field ψ is a multiplet, in
which case, the traces will have to be taken over all the

spaces belonging to the multiplet in addition to the Dirac
space. The magnetized Dirac propagator SB11ðx; yÞ ¼
Φðx; yÞSB11ðx − yÞ is not translationally invariant due to
the gauge-dependent phase factor Φðx; yÞ (which explicitly
breaks the translational invariance) however, it can partially
be Fourier transformed to the momentum space as

SB11ðx; yÞ ¼ Φðx; yÞ
Z

d4p
ð2πÞ4 e

−ip·ðx−yÞð−iSB11ðpÞÞ; ðA3Þ

where, SB11ðpÞ is the 11-component of the momentum
space-free thermodense-magnetic Dirac propagator in
RTF whose explicit form reads [46,79,80]

SB11ðpÞ ¼
X∞
l¼0

ð−1Þle−αpDlðpÞD11ðpk; mlÞ: ðA4Þ

In the above equation, l denotes the Landau level index,

αp ¼ − p2⊥
eB ≥ 0, ml ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ 2leB

p
is the “Landau level

dependent effective mass”, DlðpÞ contains the complicated
Dirac structure involving the Laguerre polynomials as

DlðpÞ ¼ ðpk þmÞ½ð1þ iγ1γ2ÞLlð2αpÞ
− ð1 − iγ1γ2ÞLl−1ð2αpÞ� − 4p⊥L1

l−1ð2αpÞ; ðA5Þ

with the convention L−1ðzÞ ¼ L1
−1ðzÞ ¼ 0, and D11ðp;mÞ

is given by

D11ðp;mÞ¼
�

−1
p2−m2þiϵ

−ξðp:uÞ2πiδðp2−m2Þ
�
; ðA6Þ

in which ξðxÞ ¼ ΘðxÞfþðxÞ þ Θð−xÞf−ð−xÞ, f�ðxÞ ¼
½eðx∓μÞ=T þ 1�−1 are the Fermi-Dirac thermal distribution
functions, and uμ is the medium four-velocity. In the local
rest frame (LRF) of the medium uμLRF ≡ ð1; 0⃗Þ.
Substituting Eq. (A3) into Eq. (A2), we get

hT CJμðxÞJνðyÞiB11
¼ e2Φðx; yÞΦðy; xÞ

ZZ
d4p
ð2πÞ4

d4k
ð2πÞ4 e

−iðx−yÞ·ðp−kÞ

× TrfγμSB11ðpÞγνSB11ðkÞg: ðA7Þ

Again substituting Eq. (A4) into Eq. (A7) and using
the fact that Φðx; yÞΦðy; xÞ ¼ 1, we get (after a bit of
simplification)

hT CJμðxÞJνðyÞiB11
¼ −

X∞
l¼0

X∞
n¼0

ZZ
d4p
ð2πÞ4

d4k
ð2πÞ4 e

−iðx−yÞ·ðp−kÞ

×D11ðpk; mnÞD11ðkk; mlÞN μν
ln ðk; pÞ; ðA8Þ
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where

N μν
ln ðk; pÞ ¼ −e2ð−1Þlþne−αk−αpTrfγμDnðpÞγνDlðkÞg:

ðA9Þ

In the calculation of the electrical conductivity,
we actually require the expressions of N μν

ln ðk; kÞ and

Ñ μν
ln ðkkÞ ¼

R d2k⊥
ð2πÞ2 N

μν
ln ðk; kÞ. From Eq. (A9), we get (after

evaluating the traces over Dirac matrices)

N μν
ln ðk; kÞ ¼ −8e2½8ð2kμ⊥kν⊥ − k2⊥gμνÞBlnðk2⊥Þ

þ f2kμkkνk − gμνk ðk2k −m2ÞgClnðk2⊥Þ
þ gμν⊥ ðk2k −m2ÞDlnðk2⊥Þ
þ 2ðkνkkμ⊥ þ kμkk

ν⊥ÞElnðk2⊥Þ�; ðA10Þ

where

Blnðk2⊥Þ ¼ ð−1Þlþne−2αkL1
l−1ð2αkÞL1

n−1ð2αkÞ; ðA11Þ

Clnðk2⊥Þ ¼ ð−1Þlþne−2αkfLl−1ð2αkÞLn−1ð2αkÞ
þ Llð2αkÞLnð2αkÞg; ðA12Þ

Dlnðk2⊥Þ ¼ ð−1Þlþne−2αkfLlð2αkÞLn−1ð2αkÞ
þ Ll−1ð2αkÞLnð2αkÞg; ðA13Þ

Elnðk2⊥Þ ¼ð−1Þlþne−2αkfLl−1ð2αkÞL1
n−1ð2αkÞ

− Llð2αkÞL1
n−1ð2αkÞ:

þ L1
l−1ð2αkÞLn−1ð2αkÞ

− L1
l−1ð2αkÞLnð2αkÞg: ðA14Þ

Using Eq. (A10), we obtain

Ñ μν
ln ðkkÞ ¼

Z
d2k⊥
ð2πÞ2N

μν
ln ðk; kÞ

¼ 8e2½8Bð2Þ
ln g

μν
k − Cð0Þln f2kμkkνk − gμνk ðk2k −m2Þg

−Dð0Þ
ln ðk2k −m2Þgμν⊥ �; ðA15Þ

where

BðjÞ
ln ¼

Z
d2k⊥
ð2πÞ2 Blnðk2⊥Þðk2⊥Þj=2; ðA16Þ

CðjÞln ¼
Z

d2k⊥
ð2πÞ2 Clnðk

2⊥Þðk2⊥Þj=2; ðA17Þ

DðjÞ
ln ¼

Z
d2k⊥
ð2πÞ2Dlnðk2⊥Þðk2⊥Þj=2: ðA18Þ

Exploiting the orthogonality of the Laguerre polyno-
mials present in the functions Blnðk2⊥Þ, Clnðk2⊥Þ, and,
Dlnðk2⊥Þ, the d2k⊥ integrals of Eqs. (A16)–(A18) are
performed and the analytic expressions of the quantities

BðjÞ
ln , CðjÞln , and, DðjÞ

ln are provided in Appendix B. On
substituting Eqs. (B3)–(B5) into Eq. (A15), we finally
arrive at

Ñ μν
ln ðkkÞ ¼

Z
d2k⊥
ð2πÞ2N

μν
ln ðk; kÞ

¼ e2
eB
π

½−4eBnδn−1l−1 g
μν
k

− ðδnl þ δn−1l−1 Þf2kμkkνk − gμνk ðk2k −m2Þg
þ ðδn−1l þ δnl−1Þðk2k −m2Þgμν⊥ �: ðA19Þ

APPENDIX B: ANALYTIC EXPRESSIONS
OF BðjÞ

ln , C
ðjÞ
ln , AND, D

ðjÞ
ln

Using the orthogonality of the Laguerre polynomials, the
following integral identities can be derived

Z
d2k⊥
ð2πÞ2 e

−2αkL1
l−1ð2αkÞL1

n−1ð2αkÞk2⊥ ¼ −
ðeBÞ2
16π

nδn−1l−1 ;

ðB1Þ
Z

d2k⊥
ð2πÞ2 e

−2αkLlð2αkÞLnð2αkÞ ¼
eB
8π

δnl : ðB2Þ

Using Eqs. (B1) and (B1), we now perform the d2k⊥
integrals of Eqs. (A16)–(A18) and obtain

Bð2Þ
ln ¼ −

ðeBÞ2
16π

nδn−1l−1 ; ðB3Þ

Cð0Þln ¼ eB
8π

ðδnl þ δn−1l−1 Þ; ðB4Þ

Dð0Þ
ln ¼ −

eB
8π

ðδn−1l þ δnl−1Þ: ðB5Þ

It is to be noted that, the Kronecker delta function having a
negative index is always zero (i.e., δ−1−1 ¼ 0). This is due to
restrictions on the Laguerre polynomials L−1ðzÞ ¼
L1
−1ðzÞ ¼ 0 used in defining the magnetized Dirac propa-

gator in Eq. (A6).
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