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The Moon blocks cosmic rays, causing a deficit in their flux from its direction. Characterizing this Moon
shadow is a technique used by cosmic ray air shower experiments to calibrate their angular resolution and
validate the pointing accuracy. The GRAPES-3 air shower array, located in Ooty, India consists of an array
of scintillator detectors and a large area muon telescope. It is sensitive to the measurement of cosmic ray
and gamma ray induced showers in the TeV-PeVenergy range. The timing measurements of the scintillator
detectors were improved after upgrading the time-to-digital converters and coaxial cables in late 2012. The
propagation delay of photomultiplier signal in coaxial cables were accurately determined on hourly basis
using a random walk technique. The correction of shower front curvature for its dependence on the shower
size and age together with accurate timing measurements led to a better angular resolution estimated using
array division methods reported elsewhere [Jhansi et al., J. Cosmol. Astropart. Phys. 07 (2020) 024]. In this
paper, we discuss the validation of the angular resolution by observing the shadow of the Moon in cosmic
ray flux using 3 years (2014 to 2016) of air shower data recorded during the postupgrade period. The
angular resolution of the array was estimated to be 0.83°� 0.09° with a statistical significance of 9.1σ and
pointing accuracy along the right ascension and declination directions were obtained to be 0.032°� 0.004°
and 0.09°� 0.003° for showers of energy >5 TeV, containing about 95% of triggered showers. The
angular resolution improves to 0.38°� 0.06° and 0.29°� 0.06° for energy >100 TeV and >200 TeV
respectively. The results are consistent with the values obtained from array division methods and are
comparable to several air shower arrays that are located at almost twice the altitude of GRAPES-3. The
improved angular resolution together with the accurate pointing increases the ability of GRAPES-3 to
detect multi-TeV gamma ray sources.

DOI: 10.1103/PhysRevD.106.022009

I. INTRODUCTION

The past two decades have witnessed tremendous
progress in the field of gamma ray astronomy. Gamma
rays are not deflected by the interstellar magnetic fields.
Thus, their arrival direction can point to their source,

enabling to use them as an effective probe for the origin
of cosmic rays. Currently the ground based air shower
experiments provide the only feasible way to study gamma
ray sources above 100 TeV because of their large effective
area, wide field of view and nearly 100% duty cycle. The
air shower arrays such as Tibet ASγ [1], HAWC [2], and
LHAASO [3,4] have observed several gamma ray sources
in the recent past exceeding 100 TeV energy. These results*pkm@tifr.res.in
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have generated considerable excitement in the field since
sub-PeV gamma rays could be linked to the source of PeV
cosmic rays. Gamma ray observation at multi-TeVenergies
is challenging due to their extremely low flux and an
overwhelming cosmic ray background of several orders of
magnitude. Air shower arrays with good angular resolution
and muon measurements could achieve a large rejection of
the cosmic ray background. Good angular resolution can be
achieved by installing detectors at high altitude location,
keeping the interdetector separation to be as small as
possible and making accurate measurements of the arrival
time of the shower particles.
The angular resolution can be estimated using array

division methods, i.e., dividing the array into subarrays
consisting of left and right or even and odd numbered
detectors [5]. However, accurate measurement of angular
resolution can be obtained by observing the shadow of the
Moon in the cosmic ray flux. Due to their charged nature,
cosmic ray directions are randomized by the interstellar
magnetic fields resulting in an isotropic distribution of their
flux. The Moon blocks cosmic rays, preventing them from
reaching the Earth. As seen from the Earth, the average
angular radius of the Moon is 0.26°. However, it various
over 10 to 15% during its orbital period of 27.3 days of the
Moon. The shape and magnitude of the deficit provides a
measure of the angular resolution of the array, whereas the
location of the maximum deficit provides its pointing
accuracy. This method was first proposed by Clark [6]
and was afterwards used by various air shower experiments
such as CYGNUS [7], Tibet ASγ [8], CASA [9], ARGO-
YBJ [10], and HAWC [11] to estimate their angular
resolutions. Underground experiments such as MACRO
[12], SOUDAN [13], L3 [14], MINOS [15], IceCube [16]
and ANTARES [17] have also used the shadow of the
Moon in high energy muons for determining their angular
resolutions.
In the past, the angular resolution of the GRAPES-3

scintillator array was estimated from the cosmic ray shadow
of the Moon using 4 years of shower data spanning 2000–
2003 [5]. Since then, the array has undergone several
upgrades. These include: (1) upgrade of the scintillator
detectors from a traditional design to a wavelength shifting
(WLS) fiber based design [18], (2) replacement of com-
mercial time to digital converters (TDC) with an in-house
developed 32-channel high performance TDC called as
HPTDC [19], (3) using low attenuation coaxial cables
namely 5D2V for better timingmeasurements, and (4) accu-
rate measurement of time offsets with a random walk
technique [20]. Further, the curvature in the shower front
and its dependence on shower size (Ne) and age (s) was
obtained [20]. This is in contrast to the earlier analysis
where a constant curvature value (0.215 nsm−1) was used
[5]. All these helped to achieve a major improvement in the
angular resolution as determined and demonstrated using
array division methods [20]. In this paper, we present the

validation of the angular resolution and determination of
pointing accuracy of the array using Moon shadow
technique.

II. THE GRAPES-3 EXPERIMENT

The GRAPES-3 is an air shower experiment located at
Ooty (11.4°N, 76.7°E and 2200 m a.s.l.) in Tamil Nadu,
India. Its near equatorial location provides a unique
opportunity to study gamma ray sources, in both
Northern as well as the Southern hemispheres. The array
started taking data in 2000 with 217 plastic scintillator
detectors of 1 m2 area each placed with an inter-detector
separation of 8 m [21]. These detectors are based on a
traditional cone type design wherein the photon collection
is by a photomultiplier tube located 60 cm above the
scintillators. Later the array was upgraded with plastic
scintillator detectors read out using wavelength shifting
fibers [18,22]. The array currently consists of 400 scintil-
lator detectors spread over an area of 25000 m2. A large
area (560 m2) muon telescope is located near the periphery
of the array as shown in Fig. 1. This consists of 16 modules
of 35 m2 area each, used to measure the muon content in
the air shower [23]. Each scintillator detector is designed to
record the densities and arrival times of the particles in the
shower using a charge sensing analog to digital converter
(qADC) and TDC respectively. In late 2012, the commer-
cial TDCs were replaced with an in-house developed 32
channel high performance TDC (HPTDC), based on an
ASIC developed by microelectronics group at CERN,
Geneva [19]. The HPTDCs were operated with a digitiza-
tion accuracy of 195 ps per count and in a dynamic range of
3.5 μs, over which it has exhibited an excellent linearity.
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FIG. 1. Schematic diagram of the GRAPES-3 experiment with
the scintillator detectors represented by blue solid square and the
muon telescope modules represented by red open square. The
fiducial area is bounded by dash lines.
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III. ANALYSIS AND RESULTS

For this analysis, we have used three years of shower
data, recorded between 1 January 2014 and 31 December
2016, comprising total 2.98 × 109 events with a live time of
994.1 days. The showers were reconstructed using the
Nishimura-Kamata-Greisen (NKG) lateral distribution
function [24,25]. A log-likelihood method using the
MINUIT algorithm [26] was used for the minimization
[27]. Various shower parameters of the shower such as
core location (Xc, Yc), Ne, and s were obtained from the
minimization. The curvature of the shower front was
corrected based on Ne and s which is described elsewhere
[20]. Next, a plane fit to the relative arrival times of shower
particles recorded at different scintillator detectors is
performed to obtain the direction of the shower in terms
of zenith angle (θ) and azimuth angle (ϕ). Five more
iterations for the direction reconstruction were performed
after identifying and removing detectors recorded with
significant deviations from the expected arrival times. For
this, the root mean square (RMS) deviation was calculated
by comparing the observed arrival times with the expected
arrival times using the parameters from the plane fit.
A detailed description of the outlier removal procedure
can be found elsewhere [20]. A detector was identified as
outlier detector if the deviation of the arrival time from the
expected front was >ð2 × RMS) for log10ðNeÞ ≤ 4.1 and
>(1.5 × RMS) for log10ðNeÞ > 4.1. Figure 2 shows the
results of angular resolution for various iterations. It can be
seen that the removal of outliers significantly improved the
angular resolution as determined using the left-right array
division method [20]. In this method, the array is divided
into a “left” and a “right” subarray. For each shower, a line
joining its core and the array center is used as the dividing
line for the two subarrays. Even though the improvement in
angular resolution is significant after the first round of

outlier removal, the optimum number of iterations was
found to be two.
Several criteria were imposed to select high quality data.

Showers with successful NKG fit, as judged by the
convergence of the fit matrix were selected. Very high
energy showers with cores landing outside of the array
could be misreconstructed to have their cores lying inside
the array, due to partial information recorded by the array.
To reduce the contamination from such showers, only the
reconstructed cores within a fiducial area (∼14500 m2)
enclosed by the dashed line as shown in Fig. 1 were
selected. This excludes the two outermost rings of detec-
tors. A further cut was imposed on the shower age
parameter “s,” to be between 0.2 and 1.8. Only events
with reconstructed θ < 40° are selected. After imposing all
these criteria, ∼1.65 × 109 showers remained for further
analysis. The angular resolution obtained using the left-
right method separately for years 2014, 2015 and 2016 are
shown in Fig. 3. The resolutions are very similar between
the years, demonstrating that the quality of the data
remained almost unchanged.
To find the relationship between the shower size and its

primary energy, we employed a Monte Carlo simulation of
proton primaries using the CORSIKA v7.4009 package
with QGSJET II-04 interaction model for high-energy and
FLUKA interaction model for low energy air showers
[28,29]. The same selection criteria as employed on
observed data were used for this Monte Carlo dataset.
The primary energy (ET) was divided into differential
logarithmic bins of 100.2 width. The median value of the
primary energy as plotted against the median shower size
for different zenith angles. As shown in Fig. 4, the range in
log10ðNeÞ was divided into two regions. For the lower
shower size (log10ðNeÞ ≤ 4.1), the relationship between
shower size and primary energy is obtained by fitting a
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FIG. 2. Angular resolution for the GRAPES-3 array obtained
using left-right method without removal of outliers (Iteration 0)
and removal of outliers (Iteration 1 to 5).
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FIG. 3. Angular resolution for the GRAPES-3 array obtained
using left-right method after second iteration of outlier removal
for the year 2014, 2015 and 2016.
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quadratic function while a linear function is used for higher
shower size (log10ðNeÞ > 4.1).

log10ðET=GeVÞ¼ a0þa1×log10ðNeÞþa2× ðlog10ðNeÞÞ2
log10ðET=GeVÞ¼ b0þb1×log10ðNeÞ ð1Þ

Here a0, a1, and a2 are parameters for the quadratic region
(log10ðNeÞ ≤ 4.1) while b0 and b1 are parameters obtained
from the fit for the linear region (log10ðNeÞ > 4.1). The
parameters thus obtained are used for converting the
experimental Ne into energy on an event by event basis.
For clarity, only plots for three zenith angle (θ) bins are
shown in Fig. 4. The energy-size relation was estimated for
showers up to 45° zenith angle.
The Moon follows a complicated trajectory in the sky.

The position of the Moon in local coordinates of zenith and
azimuth (θ, ϕ) for the GRAPES-3 location was calculated
using routines from Astropy [30,31]. The angle ψ between
shower direction (θE, ϕE) and the direction of the Moon
(θM, ϕM) was calculated for the time stamp of the shower
event which is recorded to 100 ns accuracy. The events
were binned into 14 annular concentric bins of width 0.25°
in ψ as illustrated in Fig. 5. The bin width is approximately
equal to the angular radius of the Moon which is 0.26°.
The number of events observed in each of the annular

bins increases with increase in angular distance from the
centre of the Moon, due to the increasing solid angle
covered by each bin. For each annular bin, the total number
of events is rescaled by the ratio of the solid angles of the
central annular bin and the bin in consideration, to obtain
the event density. Hence the event density can be expressed
by Eq. (2),

NΩi
¼ Ni

Ωi
× Ω∘ ð2Þ

where NΩi
is the event density and Ni is the number of

events observed in ith annular bin. Ωi is the solid angle for
the ith annular bin and Ω∘ is the solid angle of the central
annular bin. If ψ is the incident angle measured from the
center of the Moon, then Ωi and Ω∘ can be expressed by
Eq. (3).

Ωi ¼ 2π

Z
ψ iþ1

ψ i

sinðψÞdψ ≈ πðψ2
iþ1 − ψ2

i Þ

Ω∘ ¼ 2π

Z
ψ0

0

sinðψÞdψ ≈ πðψ0Þ2 ð3Þ

The events were binned into a histogram with a bin width
of 0.25° in ψ for a range 0 to 3.5°. The annular binning was
performed for different integral energy bins varying from
103GeV to 105.5 GeV in steps of bin size of 100.1GeV.
Ten different background regions in the sky around the

Moon (hereby called fake Moon regions) were selected
such that they are located at 6° successive shifts (�6°,�12°,
�18°, �24°, and �30°) in the azimuth direction from the
Moon. The fake Moon regions were selected with the same
zenith angle of the real Moon. Any systematic effect
originating from the detectors, atmospheric parameters or
zenith angle dependence will reflect both in the original and
fake Moon data. Therefore, after the background subtrac-
tion, the residual effect is expected to be only due to the
Moon shadow effect. Average event density of 10 back-
ground regions were calculated.
The deficit of cosmic ray events from the direction of the

Moon relative to the background was obtained using
Eq. (4) as described in [16],

ΔNi

hNi ¼ Non
i − hNoff

i i
hNoff

i i ð4Þ

while the uncertainty in the deficit was calculated by,
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FIG. 4. Log of true energy (ET ) of the showers plotted as a
function of log of shower size (Ne) for different zenith angle (θ)
bins. The lines represent quadratic polynomial fit up to
log10ðNeÞ ≤ 4.1 and linear fit beyond it.
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FIG. 5. An illustration of the annular regions of equal angular
width of 0.25° around the Moon. Here the central region depicts a
circular region of angular radius 0.25° which is comparable to the
angular radius of the Moon.
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σΔN=hNi ¼
Non

i

hNoff
i i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Non
i
þ 1

nhNoff
i i

s
ð5Þ

where Non
i is the number of events in the ith bin for the real

Moon region and hNoff
i i is the average number of events in

the ith bin obtained from the fake Moon regions and
n ¼ 10 is the number of fake Moon regions chosen for
the analysis. We increased n ¼ 10 to n ¼ 20 by selecting
the azimuth angle up to �60° to check if there is any bias
arising due to background selection. However, the
results remained unchanged. The background subtracted
results for n ¼ 10 are shown in Fig. 6 for four different
integral energy bins (>5 TeV, >50 TeV, >100 TeV, and
>200 TeV). The error bar on each data point represents the
statistical uncertainty. The uncertainties gradually become
smaller away from the direction of the Moon due to
increasing statistics from the increasing solid angle. The
fractional deficit of the events in the direction from the
center of the Moon is clearly visible for each energy bin and
it increases with energy. To estimate the deficit as well as to
determine angular resolution of each energy bin, the data
were fitted with a monovariate 2-dimensional Gaussian
function given by Eq. (6) as used in [16],

NðψÞ ¼ N0

ψ2
M

2σ2ψ
e
− ψ2

2σ2ψ ð6Þ

where ψ is the space angle measured from the center of the
Moon, ψM is the angular radius of the Moon and σψ
represents the angular resolution of the array. From the
Moon tracking while considering only the GRAPES-3
observation period, the average value of ψM obtained for
2014, 2015, and 2016 are 0.262°, 0.263°, and 0.263°
respectively. A value of 0.26° was used in the fit. For
optimum signal from a point source for a detector with a
Gaussian point spread function, the opening angle selected
is 1.58 times of the angular resolution [32]. Therefore, the
significance (S) was calculated from the events [Eq. (7)]
observed within 1.58 × σψ .

S ¼
�
ΔNffiffiffiffi
N

p
b

�
ψ≤1.58×σψ

ð7Þ

In Eq. (7), ΔN represents the sum of the deficits, i.e.,
ΣiðNon

i − hNoff
i iÞ and Nb is the sum of the average back-

ground events up to ψ ≤ 1.58 × σψ . For energy >5 TeV,
the σψ was obtained to be 0.83°. Within 1.58 × σψ ¼ 1.3°, a
total of 346188 numbers of events were observed from the
Moon region (Non) and 351582 events were observed from
the fake Moon regions (Noff ). Hence the significance (S)
is calculated to be ð351582 − 346188Þ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

351582
p

≈ 9.1σ.

A summary of the results from the fit are given in
Table I.
Another important objective of observing the Moon

shadow is to find out the absolute pointing accuracy of
the detector. At first, the local coordinates (θ and ϕ) of the
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FIG. 6. Deficit of cosmic ray events from the real Moon region
relative to fake Moon regions for four different energy thresholds,
i.e. 5 TeV, 50 TeV, 100 TeV, and 200 TeV as a function of the
angle from the Moon center. A 2-dimensional monovariate
Gaussian fit to the deficit profile is represented by the red line.
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events were transformed into equatorial coordinates, i.e.,
right ascension (α) and declination (δ). The difference in δ
between event and the Moon (Δδ ¼ δevent − δMoon) was then
plotted against the difference in α (Δα ¼ αevent − αMoon) as a
HEALPix map [33]. By subtracting the equatorial coordi-
nates of the Moon from the events, Moon position was
eventually transformed to the center of the map (i.e.,
Δα ¼ 0°, Δδ ¼ 0°). To enhance the Moon shadow visuali-
zation, the map was then smoothed using top hat function
with a smoothing radius same as the angular resolution. The
resultant plot is shown in Fig. 7 for energy >5 TeV.
A grid division method was adopted to find the position

of maximum deficit that would describe the pointing
accuracy. In this method, to locate the pointing in α, a
rectangular area engulfing the Moon with a dimension of 2°
(−1° to 1°) along Δδ and 4° (−2° to 2°) along Δα was
selected. The rectangular area was further divided into 20
bins of equal width (0.2°) along Δα resulting into 20
different grids having identical dimension of 1° × 0.2°
(Δδ × Δα). The mean relative deficit in each grid was
plotted against the corresponding value of Δα (see Fig. 8).
The variation of the mean relative deficit with Δα was

fitted with a quadratic polynomial [Eq. (8)]. From the fitted
parameters, the position of the minima and the error were

calculated by using Eq. (9) and Eq. (10) respectively. For
events with energy above 5 TeV, the minima along Δα was
obtained to be 0.032°� 0.004° which was considered as the
pointing in α. Following the same strategy, the pointing in δ
was obtained to be 0.09°� 0.003°.

fðxÞ ¼ aþ bxþ cx2 ð8Þ

xminima ¼
−b
2c

ð9Þ

ϵx ¼
�
b
2c

�
×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Δb
b

�
2

þ
�
Δc
c

�
2

s
ð10Þ

IV. DISCUSSION AND SUMMARY

Three years of air shower data collected by the GRAPES-
3 air shower array between 1 January 2014 and 31 December
2016 were analyzed to study the angular resolution. The
curvature in the shower front was corrected for its depend-
ence on shower size and age during the direction
reconstruction. The angular resolutions obtained from the
observation of the Moon shadow and left-right method for
different integral energy bins are shown in Fig. 9. Further,
the angular resolution obtained earlier from the same experi-
ment using data from 2000 to 2003 is also shown in the same
figure for comparison [5]. It is to be noted that the earlier
analysis was performed using a constant curvature of
215 ps:m−1. The angular resolution obtained from the
Moon shadow method varies from 0.83° at energy
>5 TeV to 0.29° at energy >200 TeV. The values are
consistent with the left-right method within the statistical
uncertainties. However, these results show a significant
improvement as compared to the earlier analysis [5]. The
improvement is much higher at low energy. For example at

TABLE I. Summary of the results obtained after fitting the
deficit plot using Eq. (6).

Energy (TeV) Angular resolution Significance

5 0.83°� 0.09° 9.1σ
50 0.44°� 0.07° 5.4σ
100 0.38°� 0.06° 4.5σ
200 0.29°� 0.06° 3.1σ

FIG. 7. HEALPix map of the Moon shadow for the showers of
energy above 5 TeV. The blue marker represents the center
(Δα ¼ 0°;Δδ ¼ 0°) and the red circle around it is an ideal
representation of the Moon (angular radius ¼ 0.26°).
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FIG. 8. Variation of mean relative deficit as a function of Δα for
events above 5 TeV. The variation was fitted with a quadratic
function to obtain the position of minimum. The minimum was
found at Δα ¼ 0.032°� 0.004° which describes the pointing of
the detector along α.
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10 TeV, the improvement is about 75%. The pointing
accuracy along α and δ were obtained to be 0.032°�
0.004° and 0.09°� 0.003° respectively for energy above
5 TeV. These are within the statistical error of angular
resolution for this energy.
In Fig. 10, the angular resolution of GRAPES-3 obtained

from the observation of the Moon shadow is compared with
other air shower experiments such as ARGO [34], Tibet
ASγ [1,8], and HAWC [11]. All these experiments are
located at an altitude of about 4100 to 4400 m which is
approximately twice the altitude of the GRAPES-3.
Calculations presented in the paper [35] show that a factor
improvement in the angular resolution can be gained for
these experiments as compared to GRAPES-3 from altitude
consideration. The results suggest that other experiments
may achieve improvements in their angular resolution by
adopting similar analysis techniques as GRAPES-3, in

particular, the shower front curvature corrections depend-
ing on the size and age of the shower. The significant
improvement in the angular resolution opens up the
opportunity for the GRAPES-3 experiment to detect high
energy gamma ray sources extending to PeV energies.
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