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Stochastic effects in axion inflation and primordial black hole formation
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We revisit the model of axion inflation in the context of stochastic inflation and investigate the effects of
the stochastic noise associated to the electromagnetic fields. Because of the parity-violating interaction, one
polarization of the gauge field is amplified inducing a large curvature perturbation power spectrum. Taking
into account the stochastic kicks arising from the short modes at the time of horizon crossing we obtain the
corresponding Langevin equations for the long modes of the electromagnetic and axion fields. It is shown
that a mean-reverting process governs the dynamics of the electromagnetic fields such that the tachyonic
growth of the gauge fields is balanced by the diffusion forces. As the instability parameter grows towards
the end of inflation, the large curvature perturbations induced from gauge field perturbations lead to a
copious production of small mass primordial black holes (PBHs). It is shown that the produced PBHs
follow Gaussian statistics. Imposing the observational constraints on PBH formation relaxes the previous
bounds on the instability parameter by about fifty percent.
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I. INTRODUCTION

Inflation is a cornerstone of early Universe cosmology
which is well supported by cosmological observations [1].
The simplest models of inflation are based on a single
scalar field, the inflaton field, which rolls on top of a nearly
flat potential. These simple scenarios predict that the
curvature perturbations on superhorizon scales to be nearly
scale invariant, nearly adiabatic and nearly Gaussian, which
are consistent with observations. However, despite its
successes, inflation is still a phenomenological paradigm
looking for a deeper theoretical understanding. Among key
questions are what is the nature of the inflaton field or what
mechanism keeps the potential flat enough to sustain a long
enough period of inflation to solve the flatness and the
horizon problems.

One of the well-motivated proposals to protect the
potential against the ultraviolet (UV) corrections and to
keep it nearly flat is to assume that an inflaton is a pseudo-
Nambu-Goldstone boson (PNGB) field [2-11]. PNGBs,
like the axion, are pseudoscalar fields which arise whenever
a global symmetry is spontaneously broken. Pseudoscalar
fields with axial symmetry are very common in particle
physics, and enjoy a shift symmetry ¢p — ¢ + const which
is broken either explicitly or by quantum effects. In the
limit of approximate symmetry, the corrections to the slow-
roll parameters are controlled by the smallness of the
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symmetry breaking. Inflationary scenarios where a pseu-
doscalar is identified as the inflaton or a spectator field
affecting the inflationary dynamics have been widely
discussed in the past e.g., see Refs. [2,3,5,6,8,9,12—-14].
Natural inflation [2] is among the first models of axion
inflation in which the shift symmetry is broken down to a
discrete subgroup ¢ — ¢ + 2xf, resulting in a periodic

potential
V() = A [1 — cos <?>} ,

in which f, known as the axion-decay constant, has the
dimensions of mass. In these models, the inflaton is
coupled to a U(1) gauge field A, via the interaction of
the form

(1.1)

a T,
ﬁint = _Equ} F;wv (12)

where F,, = 0,A, — 9,A, is the field strength, and F** =

cwap

3= Fop is its dual with €"123 = 1. The strength of the

interaction is controlled by f and the dimensionless
parameter a.

This type of parity-violating interaction causes interest-
ing cosmological effects including enhancing the scalar
power spectra and non-Gaussianity [15,16], chiral-gravi-
tational waves [17-28] at CMB [29-31], and interferometer
[32—-34] scales. Moreover, the interaction (1.2) has impor-
tant implications for primordial black hole (PBH)
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formation [35,36]. As pointed out in Ref. [37], since the
interaction (1.2) violates parity, the rolling of inflaton
causes one polarization of the gauge field to become
tachyonic. The tachyonic growth of the gauge field quanta
then backreacts on the inflaton field itself via inverse decay,
0A + 6A — 6¢, causing the enhancement of the scalar
power spectra and other interesting effects as mentioned
above.

Stochastic inflation is an IR effective field theory to
study the dynamics of the superhorizon perturbations while
the small scales are continuously stretched to superhorizon
scales acting as the source of the classical noises [38—43].
The stochastic effects of the gauge fields’ perturbations
during inflation have been studied in [44—46], see also [47].
It was shown in these works that the stochastic dynamics of
the electromagnetic perturbations can have nontrivial
effects on the physical predictions. Specifically, in models
of inflation involving the gauge fields one typically
imposes the conditions that the electromagnetic backreac-
tions to be under control, for example the energy density
associated to electromagnetic fields to be always smaller
than the inflaton energy density. It was shown in [44—46]
that the stochastic noise associated with electromagnetic
perturbations modify the contributions of the electromag-
netic fields in power spectra or the amplitudes of the
primordial magnetic fields. It is concluded, among other
things, that the stochastic effects can relax the backreaction
constraints yielding to a modification of the model
parameters, such as the gauge kinetic coupling.
Motivated by these results, we revisit the scenario of axion
inflation using the formalism of stochastic inflation. We
show that the results for the curvature perturbation power
spectrum induced from the gauge field perturbations
obtained from the stochastic formalism are overall con-
sistent with previous results in the literature. However, the
stochastic effects modify the allowed parameter space
of the model. In addition, we provide new insights for
the backreaction effects in the context of stochastic
formalism.

The paper is organized as follows. In Sec. II we review
the setup of axion inflation in the conventional approach in
the absence of stochastic noises. In Sec. III we employ
stochastic formalism to the model of axion inflation and
solve the Langevin equations associated to the electric and
magnetic fields. In Sec. IV we look at the backreaction
effects in the presence of stochastic noises while in Sec. V
we study the scalar power spectrum using the stochastic 6N
formalism. In Sec. VI we study the PBH formation in this
setup and their cosmological constraints followed by a
summary and discussions in Sec. VII. Various technicalities
regarding the noises and their correlations and technical
applications of stochastic SN formalism are relegated to
Appendices A-D.

II. OVERVIEW OF THE MODEL

In this section we review the setup of axion inflation and
present the results in literature obtained in the absence of
stochastic effects.

The model consists of a pseudoscalar inflaton field ¢
interacting with a U(1) gauge field A, given by the
following action

4 M%’l 1
S= dx\/—_g TR—EQFD8M¢81/¢

S V)= P+ L. 2.

in which £;, is the parity-violating interaction (1.2), Mp, is
the reduced Planck mass, and R is the Ricci scalar. The
metric g,, represents a spatially flat Friedmann-Lemaitre-
Robertson-Walker spacetime,
ds? = —dr* + a*(t)dx - dx, (2.2)

in which 7 is the cosmic time and a(¢) is the scale factor. We
mostly use the conformal time # which is related to cosmic
time via dr = ady. We do not specify the form of V(¢), we
only require that it is flat enough to sustain inflation for
about 60 e-folds.

We impose the radiation-Coulomb gauge, A, =
0;A" = 0, and introduce the physical electric and magnetic
fields associated with the vector potential A(n, x) via

1
E=-—-0A  B=—VxA (2.3)

The dynamics of the system are given by the Friedmann,
Klein-Gordon (KG), and Maxwell equations which are
given respectively by

1. 1
3M}%1H2:§¢2+V+pemv pemEE(Ez_l'Bz)’ (24)
. . V2 a
p+3Hp——5¢+Vy=1J, JE?E-B, (2.5)

a ,
. 1 .
E+2HE--VxB = —%(qﬁB +VHxE), (26)
a
a
V-E=--V¢-B, (2.7)
f
Moreover, the Bianchi identities read
. 1
B+2HB+-VXE =0, (2.8)
a
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V-B=0. (2.9)
Here H = a(t)/a(t) is the Hubble parameter during infla-
tion and the a dot denotes the derivative with respect to .

The basic picture of inflation at the background level in
the above setup is as follows. Originally, the gauge field has
no classical background value so inflation is driven by the
inflaton field rolling slowly on top of its potential. Because
of the parity-violating interaction (1.2) one polarization of
the gauge field perturbations becomes tachyonic and grow
exponentially during inflation while the other polarization
is damped. The tachyonic growth of the gauge field can
affect the slow-roll dynamics in two different ways. First,
the electric-field energy density associated with the gauge
field fluctuations can become significant so the source term
Pem 10 the Friedmann equation (2.4) can not be ignored.
This is the backreaction of the gauge field on the geometry
or the Hubble expansion rate. The second effect is the
backreaction of the tachyonic gauge field on the slow-roll
dynamics of the inflaton field. Specifically, the source term
J in Eq. (2.5) can become comparable to the driving term
V, violating the slow-roll conditions prematurely.
Therefore, in order to make sure that the slow-roll inflation
at the background level is not destroyed, we require that
both of the above two backreactions are under control
[15,33,35,48-50].

To study the background evolution, it is more convenient
to introduce the slow-roll parameters as follows:

H b M2, [V 4\2
€n=="1m €¢Eﬁ, GVETPI<7'¢> . (2.10)
These parameters are small in conventional inflationary
models and are nearly coincident to a good accuracy when
the backreactions of the gauge field are small, but in the
presence of large electromagnetic fields these parameters
do not coincide in general. Using Eqgs. (2.4)—(2.9), it can be
shown that

2/0EM A% ExB
>\ o) 2 772"
3MpH aH) O6MyH

en =€, + (2.11)

In subsection II B, we study the slow-roll and back-
reaction conditions in more detail.

A. Production of gauge field fluctuations

The equation of motion for the components of the vector
field is given by

(a,% -V2- O@T”¢Vx)Ai(n, x)=0. (2.12)

This equation describes the production of the quanta of
gauge fields through its coupling to the inflaton field.

We decompose the operators A, (1, X) into the annihila-
tion and creation operators &,@ and &’lTk as follows:

A=Y / %e”"x%(’})[ﬂ(n,kﬁi+A1*(f1,k)&ifk],
(2.13)

in which e; are the circular polarization vectors satisfying
the following relations,

ex(i‘) -e:{,(l}) =0 (2.14)
k-e(k)=0, (2.15)

ik x e, = Je,, (2.16)

e, (k) = e;(—k), (2.17)

> ellk)et (k) = 5 — kik; (2.18)

Inserting the decomposition (2.13) into Eq. (2.12) and
assuming a(n) ~ —1/(Hn) leads to the following equation
of motion for the mode functions A*(y, k),

20E

<a§ + k2 + nk)Aﬂ(q, k) =0, (2.19)

in which £ is known as the instability parameter, defined via
the relation

aéﬁ a

_b ey, o
éZZJ‘—H_? PIY/

where in the second equality we have used the definition of
€, presented in Eq. (2.10).
It is easy to show that

(2.20)

¢

Hf_H(}b+€H’ (2.21)
which means that if the slow-roll conditions are satisfied
then & is nearly constant. However, if the deviation from
slow roll becomes noticeable, then for two different modes
k| # k, (leaving the horizon at different times) the insta-
bility parameter ¢ takes different values with &; # &,.
During the time when a given mode leaves the horizon
we may treat £ to be constant while considering its adiabatic
evolution towards later time during inflation.

The mode function equation (2.19) shows that the two
polarizations are treated differently through their inter-
actions with the inflaton field. Without loss of generality,
let us suppose ¢ >0 during inflation so &> 0.
Correspondingly, the positive-helicity mode A (1)
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experiences tachyonic instability for the modes with
k < kg in which

(2.22)

The tachyonic growth of the modes A (k < k) can also
be seen from the general solution of (2.19), given by

oE/2

V2k

obtained by imposing the Bunch-Davies (Minkowski)
initial condition for the modes deep inside the horizon'
A, (kn = —co) =~ e~*1/\/2k, in which W is the regular
Whittaker function. Consequently, the tachyonic growth of
the mode A, (k < k) is approximately given by” [11]

1 —kn\ /4
Ay (n k) = N <2—;> exp(né — 21/ —2&kn),

(88)7! < —kn < 2&.

Al (7]9 k) = W—Mf,%(zikrl)’ (223)

(2.24)

The exponential enhancement factor e™ reflects the
nonperturbative nature of the gauge field particle produc-
tion in the regime £ 2 1 which we assume throughout. As
seen from Eq. (2.24), the mode function A, has a real
value. This fact displays the classical nature of the
produced gauge modes for k < k., in the sense that

[Ai(n,x),0,A;(n,x")] = 0. (2.25)
This relation indicates the classical evolution of the gauge
field fluctuations.

The tachyonic growth of the gauge field perturbations
can backreact on the background geometry and on the
evolution of the inflaton field. In the next subsection we
deal with this issue in some details.

B. Backreaction effects

The accumulative backreactions of tachyonic modes
A, (k < k) can affect the background evolution. As
discussed previously, we have two type of backreactions;
the backreaction on the background geometry through
the Friedmann equation and the backreaction on the
inflaton field in the KG equation. Assuming the slow-
roll conditions, these two equations take the following
forms

3MpH? =V + pep,

3Hp~—V,+J.  (2.26)

'Note that e=*1(2kp)+ = e=i(ki=&n(2kn) ~ p=ikn,
*We have used the relation W_, ,(z) = (£)!/*k*efe VA for
large |x| and when Im(x) > 0.

The regime of small backreactions correspond to the
situation where both p,,, and J are small. These conditions
of small backreactions can be parametrized as follows:

R, =—|x 1, 2.27

=5 27)

Qu=-Lm <. (2.28)
3M3,H?

As we shall see later, typically the backreaction on the
inflaton dynamics in the KG equation becomes important
sooner, so the condition R; < 1 1is violated earlier.
Using the solution (2.23) in Eq. (2.3) we can calculate
J x E - B and 2p.,, = E*> + B? and look for the effects of
backreactions.

In the conventional methods studied in previous works,
the backreaction of the amplified gauge quanta on the
background dynamics of ¢(7) and a(r) are taken into
account via quantum expectations values. Specifically,
considering the modes which experience the tachyonic
growth in the regime £ > 1 one obtains [11],

-1 di? 7" (H\*
E-B)~— | —=kO,|A, P~ ——— (=] ¥,
< > 2614/(271')3 n| +| 2217[2 <§) €

(2.29)
1 1 di?
3B+ B o [ S AR + AP
6! H*
~ 2T71.2§_3€2 5, (230)

where (O) represents the quantum expectation value for the
operator O. The main contribution to the integrals above
comes from the scales k ~ k.. Here, the mean field approxi-
mation is assumed in order to construct a homogeneous
background from the amplified gauge field fluctuations. The
main assumption here is that the accumulative effects of the
tachyonic modes generate classical sources J and p,,,, which
can affect the background dynamics. It is worth mentioning
that the sign of (E - B) is always opposite to the sign of ¢ so
the tachyonic enhancement of gauge field perturbations can
actually prolong the period of inflation.

Using the estimations given in Egs. (2.29) and (2.30) the
conditions of the small backreactions from Eqgs. (2.27) and
(2.28) are translated into

—2e™ < 79%, (2.31)
M
e < 1467”. (2.32)

Comparing the above two constraints one can check that
the former is stronger than the latter so the backreaction on
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the KG equation becomes important sooner than the
backreaction on the Hubble expansion rate as mentioned
before.

One can use the first condition above to obtain an upper
bound on the instability parameter £ Imposing the COBE
normalization for the power spectrum of curvature pertur-
bation ¢ = —%5(]5,

o _ H\2/H 2N -
P; =<Z> (ﬂ) ~2.1x 1077, (2.33)

the condition (2.31) requires £ < 4.7. Note that the back-
reaction constraint Eq. (2.31) is obtained at the background
level. However, as we shall see, the backreaction at the
perturbation level (i.e., the effects of gauge field perturba-
tions on the CMB-scale curvature perturbations) puts a
stronger bound on £.

The instability parameter £ given in Eq. (2.20) evolves
adiabatically during inflation. Here we examine how the
evolution of ¢ is affected by the tachyonic growth of
the gauge field quanta. Using Eq. (2.26), we can rewrite the
instability parameter in the following form’

£y = %Mpl\/%. (2.34)

In the absence of strong backreaction when the condition
R; <1 is satisfied, we have & ~ &, which simplifies our
calculations. However, as gauge modes become tachyonic,
the parameter R, grows like R; « e**. Correspondingly,
the rapid growth of & will affect both the slow-rolling of the
inflaton field and the adiabatic evolution of & itself.
Although a significant backreaction on the inflaton slow-
roll dynamics can terminate inflation but the backreaction
on £ only reduces its rate of change and is not destructive.
In other words, before the tachyonic instability of the gauge
field perturbations become too significant to destroy the
slow-roll evolution of the inflaton field, it first modifies the
evolution of ¢ itself, reducing its growth in such a way that
the requirement R; < 1 remains valid until close to the end
of inflation. We may refer to the backreaction on & as the
mild backreaction regime because the backreaction con-
ditions on the background dynamics (2.27) and (2.28)
remain valid and & will not be larger than O(10).

E=¢&y(1+(R))™,

C. Power spectrum

The modification of the scalar power spectrum due to the
tachyonic growth of the gauge field perturbations has been
studied in [15,33,35,48]. Here we follow the estimation
which has been presented in Appendix B of Ref. [35] which
is obtained using a semianalytic approach.

*Remember that without loss of generality, we assume ¢ >0
during inflation, i.e., V< 0and &> 0.

According to [11], the equation of motion for the inflaton
perturbations is given by

2
5ch(1,x) + 3PHSP(1.x) — %&b(r, X)

V481, %) = T(t,%), (2.35)

where the effective friction coefficient, ﬁ and the source
term, 7, are given by

~ )

B=1-2nE"""_=1+21(R)),

m jEJ—<J>.

(2.36)

In our convention where ¢ > 0 and (J) < 0, the production

of gauge quanta results in an additional friction on the

inflaton motion that prolongs the duration of inflation.
The scalar power spectrum contains two parts:

Pe(k) = P (k) + AP(k), (2.37)

in which 73((:0) is the power spectrum from the scalar vacuum
fluctuations defined in Eq. (2.33) and AP.(k) is the
contribution of the source term J. We estimate AP (k)
as follows. Near the horizon crossing, the first term on the
left-hand side of Eq. (2.35) cancels the third one.
Furthermore, discarding the last term in the slow-roll
regime yields the following estimation for the correction
in the inflaton perturbation induced by the source,

5, (2.38)

=- % o¢ for the curvature perturbation
on the flat hypersurfaces, the induced curvature perturba-

tion by the source is given by

Using the relation ¢

(7%)

(G5) = FHF (2.39)

In fact, the numerator corresponds to the variance
S(E-B)>={((E-B)?) — (E-B)%. A good estimation for
the variance has been calculated in Appendix B of Ref. [35]
yielding §(E - B)? ~ (E - B)2. Putting all results together
one finds

Pe(k) =P (k) + <<RJ>)2. (2.40)

p

In the regime of no strong backreaction, where f =~ 1, the
relative correction to the power spectrum is given by
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AP 40 10750 €
0 = ¢
’Pé

(2.41)

in which the relations (2.29) and (2.33) have been used.

For comparison, the fractional power correction has also
been computed by the Green function method in [15,48],
obtaining

AP(k) _
Py

3x 10796794 2<E<3
) 47t { x107¢ ‘5—. (2.42)

75x 1072676 &1

As seen, the quick estimation yielding to Eq. (2.41) is off
from the more extensive analysis yielding to Eq. (2.42) by a
factor of less than 2 in the large £ limit. From either of the
above results we conclude that the backreaction on the
evolutions of §¢ at the perturbation level becomes impor-
tant earlier (around & ~ 2.7) than the backreaction on the
background homogeneous equation of ¢ obtained from
Eq. (2.31) (around & ~ 4.7).

When the system has reached the regime where /> 1
then one can approximate J & 27&(R;) which from
Eq. (2.40) immediately gives

AP (k) = (2.43)

(2rmé)?”

This equation suggests that curvature perturbations on
small scales, where the backreactions effects become
important, are much larger than those on the CMB-scales.
For example, assuming & ~ 5 near the end of inflation, the
amplitude of the curvature perturbations is estimated to
be ’Pé ~ 0(10_2>

Before ending this section, we comment that in the above
analysis the backreactions are estimated by integrating
over tachyonic quantum modes to construct a classical
quantity. For example, the quantum expectation value of
(J) « (E - B) has been constructed by the contribution of
the tachyonic modes to act as a classical source for the
background evolution of the inflaton in the KG equation.
Similarly, the expectation value (E*> + B?) has been calcu-
lated to act as a source for the evolution of the background
Friedmann equation. This approach looks reasonable and
one expects that the resulting estimation for the magnitudes
of the backreactions to be reliable.

Our goal in the next section is to study this question
using the alternative approach of stochastic inflation. One
important deviation in our analysis is that we construct the
background electromagnetic fields from the equilibrium
states of their coarse-grained field values. This, in con-
junction with the effects of the noises, enable us to provide
a new estimation for the backreactions. However, as we
shall argue below, the order of the magnitudes of both
estimations for the backreaction are consistent with
each other.

III. STOCHASTIC FORMALISM

Here we briefly review the formalism of stochastic
inflation and then apply it for our setup of axion inflation.

Stochastic inflation is an effective theory for the evolu-
tion of long modes on superhorizon scales which are
continuously under the influences of the small scale modes
which cross the horizon. The effects of these small scale
modes upon horizon crossing can be captured by Gaussian
white noise with the amplitude H/2z [38—43]. To study the
dynamics of a field in the stochastic formalism, we split the
field and its conjugate momentum into the long IR and
the short UV modes. This decomposition is performed via
the Heaviside function ®(k — k) in which k. is a cutoff
scale for IR modes. Using this window function for a
generic field X(z, x) and its momentum II(z,x), we have
[39-41]

X(1,%) = X,(t,x) + / é:; *XO(k — k)X (1), (3.1)
3
(1, x) = I,(. x) + / (‘21”’;3 ROk — k)X (1), (3.2)

where k. = ea(t)H in which ¢ is a small dimensionless
parameter. The mode operator X;(¢) contains the corre-
sponding annihilation and creation operators.

For the electric, magnetic, and scalar fields one can use
the following expansions for the corresponding quantum
mode functions,

Ze JEN(t, k)ag + Ej(t,k)a™],  (3.3)
Ze VBt k)ag + Bi(t, k)a™],  (3.4)
di(t) = (1) b + 93 (1)D7,, (3.5)

where the creation and the annihilation operators associated
to the inflaton and the gauge field obey the following
commutation relation,

by, b)) = (27)38%) (k — k'), (3.6)
af, &l = (27)36 60) (k — k'), (3.7)

and
by, aj] = [by,a;'] = 0. (3.8)

Applying the decompositions presented in Egs. (3.1) and
(3.2) into the equations of motions (2.5), (2.6), and (2.8)
give the evolution of the mode functions ¢y, E;, and B, as
well as the evolution of the long mode parts denoted by
@, E; and B;. We use the definitions in Eq. (2.3) to obtain
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the mode functions of £, and B, from the gauge field mode
function A, given in Eq. (2.23).

For the evolution of scalar mode under the influence of
the backreactions from the electromagnetic fields we have

.. . K2 a
éx + 3Hopy + (? + V.M)(ﬂk =7 (E;.By + B,.Ey). (3.9)

Note that the electromagnetic fields appear in the source as
a combination of IR part and a linear short mode. This is in
contrast to the convential analysis approach reviewed in the
previous section when the combination B - E appears as the
nonlinear source term with the understanding that both
fields are tachyonic quantum modes. This is a key effect
which plays a significant role in our analysis below.

The solution of Eq. (3.9) consists of two parts; the
homogeneous solution and the particular solution which is
due to the source. In Appendix A, we have presented a
solution for the mode function ¢y.

Inserting the decompositions (3.1) and (3.2) into
Egs. (2.5), (2.6), and (2.8), the equations of motion for
the IR modes of the scalar field ®; and its conjugate
momentum IT; as well as the IR parts of the electric field E;
and the magnetic field B, are obtained as’

® =11, + o, (3.10)
l;[l—T(/,+3HH1+V’(/):Jl, JZZ;E[.BI, (311)
E, - 6" +2HE, = —;HIBI, (3.12)
B,— 6% +2HB, =0, (3.13)
in which (o, 7) are the quantum noises, given by
dk, [ &k N
=_——< [ — " 5(k—k,)ekx 14
ALY dt/ s TR G
dk, [ &k o
X)) =—— 8(k — k,)e®* . (3.15
) == [ Gk = k) (o). (3.15)
dk, [ &k .
E(t,x)=——5 | ——=8(k—k,)e®**E,(t 1
ot(1.x) = =G [ ol - k) B, (316
dk, [ &k .
Bt,x) = ——5 | —=6(k—k.)e™*B,(1). 17
o (1.x) = =G [ Goolk = k) B(o). (317

*We use the following approximations for the IR modes

V xB; ~0, Vo ~ 0, V xE; ~0, V2D ~ 0.

As shown in Appendix B, the vectorial stochastic noises
of the electric and magnetic fields 6% (¢, x) and 68 (1, x) are
aligned along the X-direction. Therefore, the amplitude of
the electromagnetic fields in other directions decay accord-
ing to Egs. (3.12) and (3.13) and only the components
along the X-direction become relevant. Moreover, it is more
convenient to use the e-folding number, dN = Hdt, as a
clock and introduce the following dimensionless stochastic
variables

X.B,(N,x
B(N)Eiﬂé;[_l ),

X.E,(N,x
EN) = —A/ZlilH ) ,

(3.18)
for the magnetic and the electric fields.

Putting all things together, one can recast Eqs. (3.10)—
(3.13) into the following stochastic differential equations
(SDEs),’

dD(N) = <— % + %) dN + D,dW(N),  (3.19)
a 2 132
dE(N) = — (2 + <?MP1) @) £(N)AN
+ ;3‘/ L B(N)AN + DydW(N), (3.20)
dB(N) = =2B(N)dN + DzdW(N),  (3.21)

where the subscript / for the long modes has been removed
for convenience while the explicit forms of the diffusion
terms Dy, Dy, and D, are given in Egs. (B14) and (B38).
Here, we have defined a Wiener process W associated with
a normalized classical white noise E as

(3.22)
where

(E(N)) =0, (E(N1)E(N,)) = 6(Ny = N,).  (3.23)

The numerical results for the evolutions of the electric
and magnetic fields are presented in Fig. 1 which show that
the electromagnetic fields settle down to local equilibrium
states. This is a key property which allows us to construct
the background values for the electric and magnetic fields
out of the corresponding stochastic variables. The growing
behavior of the electromagnetic fields seen in Fig. 1 can be

understood through the evolution of & (see also Fig. 4) and

We have considered the slow-roll approximation,
II, + 3HT1, ~3HI,, 74+ 3Ho,~3Ho,.

to simplify (3.19).
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FIG. 1. Numerical solution of SDEs (3.20) and (3.21) for one
hundred realizations. We have considered the scalar potential
V « ¢?, Ecup = 2, and the Hubble parameter H = 107°Mp,.
The cutoff parameter is chosen via Eq. (4.7) to be
e ~exp(—récyp/2). Although the electromagnetic fields show
growing behaviors they have settled down into their local
equilibrium states. These growing behaviors are caused from
the adiabatic evolution of & (see also Fig. 4 for further view)
which in turn yields the growing solution e for the electro-
magnetic fields.

the growing solution e for the electromagnetic fields as
we will obtain later, see for example Eqgs. (3.34) and (3.41).

In order to describe the time evolution of the electro-
magnetic fields, one can introduce the probability density
function (PDF) of the fields and then employ the Fokker-
Planck equation associated with the SDEs (3.19)—(3.21).
Intuitively, f y(x; N)dx is the probability that the value of X
falls within the infinitesimal interval [x, x 4+ dx] at the given
time N. Consider fy(x;N) as the PDF of the random
variable X'y which is described by the SDE,

with the drift ¢ and diffusion coefficient D. The evolution

of fx(x,N) is described via the associated Fokker-Planck
equation as follows:

W = T e M)l N))
2
+%%(D2(x,N)fX(X2N))' (3:25)

Assuming a  constant  diffusion  coefficient
D(X,N) = D, there are two simple interesting cases for
the drift coefficient as follows:

(i) p(X,N)=0:

In this case, the SDE (3.24) describes a Wiener
process. The evolution of the stochastic variable X is
often called a Brownian motion and thus the PDF
fx(x;N) follows a normal (Gaussian) distribution,
denoted by N(0, D>N), describing a random walk

103516-8

process with zero mean and variance D>N, at a fixed
time N,

2

1 -
Fr(eN) = mexp<2D§N>. (3.26)

In this paper, the parameter space is such that we do
not encounter this case, i.e., in the current analy-
sis u(X,N) # 0.

(i) p(X,N)=c—-bXy with b > 0:

In this case the SDE (3.24) represents an Orn-
stein-Uhlenbeck (OU) process for X. During this
process, the random force with the amplitude D can
balance the frictional drift force —b.X, washing out
the explicit dependence of the mean to the initial
conditions X;; over time. This process describes the
continuous inflow of randomness into the system
with the long-term mean c¢/b and the long-term
variance D?/(2b) while the trajectories of X evolves
around ¢/b in the long run. Therefore, the distri-
bution of X approaches the normal distribution

N, D) as N — co.

The process tends towards its long-term mean
(mean-reverting process), with a greater attraction as
the system is further away from the mean. Therefore,
the stochastic variable )y = X —£ admits an equi-
librium PDF, 8]’;? /ON = 0, with a bounded vari-
ance. The equilibrium solution of Fokker-Planck
Eq. (3.25) is then given by

£9(x) = \/%exp <%§2> (3.27)

Equipped with the above PDF, we obtain

c c\2 D? D?
Xy =0 (W)= (S) 42, sx2,="
< >eq b’ < >eq <b) +2b’ o = Hp

(3.28)

in which 6X% = (X?),, — (X)Z, is the variance.

Although the equilibrium time N, when X
reaches to the stationary value X, is formally
infinite, but for our practical purpose we estimate
N¢q as the time when [(X?(Neq)) — (A7) gl /(X?)eq
drops to a small value say ¢4 for g = 4. A good
estimation is obtained to be N, =~ g/2b. Therefore,
b characterizes the speed at which the trajectories
will regroup around the mean c/b.

When ¢ is a positive constant the SDE (3.24)
describes an OU process which is known as the
Vasicek equation [51], while for ¢ =0 the SDE
(3.24) is called the Langevin equation.
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Looking at Egs. (3.20) and (3.21) it is clear that the
evolution of the magnetic (electric) field is govern by the
Langevin (Vasicek) equation. In subsections III A and I1I B,
we solve SDEs (3.21) and (3.20) using the method of Ito
calculus. Since the magnetic field is decoupled from the
other two fields, first we solve for the magnetic field.

A. Magnetic field

In this section, we study the evolution of the long modes
of the magnetic field described by Eq. (3.21). As mentioned
before, the SDE (3.21) describes an OU process in which
the frictional drift force —2 is balanced by the random
force DgE where Dp is given in Eq. (B14). Therefore, the
distribution of B approaches the normal distribution
N(0, D%/4) as N — co. With no classical initial condition,
the general solution of (3.21) is given by

B(N) = Dye2V / Yesaw(s).  (3.29)

0

Correspondingly, the average quantities (B(N)) and
(B*(N)) (after averaging over a large number of simula-
tions) is obtained to be

D2
(BIN)) =0, (BX(N)) =—2(1-e),  (3.30)

where we have used the following properties of the
stochastic integrals [52],

</ON/G(N)dW/ON/ F(N)dW> _ /ON/ G(N)F(N)dN.

(3.31)
< A " G(N)dW> ~o,

for the general functions F and G.

As mentioned before, the solution (3.29) admits an
equilibrium state which is obtained as N — oco. For our
practical purpose, we consider N&, < O(1) as the e-folding
number of the magnetic field to settle down to its stationary
state,

(3.32)

2 _ g _ Dk
OB = (B%)eq = 7 (3.33)
The above solutions are consistent with the stationary
solutions (3.28) obtaining via Fokker-Planck equation
when X =08, ¢c=0, b=2, and D = Dy. We denote
the amplitude of the magnetic field in the equilibrium state

as Beq, defined as follows:

sinh(27¢) ,
3rE

D H
B = VB ==L =
« 2 4Mp

(3.34)
Since the magnetic field drops to its stationary state very
quickly, we can replace B by its equilibrium value (3.34)

when solving the stochastic differential equations (3.19)
and (3.20) for ®@ and €£.

B. Electric field

Using the solution (3.34), the equation of motion for the
IR modes of electric field (3.20) can be rewritten as

dE(N) = (c — bE(N))AN + Dy dW(N),  (3.35)
in which
2132
b=2+ (;Mm) S e=2By (336)

and &y is defined in Eq. (2.34). The stochastic differential
equation (3.35) has the form of a Vasicek SDE [51].

In the absence of any classical (initial) electric field, the
general solution of Eq. (3.35) is given by

EN)=—(1—=e™N) 4 Dge=tN /N ePsdw(s).  (3.37)

C
b 0

Correspondingly, we obtain

(EN) = (1 =), (3.38)

2 ¢ _ovye . D —2bN
(E(N) =5 (1= M2+ 22 (1—eN). (3.39)
5E2 = (EX(N)) — (E(N))? = ?—E(l —e™2N). (3.40)

It’s worth mentioning that the equilibrium solutions (3.28)
are consistent with the above results as N — oo. In fact,
after the e-fold N = N§; < O(1) the electric field admits a
stationary state to a high accuracy. We define the magnitude
of the electric field at the equilibrium state as

¢sinh(27¢)
30

Equ\/ﬁé’z:%— "

= 2|1
Mo |In €.

(3.41)

In conclusion, we have found that both the electric and
magnetic fields settle down to their stationary states very
quickly after inflation starts. Therefore, it is justified to use
Eq. (3.34) and (3.41) for the background values of the
electromagnetic fields in the equation of motion of scalar
field (3.19) which is studied in next section.
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IV. BACKREACTIONS AND PARAMETER SPACE

We are interested in the small-backreactions regime
where the tachyonic instability of gauge fields do not have
significant effects on the evolution of the inflaton and the
background geometry. In the absence of stochastic noise,
these requirements lead to the constraints (2.31) and (2.32)
which impose the upper bound £ < 4.7 in order to have a
long period of slow-roll inflation. In this section we revisit
the question of backreactions in our approach based on the
formalism of stochastic inflation.

In the previous section we have shown that the electro-
magnetic fields settle down to their local equilibrium states.
Therefore, it is justified to use their equilibrium values as
the source terms for the Friedmann and the KG equations.
Specifically, the backreaction conditions (2.27) and (2.28)
can be written in terms of the mean values B, and &
defined in (3.34) and (3.41), as follows:

eq>

a 2 E.oBe
Ry = <?MP1) ‘*65 1«1, (4.1)
1
Qe = G (&3, +B2) < 1. (4.2)

Using the specific values of B,y and &, given in Egs. (3.34)
and (3.41) we obtain

&eme?\/|Ine| < 47%, (4.3)
1 nE2 MPl
Ee™er/|Ing| <« 677. (4.4)

These conditions should be compared with those obtained
in Egs. (2.31) and (2.32) using the quantum expectation
values over the tachyonic modes in Egs. (2.29) and (2.30).
The exponential factor ™ is the same in both sets of
formulas. However, in Egs. (4.3) and (4.4) we also have the
contribution from the stochastic parameter e. More pre-
cisely our estimation of backreactions in Egs. (4.3) and
(4.4) is different from those in Eqs. (2.31) and (2.32) by the
combination £2¢2/|Ine|. We will discuss more about the
physical meanings of the parameter & in the next
subsection.

As before, the constraint (4.4) becomes trivial in the limit
of slow-roll inflation because ¢ < MpH. On the other
hand, imposing the COBE normalization for the scalar
power spectrum (2.33) the constraint (4.3) leads to

Ee™e?\/|Ine] < 1.6 x 105. We define a critical value
for the instability parameter, denoted by &, corresponding
to the maximum value of £ in the small-backreaction

1
regime. More precisely, we assume &e™ce?y/|Ine| =
1.6 x 10°r in which the ratio r<O(1). Assuming
r < 1, the requirement R <« 1 for small backreaction is

guaranteed. But the value of &, is not very sensitive to r due
to the exponential factor e™ so we simply set 7 = 1 in the
rest of the paper. As a result, we see that the backreaction
condition is now controlled by two parameters (e, ¢).
Hence, a relevant question is what is the bound on €? In
the next subsection, we investigate this question.

A. Cutoff parameter ¢

As we have seen in the previous analysis, the cutoff
parameter ¢ plays an important role in estimating the
backreaction effects. Specifically, for smaller values of &
the bound on ¢ is relaxed so higher values of £ are allowed.
As ¢ is the important parameter of the setup which controls
the backreactions on the dynamics of the background and
the level of induced curvature perturbations and non-
Gaussianities, it is important to study the effects of ¢ in
more detail.

In the stochastic formalism, the superhorizon coarse-
grained field is treated as the background field. In Eq. (3.1),
we used the Heaviside function to perform the long and
short decomposition so the coarse-grained field X,(¢, x) is
obtained to be

(4.5)

The coarse-grained field contains only modes with the
wave number k < eaH. With € < 1 the corresponding
wavelengths are much longer than the horizon scale
L ~ (aH)™'. The coarse-grained field is assumed to be a
classical field, and since the horizon scale L becomes
shorter and shorter, more and more of of subhorizon modes
contribute to the coarse-grained field and become classical.
By classical, we mean that the commutator of the field and
its conjugate momentum approach zero. For a wide class of
models this commutator is proportional to ¢” with m > 0.
Hence, by choosing ¢ small enough the commutator goes to
zero and the assumption of classical limit is justified.
Physically speaking, the cutoff parameter ¢ represents
the scale dependency of the electromagnetic fields in our
model. To see this, from Eq. (B5) we find that B, « &> and
E, x €2 Ine so the electromagnetic energy density decays
as €*. This is in line with the fact that the electromagnetic
energy density in inflation is diluted as k= at the horizon
exit. Another example is the behavior of the electromag-
netic fields in 72F? models with I o a~" [45]. In this case,
the amplitude of the diffusion terms, or equivalently the
power spectrum, corresponding to the electric (magnetic)
field is given by Py « 27" (Pg o €7"). Correspondingly,
a scale invariant spectrum for the electric (magnetic) field is
obtained when n = 2 (n = 3) as expected. Therefore, we
conclude that the cutoff parameter e controls the scale
dependency of the system in such a way that £ « k.

103516-10
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( Comoving Scales) -1
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FIG. 2. Interpretation of long and short modes in terms of the

cutoff parameter e. When constructing a coarse-grained field for
the long-mode perturbations, all modes in the range k > eaH are
integrated out. These modes contribute to the evolution of the
coarse-grained field through the stochastic noise. During the
interval N, and N,, the mode k becomes a superhorizon but
cannot contribute to the coarse-grained field because the mode
has not become classical.

A schematic view of the effects of ¢ is presented in Fig. 2.
Consider a mode k which exits the horizon (aH)™! at N,
while exiting the smoothing patch (eaH)~! at N,. During the
interval between N, and N, the mode is superhorizon but it
still cannot contribute to the coarse-grained field. In other
words, the mode does not become classical at N, and it still
retains its quantum behavior till N,.

To estimate the magnitude of ¢, let us consider the noises
associated to the scalar field perturbation given in
Appendix B 2. From the combination of Egs. (B25)-
(B28) we conclude that e should satisfy the constraint
exp(‘zfzz) < e <% in order for the system to be classical
[39-41]. On the other hand, from the properties of the
electromagnetic noise in Appendix B 1, from the combi-
nation of Egs. (B6)—(B10) we require that exp(—z¢/2) <
e < 1 in order for the system to reach the classical limit.
Since, typically H/m > & during slow-roll inflation, we
conclude that ¢ falls in the following range in order for the
system to be treated as classical,

exp <_7ﬂ§> Ses

As & increases during inflation, one may consider the
smallest value of & at the CMB scale, -y, such that the
backreactions are under control throughout inflation and

exp <—”§2CMB> <e<

As we shall see from the corrections in power spectrum
induced by gauge field perturbations and the constraints on

(4.6)

SE

(4.7)

SE

CMB, the parameter ¢ is typically at the order ¢ < O(0.1).
We will see that this range is also acceptable when we
consider the PBH bounds on the power spectrum of the
curvature perturbation.

Let us define &, as the maximum value of the instability
parameter where the backreactions on the background
Hubble expansion rate in Friedmann equation and the
inflaton dynamics in KG equations are negligible. For
example, by choosing ¢ = {1/7,1/15,1/25}, we have
& ={4.7,5.1,5.4}, respectively, without encountering
the backreactions at the background level. This shows that
the stochastic formalism with a small enough parameter ¢
relaxes the upper bound on the instability parameter &.
However, it should be noted that there is a lower bound on &
given by Eq. (4.7).

The allowed parameter space for small backreactions at
the background level (i.e., in the absence of perturbations)
are shown in Fig. 3. The blue area represents the regions of
the parameter space where the backreactions of the gauge
quanta on the Hubble expansion rate and on inflaton field
can be neglected in the stochastic approach. The orange
region shows the same backreaction constraints if the
conventional methods, such as in [53], are used. Our
estimation for the backreactions and the allowed range
of £ is qualitatively consistent with the results obtained in
conventional approach but the stochastic effects modify the
allowed range of £ to some extent. Further comparisons

0.25

0.20

() 0.15

0.10

0.05

0.00

FIG. 3. The allowed regions with allowed (i.e., small enough)
backreactions in the stochastic approach (blue) and conventional
approach (orange), see e.g., [53]. The two regions intersect at the
red point (4.7,0.14). The right blue boundary curve represents
the upper bound on ¢, i.e., £.. Reducing the cutoff parameter ¢, the
upper bound on &, is relaxed in the stochastic approach as seen by
the extension of the blue region. The left blue boundary curve
represents the lower bound (4.7) for e. For example, for
Eomp = {2,3.5}, the cutoff parameter must be chosen so that
€ 2 {0.04,0.004}, respectively. However these two values are
excluded by PBH constrains on the curvature power spectrum as
discussed in Sec. VI.
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between the two methods of estimating the backreactions
will be given when studying the scalar perturbations in the
next section.

B. Instability parameter &

The instability parameter £ evolves adiabatically during
inflation. In the presence of the stochastic noise, upon
averaging over Eq. (2.20), we obtain

do
f- 2 <—> ~ &y (1 + Ry,

=3+ (G (4.8)

where &y, is given by Eq. (2.34) and we have used
Eq. (3.19) and the stochastic integral (3.32). The behaviors
of £in Eq. (4.8) is similar to Eq. (2.34). The only difference
is that we use R4 instead of R; and the upper bound on the
allowed range of ¢ is somewhat increased in the presence of
stochastic noise. This is shown in Fig. 3 where the regime
of small backreaction is extended to somewhat larger value
of £ as one allows for smaller values of €.

There are two comments in order. First, during inflation &

1/2

grows like ¢,/~ while R, grows like e**. Hence, the

growth of £ affects the adiabatic evolution of £ itself in such
a way that around the time of end of inflation £ approaches
a nearly constant value. Second, the evolution of £ does not
lead to strong backreaction: starting with any values for
Ecmp 1n the allowed (blue) region of Fig. 3, the system
remains in the regime of small backreaction throughout
inflation. In other words, the final value of & at the end of
inflation is always below the maximum value &.. These two
points are illustrated in Fig. 4 where the evolution of the
instability parameter ¢ during inflation have been plotted.
With this plot, we have also compared Eq. (2.34) with the
stochastic approach (4.8). We take the example of large
field model V() o ¢p* with Ny, = 60 e-fold of inflation.
For the case € = 1/7 the plot of £ vs N coincides with that
obtained in the conventional approach studied in Sec. II. As
seen, for the smaller value of cutoff parameter ¢, the
backreaction effects on the evolution of & starts later so
£ has enough time to grow to a higher value. If one naively
ignores the backreactions on ¢ itself then inflation is
terminated well before N, = 60.

V. SCALAR POWER SPECTRUM

In this section we study the curvature perturbation power
spectrum. In addition to the usual contribution from the
inflaton perturbations, there is an additional contribution in
curvature perturbations induced from the tachyonic gauge
field perturbations. After the electromagnetic fields are
settled down to their equilibrium state given by Egs. (3.34)
and (3.41), the Langevin equation (3.19) for the long mode
of scalar field perturbations takes the following form,

0 10 20 30 40 50 60

N

FIG. 4. Top: The evolution of the instability parameter in term
of e-folding number for {-yg = 2 and quadratic potential when
the various cutoff parameter ¢ = 1/7 (blue), 1/15 (red dash-
dotted), and 1/25 (orange long-dashed) are considered. The plot
for the case € ~ 1/7 in our approach containing the stochastic
noise coincides with the result in the conventional method where
there is no noise. The horizontal dotted lines represent &., the
maximum value of ¢ which satisfies the constraint R., < 1.
Ignoring the effects of gauge quanta on the evolution of ¢ itself is
shown by the tick gray solid line. Following this line, the final
value of the instability parameter at the end of inflation is simply
given by & ~ a/ f when the first slow-roll parameter is at the order
of one. Bottom: The evolution of & for different initial values
Ecmp- The parameter e for each case is fixed by the lower bound
in Eq. (4.7). For all cases, the final values of £ is always below the
corresponding values of &.. This means that the system does not
experience significant backreactions throughout inflation.

V2esM D,
do(N) = VTGN 0 aw(N),  (5.1)
1+ Reg 1+ Reg

where the diffusion coefficient D is given by (B338).
We employ the stochastic 6N formalism [54-56] to
calculate the curvature perturbation power spectrum. In 6N
formalism [57-65], starting with a flat initial hypersurface,
the curvature perturbation is given by the difference in
background number of e-folds between this flat

103516-12



STOCHASTIC EFFECTS IN AXION INFLATION AND ...

PHYS. REV. D 105, 103516 (2022)

hypersurface and the final hypersurface of constant energy
density via

£(x) = N(t.x) — N(1) = 6N, (5.2)

where N(1) = ln(%) is the unperturbed amount of
expansion.

In the stochastic approach the amount of expansion
between these two slices is a stochastic quantity which we
denote by V. Define @ (k) as the mean value of the coarse-
grained field when the given wave number k crosses the
Hubble radius. Let us also denote by A (k) the number of e-
folds realized between @, (k) and @4 when inflation ends
with the variance

SN2 (k) = (N(k)) = (N (k). (5.3)
Then using the stochastic 6N formalism, the curvature
perturbation power spectrum is given by [54-56]

d(6N?)
AN vy =in(leps)

k

Py(k) = Pn (k) = (5.4)

To calculate (N) and (SN2), we write the Langevin
equation (5.1) in the following form

dd(N) = gdN + DdW(N), (5.5)

where the drift i and diffusion D are nearly constant.

Integrating the above equation from @, (k) to ®.,q we
obtain

. N
@,y (N) -, = gN + D / AW, (5.6)

0

Using the stochastic property of Brownian motion such as
the integral (3.31), one obtains

-2

Then the curvature power spectrum (5.4) is the square of
the diffusion over drift

D\ 2
: i
In Appendix C, we rederive the above relation using the
PDF method.
Now considering the Langevin equation (5.1), the power

spectrum of the curvature perturbation from Eq. (5.8) is
obtained to be

(5.7)

(5.8)

P T (9’
6 = + -
&) 87°Myey [ 72V25382 (f)

x €27 sinh(27&)e* G2 (e, f)] ,

(5.9)

where G(e, £) is given by (B33) and is plotted in Fig. 8. The
first term above is the contribution from the vacuum
fluctuations while the second term is the contribution from
the gauge field perturbations.

In the weak backreaction regime & < &, with & to be
read from Fig. 3, one can eliminate the parameter a/ f from
the COBE normalization (2.33), obtaining

a /
?HCMB ~ 4nécmp 73£0>-

Using this expression, the curvature perturbation power
spectrum Eq. (5.9) for £ > 1 is written as

2
Pe(&) =Py (1 +§g4

(5.10)

PG (e, 5)) . (5.11)

Correspondingly, the fractional correction in power spec-
trum induced from the gauge field perturbations in the
stochastic formalism is given by

A'PStO \/2—5
¢ V2 ap0) aneqn
pU " 18, & Pe €7G (e.9). (5.12)

The above expression should be compared with the
corresponding result given in Eq. (2.42) obtained in the
conventional approach based on mean-field approximation
of tachyonic modes. We see that the overall exponential
growth ¢* is the same in both formula which is the
hallmark of the curvature perturbations induced from the
tachyonic gauge field perturbations. However, our formula
has the stochastic factor &* while Eq. (2.42) contains a
numerical suppression 107> which emerged upon approx-
imations employed in obtaining Eq. (2.42). This suggests
that with &£ ~ 107! the two methods yield to qualitatively
similar results for the induced power spectrum. This is also
consistent with the bound obtained in Eq. (4.6). Indeed, as
discussed in Appendix B 1, we can take & ~ e~™/2. To fix
the numerical value of € one can consider the largest value
of &oup for which the backreactions are under control
throughout inflation and then set & ~ e~2cms,

Note that as & grows during inflation, one can end up
with a situation such that P = O(1) at the end of inflation
so the perturbative approximation is violated. In order for
the perturbative treatment to be valid during the entire
period of inflation, one should start with a small enough
initial value &qyp. For example, starting with &qyp = 2.2
and ¢ = 0.03 leads to £(#,) ~ 5.3 at the time of the end of
inflation. This is below &£, ~ 5.6 which is obtained from the
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— c~0.18
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==+ Stochastic Off

PBH limit

10 20 30 40 50

FIG. 5. The curvature perturbation power spectrum in axion
inflation with the chaotic potential V(¢) « ¢>. The instability
parameter at CMB scale, oy 2.2, is chosen such that the
results here can be compared with those of [35]. The upper thick
solid orange lines represent the bound on the primordial density
perturbations to prevent the overproduction of PBHs for two
different statistics; Gaussian (top) and y> (bottom). The result for
the case ¢ = 0.3 nearly coincides with the result in conventional
approach with no stochastic noise. The case ¢ = 0.03, which
crosses the PBH limit, corresponds to the lower bound of (4.7).
Starting with Ecyp = 2.2 with €~ {0.03,0.18,0.3}, the final
value of the instability parameter is found to be
£(1,) = {5.3,4.2,3.9}, respectively. This shows that the system
does not experience any significant backreaction from the gauge
field. But, for the case e=~0.03, the system becomes non-
perturbative with P, 2 O(1) before the end of inflation as seen
from the red solid line.

background constraint but leads to P, 2 O(1), invalidating
the perturbative treatment. Physically, this originates from
the fact that the tachyonic growth of the gauge field quanta
backreacts on the inflaton field itself by inverse decay,
0A 4+ 0A — S¢, which causes the enhancement of the scalar
power spectra. Note that this is totally different from the
backreaction effects arising from the gauge field on the
background evolution. These effects can be seen in Fig. 5
where the total power spectrum has been plotted vs the
number of e-folds N.

It is worth comparing the values of ¢ in Figs. 3 and 5 for
the cases in which the stochastic and conventional
approaches are consistent with each other. In Figs. 3 and
7, we have set € ~ 0.15 to compare the backreaction effects
of the enhanced gauge fields at the background level. But in
Fig. 5, we obtain € ~ 0.3 if we demand the amplitude of
fluctuations in the stochastic and conventional methods
coincide with each other at the perturbation level. Although
it might look that there is a tension in estimating ¢, the order
of magnitude of these two values is the same which is
acceptable for our semianalytical approach. Finally, the
case € ~ 0.15 is chosen over the case ¢ ~ 0.3 because the
former not only guarantees a small backreaction but also
the transition to classical limit of quantum noises is more
transparent.

VI. PBH LIMITS ON POWER SPECTRUM

In this section we study the PBH formation in this setup
to put constraints on the model parameters.

A PBH may form in the early universe if there is an
enhancement in P,(k) generated during inflation [66-69]
on small (sub-CMB) scales. The small-scale perturbations
reenter the cosmological horizon during radiation era. If
these perturbations are large enough in amplitude, they can
collapse and form a PBH of mass similar to the horizon
mass (see, for example, Refs. [70,71] for more details on
the criterion for formation). We have obtained an enhance-
ment in P, given in Eq. (5.11) due to the tachyonic growth
of the gauge field perturbations towards the end of inflation.
Therefore, the probability of PBH formation in this
scenario is not negligible [35,72]. Correspondingly, the
enhanced power may lead to the overproduction of PBH
which can overclose the universe. This can also be used to
put limits on the model parameters.

A PBH will form if at the horizon reentry (k = aH) the
amplitude of the smoothed density contrast § is large
enough. The classical PBH formation criterion in the
radiation-dominated epoch is given by [73],

5> 6., (6.1)

where 0 is the smoothed density contrast at horizon
crossing, k = aH. The probability of having § > J. cor-
responds to the fraction of space f that can collapse to form
horizon-sized black holes. The parameter f represents the
mass fraction (the energy density fraction) of PBHs at the

time of formation,
H, 0 2 ag -3
= Qppy H. — )
1 f ao

where Qppy 1s the density parameter of PBHs at present.
The subscribes “0” and “f” denote the values evaluated at
the present and at the time of formation #;, respectively.

The PBH mass can be approximated by the horizon
mass, My = (4r/3)psH>, with p; being the total energy
density of the Universe at ;. We then find

f= PPBH

6.2
Prot ( )

(6.3)

in which y is a correction factor evaluated as y = 373/%2 ~
0.2 by a simple analytic calculation for the collapse in the
radiation dominated era [74].

On the other hand, having the PDF of g, denoted by
fs(x), the mass fraction is given by

p= A " a5 ). (6.4)

where O, 1s the maximum value of the density perturba-
tion at the horizon crossing for PBH formation. The PDF of
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0 is simply related to the PDF of primordial curvature
perturbations as follows. The comoving density perturba-
tion § is related to the Bardeen potential ¥ in Fourier space
through the relation

2( k\?
or=—5—F| Y-
g 3(aH) g

For the superhorizon modes, Wy ~ —3{;, the criterion (6.1)
can be translated to a lower bound for the curvature
perturbation, which is

(6.5)

9
£ > oo (6.6)

If we assume the PBH formation threshold 6, ~ 0.45 [75]
(6, ~ 1/3 [73]), then £, ~ 1 ({, ~0.75). Therefore, a PBH
is formed when a curvature mode reenters the horizon
during radiation era when its amplitude is above {.. The
probability of this event can be read from Eq. (6.4) when it
is written in the following form

Cimax
p= dx fe(x),

c

(6.7)

where f is the PDF of primordial curvature perturbations.

Conventionally, it has been assumed that f- obeys 7
statistics [35,76,77]. This assumption is based on the fact
that the curvature perturbation is the sum of a vacuum
modes plus a part sourced by the gauge modes. Since the
vacuum term is always negligibly small for PBH formation,
one only needs to consider the formation due to the source
term which originates from the convolution of two
Gaussian modes. The non-Gaussianity of fluctuations
o¢, described by Eq. (2.35) in conventional approach,
arises just from the particular solution (2.38) which is
bilinear in the gauge field. Therefore in this context the
PDF f; follows y*-statistics.

Contrary to the above view, taking into account the
stochastic noise, the scalar fluctuation ¢ is now described
by Eq. (3.9) which is linear in quantum gauge field
perturbations. Specifically, in the right-hand side of
Eq. (3.9) as the source term, we have the product of a
classical long mode and a quantum short mode so the
corresponding statistics is expected to be Gaussian due to
the quantum short mode fluctuations. To support this
conclusion, in Appendix D we have calculated the PDF
of curvature perturbation using the Langevin equation (5.1).
We have shown that, to a good accuracy, f- follows a
Gaussian distribution,

(%)

|><

20

e
fE(xiop) = ;
276>

IS

(6.8)

N

in which o is the variance of the curvature fluctuations.

A PBH forms when {(ky) 2 ¢, where we recall that ky
indicates the wave number corresponding to the mode that
has left the horizon N e-folds before the end of inflation,
N = |Ny — N|. Very naively, the variance is considered as
ag = ({(kn)?) = P(kn). To derive the relation between
the number of e-folds N and the PBH mass Mpgy that can
be formed from this mode, we assume the Universe is
radiation dominated right after the end of inflation (i.e.,
assuming an instant reheating). In this case, the black hole
mass can be estimated as [67]

4 1 0_GZMPII-]E:nd ON
= 01 ()
0.2 H2N

where H,,q and Hy are the Hubble rates at the of end of the
inflation time and when the mode ky exits the horizon
during inflation, respectively. Above, we have normalized
the scale factor at the end of inflation to unity and used
kny = eNHy. We then obtain aé% ~ Ps(Mpgy) for the
variance of PDF in terms of PBH mass.

To be more precise, in order to calculate the probability
of PBH formation we need the PDF of the smoothed (-
field, {g, where R is the smoothing radius. The smoothing
effects come only through the variance o;, while the shape
of the PDF is the same as in Eq. (6.8). Let us introduced the
smoothed variance opgy as

2 = (E2) = ;—? A " d Ink(kR)*P, (k) W2(kR). (6.10)

where R™! = a;H; is the comoving scale at #; and W (kR) is
a Fourier transform of the Gaussian window function,
W(kR) = ¢™*'F’_ Putting everything together, one finds
that the fraction f of the Universe which goes into PBH of
mass scale Mpgy at the formation epoch is given by

é‘max
B(Mppn) =2y f?(X;GPBH)dx7
g )
:yErfc( ,
\/EGPBH

tpn = gy (Mesn). (6.11)
where the factor 2 comes from Press-Schechter theory and
Erfc(x) is the complementary error function. We have
assumed (', > . > o, in the second and last equations.
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The last expression is a consequence of the asymptotic
expansion of Erfc(x) for x> 1.

Using the above relation, one can compute the fraction
of PBHs against the total DM density at the present given
by [69]

Q 1/2
f(Mpgy) = B~ 1.52 % 108 p(Mpgy) 7
Qpm 0.2

y g;f —1/4 MPBH —1/2
106.75 M, ’

in which g; is the number of relativistic degrees of freedom
when PBHs form and Mg ~2 x 10°* gr is the solar mass.
For the power spectrum given by (5.11), where the peak of
the power spectrum is located in the last ten e-folds, the
fraction f is significant only for PBHs with the mass less
than <10'" gr. Since the PBHs with mass <10'5 gr have
evaporated by the present epoch via Hawking radiation,
PBH of cosmological interest cannot be generated in the
simplest model of axion inflation. In Sec. VII we discuss a
variant of axion inflation which can generate more massive
PBHs to be relevant for cosmological purposes such as for
dark matter or in GW studies.

Therefore, we only deal with the PBH constraints on the
model parameters. Specifically, the PBH bounds can be
translated to the bounds on éqyp and a/ f [35,78]. There
are observational constraints on f coming from the non-
detection of PBHs. We have used these constraints from
Ref. [79], and references therein. Thus, for a given mass of
PBH, the constraints on f can be interpreted as the
constraints on f# [79]. The limits on f can also be translated
into the upper bounds on the primordial scalar density
perturbations as a function of N. In Fig. 5, we have
presented the upper bound by assuming a constant
Hubble rate Hy ~ H.,q = 107°Mp, during inflation for
two different statistics of the induced primordial scalar
perturbations.

If the induced scalar modes obey y>-statistics, as in
conventional treatment studied in previous literature, then
the mass fraction can be estimated as

1 o\
> =~ yErf -
P =r C|:(2+\/EGPBH>:|’

which significantly tightens the limit on the scalar power
with respect to Gaussian statistics (6.11). Therefore, we
conclude that taking into account the stochastic noise along
with the Gaussian distribution of primordial perturbations
relax the constraints from the overproduction of PBHs on
the model parameters. However, the significant enhance-
ment of power spectrum at the end of inflation due to
stochastic noise must be considered especially when one
chooses a very small values of &.

(6.12)

(6.13)

0.01

107

(§canr®)
107 - = (154,0.1)

= (2.57,02)

1078

10710 1 1 1 ) )
0 0

FIG. 6. The enhancement of curvature power spectrum for
quadratic potential. The upper thick solid orange line represents
the PBHs bound on the primordial density perturbations for the
Gaussian scalar perturbations with {, = 1. The parameters have
been chosen such that the PBH bound is not violated. For this
potential, the blue dashed curve corresponds to Eqyp =~ 1.54 with
the cutoff parameter ¢ ~ 0.1 coming from the lower bound in
Eq. (4.7). In this case, the final value for instability parameter at
the end of inflation is 4.64 which is below the backreaction
bound, &, = 4.97. The red dotted curve corresponds to € ~ 0.2
and Ecyp ~2.57 with the final value &(7,) ~4.14 which is
smaller than &, = 4.53. As seen from both cases, the perturbative
scheme is valid in which P, < 1.

Here, we present the PBHs constraints for two particular
potentials, V(¢) & ¢? for p = 1 and p = 2. Compared to
the previous works [35,78], we can translate the constraints
on the overproduction of PBHs to constraints on &qyp at
CMB scales. The authors of [78] obtained the constraint on
the value of instability parameter &oyp for the linear
(quadratic) potential to be foyp S 1.65 (Eomp S 1.75).
To obtain these results, it was assumed that the (-field
has a y* — distribution.® The constraints obtained in [35,78]
are based on the fact that there are no black hole bounds for
the last six e-folds of inflation, N < 6. Turning on the
stochastic noise, however, the distribution of (-field is
Gaussian. This relaxes the upper bounds on &-yg compared
to the y’-distribution. In Fig. 6 we have presented the
results for the quadratic potential. We have obtained the
constraints &cyp < 2.57 for the quadratic potential. For a
linear potential one obtains -y < 2.50. The results show
that the stochastic noises shift the previous bounds on the
instability parameter towards larger values by about fifty
percent. The main reason for this difference is that we have
a Gaussian distribution of curvature perturbation in the
stochastic formalism. In addition, we see that the enhance-
ment in the power spectrum towards the last six e-folds of
inflation is stronger in the stochastic approach.

SThese values are relaxed by about three percent if we consider
x5 — distribution [78].
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FIG. 7. The allowed parameter space for the cutoff parameter &
vs the instability parameter £qy. The shaded blue area satisfy all
four requirements indicated at the end of this subsection, i.e., the
PBHs bound, no strong backreactions on background dynamics,
the power spectrum to be perturbative and the COBE normal-
izations on the CMB scales. The two red dots have the
coordinates (1.54,0.09) and (2.7,0.173). The instability parameter
for the former point, £y = 1.5, is near the result obtained in the
absence of stochastic noise as studied in Refs. [35,78]. However,
the cutoff parameter ¢ ~0.17 for the latter point is around the
intersection point (red dot) in Fig. 3 where the backreaction
effects at the background level in the stochastic formalism
coincides with those of conventional method. Imposing the
additional condition & < m/H from the scalar noise (4.7), we
conclude that the value £ ~ (0(0.1) is the typical acceptable value
of the cutoff parameter.

The comparison between the stochastic approach and the
conventional method becomes more transparent if we
investigate the parameter space of ({cyg, €) in the presence
of perturbations. In Fig. 7, we have presented the allowed
parameter space of (Ecvp,€) for the quadratic potential
while the following conditions are satisfied:

(1) The PBH bounds on the power spectrum, arising
from the Gaussian distribution of curvature pertur-
bation, are satisfied.

(2) The tachyonic growth of the gauge fields does not
induce strong backreactions on the background
inflaton dynamics. In other words, the allowed
parameter space (blue area) shown in Fig. 3 is
chosen.

(3) The induced curvature perturbations are perturba-
tively under control, ie., P, < O(1) throughout
inflation.

(4) The COBE normalization for the power spectrum of
curvature perturbation (2.33) has been imposed on
CMB scales.

After imposing the above constraints, we see from Fig. 7
that the cutoff parameter ¢ typically is at the order € ~
0(0.1) as we mentioned before. Also note that large value
of €, while acceptable in Fig. 7, are not allowed as it will be

in conflict with the upper bound of (4.7), ¢ < m/H, coming
from the scalar noise.

VII. SUMMARY AND DISCUSSIONS

In this paper we revisited the model of axion inflation by
taking into account the stochastic effects of electromagnetic
noise. Because of the parity-violating interaction, one of the
polarization of the gauge field perturbations become
tachyonic, inducing large curvature perturbations. The
amplitude of the induced power spectrum is controlled
by the instability parameter £ which evolves adiabatically
during inflation.

We derived the associated Langevin equations for the
electric and magnetic fields, given respectively by
Egs. (3.20) and (3.21). The latter has the form of an OU
process while the former is in the form of Vasicek SDE. The
main feature of these two kinds of SDE is that they describe
a mean-reverting process during which the fields settles
into their equilibrium states. This property prevents them
from decaying and also from experiencing a very large
tachyonic instability. In addition, the local equilibrium of
electromagnetic fields protects the inflaton field from the
tachyonic growth of the gauge fields towards the end of
inflation. The stochastic noise relaxes the bounds on the
instability parameter £ before the system enters the strong
backreaction regime. In the conventional approach studied
in the previous literature one usually estimates a back-
ground value for the electromagnetic fields by calculating
the cumulative effects of tachyonic modes. However, in the
stochastic approach, we study the evolution of coarse-
grained electromagnetic fields taking into account the
stochastic noise arising from the UV modes. The strength
of backreactions in the two approaches are qualitatively the
same for the cutoff parameter of & ~ O(0.1). This value of ¢
is supported from various constraints imposed both at the
background and perturbation levels. However, having a
Gaussian distribution for ¢ in the stochastic formalism can
distinguish these two approaches from each other.

We have studied the Langevin equation of the inflaton
field and calculated the curvature perturbation power
spectrum induced by the gauge field perturbations. We
have shown that the distribution of gauge field curvature
perturbation follows Gaussian statistics and have studied
the PBH formation in the presence of stochastic noise. As &
evolves adiabatically and the curvature perturbations is
amplified only towards the last 5—10 e-folds of inflation,
the produced PBH are light and are evaporated via
Hawking radiation. Imposing the PBH constraints we have
found the upper bounds &y < 2.50 and Eqyp < 2.57 for
the linear and quadratic potentials, respectively.
Consequently, the bounds on & are shifted by more than
fifty percent towards larger values. The main reason for this
difference is that we have a Gaussian distribution for the
induced curvature perturbations.
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Motivated by the above results, especially on the roles of
the stochastic effects in estimating the backreactions, it
would be interesting to explore the stochastic approach in
other scenarios such as in models where the axion field is
not the inflaton. Also, one can look at tensor perturbations
in the presence of stochastic noises in this setup, since the
tachyonic gauge fields affect not only the scalar perturba-
tions but also the gravitational waves. Another good
question is how stochastic noise affects the non-
Gaussianity of primordial curvature perturbation. In addi-
tion, having the solution (3.34) for the stationary state of the
magnetic field, one can look for the amplitude of the
primordial magnetic fields on large scales generated in this
setup. We leave these issues to future work. Moreover, in a
work in progress, we would like to investigate a model in
which axion field experiences a period of ultraslow-roll
(USR) phase during inflation. In that setup, the instability
parameter & falls off rapidly during the USR regime while
there exists an enhancement in power spectrum as in the
conventional USR phase. PBH formation in this USR-
axion setup shows a few interesting features.
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APPENDIX A: SCALAR MODE FUNCTION

The evolution of scalar mode function is given by

.. . K?
¢Gr +3Hp, + <;+m2)(ﬂk =Jg (A1)

in which m?> =V ,, determines the mass of the scalar field
and J;, is a source term, given by

a

f

There are two differences between (Al) and the Fourier
transform of (2.35) relating to the friction and the source
terms. The friction term in the conventional approach has
an additional contribution from gauge quanta while in the
stochastic approach the friction is controlled by the usual
3H factor. Moreover, in the stochastic approach we have a
linear term for the quantum mode (i.e., only one E; or By, in
the source accompanied by the classical terms E; and B;)
but the corresponding source term in Eq. (2.35) appears as a
nonlinear convolution in the Fourier transform of (2.35)
which made the calculations more difficult.

The solution of (A1) consists of two parts; the first part is
the homogeneous solution and the second part is the
particular solution which is due to the source.
Schematically, we denote these two contributions as

Ji = 2(E.By + B.E}). (A2)

— J
he= o + o (A3)

~—~ ~—~

homogeneous  particular

Physically, the homogeneous solution corresponds to the
vacuum fluctuations while the particular solution arises due
to inverse decay processes A; + A, — (p,{ . Remember that
the homogeneous solutions of (A1) are given by the well-
known result

H\/—mnp’

3
S H (<kn). v=S+Olepnn),

(A4)

o) =i

where we have assumed the mass of the scalar field is very
small compared to the Hubble scale, V ,, < H.

To obtain the particular solution, it is more convenient to
rewrite Eq. (A1) in terms of conformal time for the new

variable v (1) = a(n)ex(n),
{8,2, + k> + a®m? — Czﬂ vi(t) = () (n). (A5)

The homogeneous solution of the above equation is then
given by v}**(n) = a(n)@}*“(n) when (A4) is used. Using
the Green’s function, satisfying

1
[8,3 + K2+ mPa® — %] Giln.n') = 8(n—n'),  (A6)

the particular solution v () can be obtained. We employ

the vacuum modes v)* () in the retarded Green’s function,
G, (T’ T/) =1 @(,7 _ ,7/) [U%ae (,])v%ac* (’7/) _ U%ac* (,7) U%ac (nr>]’
(A7)

to obtain v{ (1) = a(n)@l(n). Putting things together, one
obtains

ol(n) = ﬁ / Y Ay G ) )T (7). (A8)

(5]

It is worth mentioning that the homogeneous and the
particular solutions are statistically independent of each
other. In fact, the homogeneous solution ¢;* can be
expanded in terms of the creation l;;g and annihilation by
operators associated with the inflaton vacuum fluctuations,

while the particular solution vi can be expanded in terms of

the ladder operators &,’l,&,’ZT associated with the gauge

fields. As seen from Eq. (3.8), these two sets of operators
commute with one another.
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APPENDIX B: NOISE CORRELATIONS

In this Appendix, we derive the explicit forms of the
quantum noises Eqs. (3.14)—(3.17). For noise correlations
of the scalar fields we have [80]

(ot X)og(12:)) = =5l (1Pl — 1), (B)
3
(e (11 X) 4 (12:%)) = 5 i (1))28(0, = 1), (B)

67> dt

While for the helical electromagnetic fields, X = E, B, we
obtain [46]

1 dk}
(of(11.x)07 (1.x)) = 82m§]&nkﬂdﬁ( f),
(B3)
1 dk}
X X
(X (11.x)7¥ (1.X) = e dtjg:Lx; t1,ke)[28,6(1, —12).
(B4)

For the nonhelical electromagnetic fields, the above rela-
tions are consistent with the results of [44,45]. In what
follows, we calculate simple relations for the above
quantum noises and show that they could be expressed
via classical white noise.

1. Electromagnetic noises

For the electromagnetic fields, we use the definitions
(2.3) for the gauge field mode function A, (2.23) to obtain
mode functions E, and B,. After expanding E, and B,
around k. = eaH where ¢ - 0 and choosing the leading
term, we find

A

Bik) =i
Vs T (-igh)

\/—H2 néd
E/{(kc) = W zlne. (BS)

Applying the above expressions into Egs. (B3) and (B4),
we obtain’

H6
(6F(N1)aF(Ny)) = 35Sinh(2”§)54(ln8)25ij5(Nl - N,),
(B6)
H® sinh(2
(o (N (V2) =5 ) 5,50, - o). (BT)
"IPGEN P = gz

and
(e V) (N2)) = L einb(2a2)e (1n )5, 5(M, — ).
(B8)
HS
(zF(N1)78(N,)) = —5-&sinh(27¢)e®(In€)5;;6(Ny — N).
(B9)

Hereafter we have used number of e-fold, dN = Hdt as
the clock.

The quantum noises ¢ and 7 become classical when
commute each other, [¢%, 7%] = 0. For both the electric and
magnetic fields we find

(X (V). W) = 2 635,58, — V). (BIO)

iH
 3x?
Therefore, by considering € — 0, the quantum noises ¢
and 7 become classical noise. On the other hand, we can not
take e arbitrarily close to zero as then the amplitude of the
electric and magnetic noises in Eqs. (B6) and (B7) go to
zero. As in the case of scalar field (see next subsection), we
demand that ¢ — 0 in such a way that sinh(27¢)e* ~ 1. This
in turn fixes the scales of ¢ to be € «x e~™/2. For £ ~ 2 we
typically have e < 107,

We define a three-dimensional (3D) Wiener process W
associated with a 3D normalized white noise & via

[oN
=
=2

I
1
=

o
=

(B11)
where

(E(N)) =0, (Ei(N1)E;(N2))

Now, one can express the electric and magnetic noise in
terms of the normalized white noise as

=6,0(N\=Ny).  (BI2)

Gx(N) EMPIHZDXa(N) (B13)
where
H inh(2 2&|Ine|, X=F
Dy sin (3”§>n2x{ £|Ine| . (BI14)
2MP1 37[6 ], X=B

One can search for the direction dependency of the
electric and the magnetic noises. Assume the wave number

k and the polarization vectors e, (k) are given by

k = (sin 6 cos ¢, sin 6 sin ¢, cos ), (B15)
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ei(b) =

+ iAcos ¢, —sin6).

(cos @ cos ¢ — iAsin ¢, cos O sin ¢
(B16)

We can calculate the Cartesian components of the electric
and magnetic noises by considering x = rk. It is easy to

show that

of(1,x) = 1.65(1,x)

oc/zndqﬁZze )E (2, k)ag

+E(t,k)a"] =0, (B17)
ok (t.x) = j.6" (1,x)
o</2”d¢zje )E, (1. k)a}
+ Ej(1,k)a"] =0, (B18)
of(1,x) = k.6E(1,x) #0. (B19)

These calculations show that the electric and magnetic
noises have aligned along the x direction,

6B(1,x) x x, 6f(1,x) x x. (B20)
Here we use the fact that for any A-dependent function g;,
one has

ngle i‘

kzi(j+ irfi;(0.4).),

I} 229/1 ij

(B21)
where f;; is an antisymmetric function, f;; = —f};, and is
given by

f21(6) = cos0, f32(0,¢) = sinOcos ¢,
f13(6, @) = sinOsin ¢. (B22)

2. Scalar noises

To compute the correlation function of the stochastic
noises of the scalar field we consider the decomposition of
(A3) with the homogeneous and particular solutions (A4)
and (AS8), respectively. Since the homogeneous solution
@;* is expanded in terms of l;,z and lA)k which are

independent of the operators ak and a T according to
(3.8), it is more convenient to split the quantum noise of the
scalar field into two parts:

(04(11,X)04 (12, X)) = (6¥(t1, X)0" (12, X))

+ (6’ (t;,x)0’ (15, X)), (B23)
(z4(t1,X)74(12, X)) = (2(11, X)7% (12, X))
+ {7 (11, %) (1, x)). (B24)

In general, the quantum noises (o, 7) are not independent
of the mass, m*=V ,,. For a light scalar field, i.e.,
0 < m? <« H?, with the mode functions (A4), it is well
known that [38—41]

H4
(6% (N, X)6"(N,, X)) = 82m2/3H2W5(N1 —N,).
(B25)
<TvaC(N1,X)TvaC(N2,X)>
2m?/3H? m* )\ HC
= £ N 3?4—8 mé(Nl—Aﬁ), (B26)
{({o" (N1, x). Va°(Nz x)})
2m?/3H? H’
= —& 3H2 —|— S RS(NI - Nz), (B27)
H?
<[GvaC(N1, X), TvaC(Nz, X)]> = l4—ﬂ_2€35(N1 - Nz), (B28)

where [..,..] and {..,..} denote the commutator and anti-
commutator operators.

From the above equations we find that the quantum
nature  of  (6"%,7™¥*)  becomes negligible if
exp(—3H?/m?) < €* < 1. In particular, if m> =0, the
momentum noise 7'% can be neglected by choosing &
sufficiently small. While for m? # 0, the amplitudes of the
noises become independent of & for &< m?/3H>
Therefore, it is safe to choose & [39-41] from the
range exp(—3H?/2m?) < e < m/H.

Equations (B25)—(B28) show that we have the relation

2
vac ~ vac

’ 3H

(B29)

Actually, the above relation can be directly derived from the
definitions (3.14) and (3.15).

For the source part, we have to compute the correlation
of ¢{ and therefore the correlation of J;. It is a straightfor-
ward calculation to show that the momentum noise 7”,
arising from the particular solution (A8), has the same
relation (B29) with ¢/ so we do not consider it anymore.

Using Egs. (B15), (B16), and the tachyonic mode

function of the gauge field (2.24), we obtain

103516-20



STOCHASTIC EFFECTS IN AXION INFLATION AND ...

PHYS. REV. D 105, 103516 (2022)

U (1) (12)) = (2° (Ji‘ﬁ)zsinm%kl k)

X [EeqB+(M1)B1(12) + EcqBeq(E (n1)B1(12) + B (11)E+(12)) + BegE1 (1) E.+(m2)].

To proceed with the computation, we define

26 '
Fa(é) = / dx(sm T cos x) x/4e=2V2Ex (B31)

1/8¢ X

One obtains

HS\/E 2
(0000 0:3) = o (4)
x e*e?™ sinh(278)G% (e, £)5(t) — 12),
(B32)
in which

= V2EF5(8)

This function is plotted in Fig. 8 for 0.25 < £ < 10 and
three different values of e.
Taking all these together, finally we obtain

(04N 1)op(V2)) = (f—ﬂ) e sz%; S(9)

x €27 sinh(27E)G? (e, Zj)] S5(N| = N,).

G(e. &) =28 Ine| F5(8) + 7‘"7 (B33)

(B34)

The first term above is the contribution of the vacuum
scalar modes while the second term represents the

0.10
~—~ 0.05F
W
O
o 0.02}

0.01}

1 2 3 4 5 6

FIG. 8. The function G(e, ¢) defined in (B33) and appearing in

the power spectrum of scalar field and the amplitude of the
correlation of stochastic noises.

(B30)

[
contributions from the gauge field perturbations through
the inverse decay process, E,.By + B,.E;, — ¢.
Similarly as for the electromagnetic case, we introduce a
Wiener process W associated with a normalized white noise
E via
(B35)
(E(N)) =0,

(E(N|)E(N,)) = 6(N; —N,).  (B36)

Now, one can rewrite the scalar noise in terms of the
normalized white noise as

o4(N) = HD,E(N), (B37)
where
H H? 172
D¢:§[l+ 7 3{5;/2 (f) ¢ sinh(27)G2(e.£)
(B38)

We use the above relation for the amplitude of the scalar
noise in the main draft.

APPENDIX C: POWER SPECTRUM FROM PDF

In this Appendix we justify the relation (5.8) used for the
power spectrum by means of probability distribution
function. To this end we start by the following Langevin
equation

PpN)

where y and D are the constant drift and diffusion
coefficients respectively. We study the first boundary
crossing as studied in [81] and show that if one of the
barriers is far enough from the other one, then the power
spectrum is simply given as

— o = 4N+ DW(N), (1)

P _d{eN?) D?
ANy T

(€2)
Now suppose that we have two barriers ¢, with the
initial condition set at ¢, with p, (p_) the conditional
probability of hitting ¢, (¢_) before ¢_ (¢, ). Assuming
|| < |¢_| then one expects that the probability p_ (p_)
that the field hits ¢, (¢_) earlier than ¢_(¢. ) is equal to
1(0). If one can set p_¢_ = 0, which should be justified,
then using the fact that (W(N)?)) = (N) [81] we have
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(= o) = po(dby — o) + (- — o) Abs p_p_ = O. then onelcan set the secczlnd tfzrml in the
o above equation equal to zero and simply set
= by = o =pN). (C3) (WN)|p =¢,) = (W(N))=0. Then the second term

And then one obtains in (C5) is zero and we have

N = ) ; b0 (C4) (= ¢0)?) = (¢4 — ¢0)* = w*(N?) = D*(N).  (CT)

Then one can easily read (N?) as
Moreover, we have

_ _ _ 2 2 (¢i—=g)
(&= o) = (&1 = ho)? vy PR
= p*N?) + 2uD(W(N)N) + D*(W(N)?). M

(C5)

Using Egs. (C7) and (C4) one gets

Now one can write

d(5N?) dpy  D?

Pr= =—. (C9)
— o — DW ¢ 2
b= B Now we should justify our use of p_¢_ = 0. To show that
= P+ U (WN)I¢ = é1) this holds for our Langevin equation (C1) we use the
b — o probability distribution function of ¢ with two barriers ¢,
+p_— (WN)|p =o_) and show that the behavior of moments A is the same as
H what we obtained with stochastic calculus. It can be shown
_b (N). (Ce)  that the conditional probability distribution functions cor-
H responding to Eq. (C1) is as follows [82]
|
FoN) = S @l =4 + (= ) exp (M=) N
B V2rDN3 =TT 0" D? 2D?
2 _ _ 2
FoV) = 3 (s — )+ (o — )y exp (M0
B V2rDIN3 =TT 0T D2 2p?
2 _ _ 2

By f. (f_) as the conditional probability one can easily determine the moments of (N )((N_)) by the condition that that
¢ (¢p_) is hit earlier than ¢_(¢p, ). Note that f_. are not normalized and their integrals yield p_. Now one can write the
moments of these two conditional distributions as follows:

M. (s) = / " exp(sN)f2(N). (C12)

where s < 0. Note that having the moments at hand one can easily calculate different moments of (N .) by taking the
derivative of M. with respect to s. In other words, we have lim,_ oM’ (s) = p.(N'L). One can then show that

. exp (¢i(\/ﬂ2+zl)l)zzs+ﬂ)—ll¢o> {exp (¢0\/ /4;+2D2s) — exp (<2¢; —¢0)D\2/y2+2D2s)} .
+(5) = =
exp (2¢i\/gzz+2Dzs> _exp <2¢;\/l;322+20-s)

Now one can easily calculate the time average and the squared time average using the following relations,
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(V) = lim(M”(s) + M, (s))

_2upg 2u(p—+9) 2u(p—~+¢o) 2u(p—+¢+)
e vlp(e » —e 7 )—g.e 7]
- 2ugp— 2y
p(er —eo”)
<¢ ¢ ) 2u(p+¢g) ¢ 214(4572*‘1’0))
—¢g)e D? =+ o€ D
e -7 , (C14)
pler —er?
(N?) = lim(MZ(s) + M',(s)), (C15)
s—

where we have used the fact that (N") = p, (N ,) +
p_(N_). We have not represented the explicit form of
(N?) here, as it is complicated. It is interesting to see the
behavior of (N) and (N?) for ¢p_ — —oo. In this limit one
can show that

¢71er_100</\/ ) = -~ o . fo, (C16)
_ 2 2 (P —¢0)
¢71Ln_loo<N2> _ (¢ — o) Iu‘z" D= ’ (C17)

consistent with what we obtained by the stochastic calcu-
lus. One can show that in this limit we have

hm 11m¢ M_(s) = 0.

—)008—)

i g = (C18)

So our primary assumption is justified.

APPENDIX D: PDF FROM LANGEVIN
EQUATION

In this Appendix we estimate the PDF of the inflaton in
the axion model up to leading and next to leading order.
Our method is based on Volterra equation which is
discussed in [83,84]. As we will see the probability density
is approximately Gaussian in the drift-dominated regime in
the axion model.

To this end we start by the following Langevin equation,

dg

o = A)BIN) +

C(#)D(N)S(N),  (D1)

f@)(NkimNin) =¥_

in

and

fs(—))(N|Zin’Nin) =

where A(¢) and c¢(¢) are functions of ¢ and B(N) and
D(N) are time dependent functions with slow varying
derivatives which are at the order of the slow-roll param-
eters. Note that if we set B(N) and D(N) equal to unity then
we reproduce the ordinary Langevin equation in the slow-
roll inflation.

The main idea of Volterra equation approach is to
transform the time dependent drift and diffusion of the
Langevin equation into the equation of a time dependent
barrier. So we may look for a function like z(N) which
satisfies the following equation,

(D2)

which is pure Brownian motion. Comparing Eq. (D2) with
Eq. (D1) one finds that

[ dp [ ABBIY)
AN) = / DN)C(d) / b)) ™

(D3)

As a consequence the barriers are now transformed into
__ L / L / Alp_) BIN)
D(N)J C()ly. J Cl¢-)D(N)

O[] A BW)
D(N)/ c)l,. / gy ™

Note that we are in the case that one of barriers, i.e., the
initial condition of the field, is playing the role of the
reflective barrier and the other one is the absorbing one
which is set at the end of inflation. Hence we set ¢, = ¢,
and ¢_ = ¢y. Now, in general, one can show that the PDF
of the first time hitting z_ (z,) without before hitting z,
(z_) are given by the following two integral equa-
tions [83,84],

z_(N) (D4)

2 (N) = (D3)

(N2> Nin) — / AN'[fO (N2, Nin)¥_ (N|z_(N'),N') 4+ £ (N |2ins Nia)W_ (N2, (N'),N")], (D6)

N
¥, (N|zin, Nin) — [V AN'[fO (N’ |23, Nia) ¥ (N2 (N'),N") + £ (N 23, Ni )W, (N 24 (N'), N')],

(D7)
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where N;, and z;, denote the initial time and initial value of
z respectively. Moreover, W. (N|z,, N;,) is defined as
follows:

72+ (N)—z
e (¥l M) = (20 =250 ) 1 Nz Vo,
(D8)
with
_(1—11“)2

F(z Nz Nip) = — e (DY)

V| Ziny Nin) = —F//——m—m——=+

\/Zﬂ'(N — Nin)

Note that the superscript (0) means that the field has never
bounced the reflective barrier. In general the time distri-
bution function is given as

f—(N|Zin7Nin) = Zf(—n)(N|Zin’Nin)'

n=0

(D10)

However as the other terms are highly suppressed in the
drift dominated regime we will take the first term as the
approximate solution.

Now we determine f_(z, N|zi,, Niy) up to next to leading
order. As we are in the drift dominated regime then one

expects that at leading order the PDF behaves as a Dirac
delta function,

JEO(N) = 8(N = N¢y(2in» Nin)) (D11)

where N, is the classical number of e-folds
while fL9(N) = 0.
Substituting these two PDFs into (D7) and (D6) one

obtains

le/Lo,(O) (N|Nin, Zin)

(z=zin)?

_(N) =z, e
— (2 - 2

N — Ny, z(N — Ny,)
_ (=zn)?
— (Z/ (N) _ Z_(N) - Zin) e 2WN=Ne) Q(N _N l).
- N_Ncl 271'<N—NC1) ¢
(D12)

By expanding the above expression around N, one gets

_0-2 (N_Ncl)z
_3Zine gziﬂz(Ncl*Nin)

272(Ng = Nip)

FYEOON NI Nig, zin) ; (D13)

which is Gaussian as promised.
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