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The Sydney University Giant Air-shower Recorder (SUGAR) measured the muon component of
extensive air showers with a unique array of muon detectors. The SUGAR data allow us to reconstruct the
empirical dependence of muon density on the distance from the axis of the shower, the lateral distribution
function. We compare the shape of this function with the predictions of hadronic-interaction models,
QGSJET-II-04 and EPOS-LHC, in the energy range 1017.6–1018.6 eV. We find a difference between the
observed data and the simulation: the observed muon density falls faster with the increased core distance
than is predicted in simulations. This observation may be important for interpretation of the energy-
dependent discrepancies in the simulated and observed numbers of muons in air showers, known as the
“muon excess.”
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I. INTRODUCTION

Ultra-high-energy cosmic rays (UHECRs) enable particle-
physics studies beyond the capabilities of terrestrial col-
liders. However, due to their low flux, UHECRs can only
be observed indirectly, via extensive air showers (EASs).
Hadronic interactions play an important role in the EAS
development. Modeling of the hadronic component of EASs
is important for studying the primary composition of cosmic
rays [1]. The number of muons in EASs is directly related to
the hadronic interactions. Recently, much attention has been
paid to the discrepancies between the number of muons in
theoretical models of the development of EAS, implemented
in Monte Carlo simulations, and in real EAS data; see, e.g.,
Refs. [2,3] for reviews. Some experiments reported this
“muon excess” at various primary energies, muon energies,
zenith angles, atmospheric depths, and core distances
(SUGAR [4–6], HiRes-MIA [7], NEVOD-DECOR [8,9],
Yakutsk [10], Pierre Auger Observatory and AMIGA
[11,12], and Telescope Array [13]). However, other mea-
surements, performed under different conditions, show the
agreement in the muon number between data and models
(EAS-MSU [14], Yakutsk [15], KASCADE-Grande [16],
and IceTop [17]).
Reference [2] presented a joint analysis of the EASmuon

content measured by various experiments (EAS-MSU,

IceTop, KASCADE-Grande, NEVOD-DECOR, Pierre
Auger Observatory, AMIGA, SUGAR, Telescope Array,
and Yakutsk). It has been shown that, on average, the
difference between the observed and predicted muon
densities grows with the primary energy. However,
higher-energy events are rare and are recorded by larger
installations; hence, often the muon content of higher-
energy EAS is measured at larger distances from the core
than for lower energies. Therefore, the change of the shape
of the muon lateral distribution function (LDF) and the
energy dependence of its normalization may become
degenerate. To study the muon LDF, an installation with
a large array of muon detectors is best suited.
In this work, we use the data of the Sydney University

Giant Air-shower Recorder (SUGAR) (see, e.g.,
Refs. [18–20]). The main SUGAR dataset is based on
observation of muons with shielded detectors only.
However, surface-located spark chambers were used to
study the electromagnetic component as well, and their
results were probably the first demonstration of the muon
excess in air showers [4,5]. In a previous work [6], we
compared the cosmic-ray spectra measured by SUGAR
[21] and by the Pierre Auger Observatory [22,23] and
determined the empirical dependence of the number of
muons in a vertical shower on the primary energy. This
empirical relationship between primary energy and the
number of muons was compared with that predicted from
the hadronic models, and it was found that the models
predicted fewer muons. The purpose of the present work is
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to determine the experimental muon LDF using the
SUGAR data and to compare it with the predictions of
Monte Carlo simulations.
The rest of the paper is organized as follows. In Sec. II, we

discuss briefly the SUGAR array and the data used, includ-
ing criteria of event selection. Monte Carlo simulations are
described in Sec. III. Section IV describes the procedure
of the LDF comparison between data and Monte Carlo
simulations and presents our results. We discuss systematic
uncertainties of the method in Sec. V and briefly conclude
in Sec. VI. Appendixes A and B summarize technical
information from previous publications, while Appendix C
presents an update of the results of Ref. [6] with a more
detailed Monte Carlo simulation performed for the present
work and with a revised zenith angle range.

II. SUGAR ARRAY AND ITS DATA

The SUGAR experiment was in operation between 1968
and 1979 [18–20] in New South Wales, Australia, at the
altitude of ∼250 m above sea level. The array covered an
area of about 70 km2 and consisted of 54 autonomous
stations, each consisting of two underground detectors
spaced 50 m apart in the North-South direction. Each
detector was an underground tank containing a pool of
liquid scintillator with an effective area of 6.0 m2. The
detector tanks were buried at the depth of 1.5 m [19]. These
detectors, therefore, were intended to record only muons
with energies above the threshold of 0.75 sec θμ GeV,
where θμ is the zenith angle of the incident muon. However,
each detector station had a maintenance hole on top of it,
through which the muon signal was contaminated by the
electromagnetic component of a shower for small zenith
angles. It has been shown that this contamination is
negligible for showers with zenith angles θ > 17° [24],
and in what follows, we include only such events in the
analysis. The minimum measured density in the detector
was 2.4 vertical equivalent muons per its area of 6 m2. Each
station was triggered and recorded a “local event” when the
density in both detectors exceeded 2.4 vertical equivalent
muons. The records from the stations were compared with
records from all other stations, and the presence of an air
shower event was registered when three or more stations
could be triggered by the passage of an air shower front
through the array. There were 13,729 such events during
the 11 years of operation of the array.
For this work, we use the detailed data on these events,

which include readings of individual detector stations. The
following selection criteria, similar to the standard SUGAR
analysis [18–20], were imposed:
(1) The shower axis is located in a square constrained

with jXj and jYj < 5000 m.
(2) Events in which the triggered detector is located at a

distance from the shower axis of more than 5000 m
are removed.

(3) Events with saturated detector stations, > 4000
particles, are removed.

(4) Reconstructed zenith angles are in the range
17° < θ ≤ 70°.

For each of the events, we determine the effective number
of “vertical muons,” Nv, using the standard SUGAR
procedure; see Appendix A. Then, we make use of the
result of Ref. [6], which determined a relation between Nv
and the reconstructed primary energy, E, from the nor-
malization to the Auger spectrum (see Appendix B for
details). For the present study, we select events with
1017.6 < E < 1018.5 eV (this is the only place where the
determination of E is used). The lower energy limit is due
to the fact that at E < 1017.6 eV the event registration
efficiency becomes less than 50%. The upper energy limit
is determined by the low statistics of high-energy events.
With these selection criteria, Ndata ¼ 4514 events remain,
and we use them to analyze muon LDF.

III. MONTE CARLO SIMULATION

We use the CORSIKA7.4001 [25] EAS simulation package.
We choose the QGSJET-II-04 [26] or EPOS-LHC [27] as the
high-energy hadronic interaction models and FLUKA2011.2c

[28] as the low-energy hadronic interaction model. For each
of the two high-energy hadronic interaction models, we
simulated 15,000 showers for primary protons and the same
number of showers for primary iron, with thrown primary
energies following an E−3.19 differential spectrum [21] with
9 × 1016 eV < E < 4 × 1018 eV and with zenith angles in
the range between 17° and 70°, assuming an isotropic
distribution of arrival directions in the celestial sphere. The
simulations were performed with the thinning parameter
ϵ ¼ 10−5 with the limitation of the maximum weights
according to Ref. [29].
While Monte Carlo models of modern experiments

include detailed simulations of the detector response to
the EAS particles, we find this inappropriate for the present
analysis because the available information about the
detector and electronics is insufficient for construction
of a reliable response model. Instead, we use a traditional
approach, where we calculate the expected number of
muons at each detector of a station and determine the
triggered status of that station by assuming Poisson
fluctuations.
For each simulated EAS, we select muons with energies

above the detector threshold and calculate their mean
numbers in concentric rings around the shower axis, the
range 100 m ≤ r ≤ 1000 m from the axis in ten bins with
widths equal in terms of logðrÞ. These mean densities are
used as Poisson means to produce ten readings at artificial
“stations,” one in each ring. Stations with readings below
the threshold of 2.4 vertical equivalent muons were dis-
carded. In addition, we have discarded a certain number of
stations to reproduce the distribution of detectors in r
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observed in real data; see Fig. 1. The ensemble of these
artificial events was treated in the same way as the real data
were treated.

IV. ANALYSIS AND RESULTS

In this work, we concentrate on the LDF shape and not on
its normalization. Hence, for each event, either real or
artificial, we normalize all measured muon densities to the
effective total number of muons, Nμ, determined with the
standard SUGAR procedure; see Appendix A (note that this
normalization is the only step in the analysis wherewe use the
LDF expression adopted by SUGAR). The muon density is
multiplied by the normalization factor 106.6=Nμ. We then
consider ensembles of real and simulated normalized indi-
vidual station readings and no longer use the information
about EAS events to which these readings were associated.
The normalized readings are binned in the core distances in
the same ten binswe introduced for theMonteCarlo showers.
Then, we compare these normalized binned LDF in the data
with theMC (Monte Carlo). The accuracy in determiningNμ

in Monte Carlo is log10ðΔNμÞ ¼ 0.18.
Figure 2 presents this comparison. We see that the overall

agreement between data and simulations is reasonable. Note
that at large r the quantities compared and presented in Fig. 2
do not represent the true LDF because we did not account
for subthreshold detector stations: the data do not contain
information on whether the particular station was in oper-
ation at the EAS arrival moment. Zero detector readings
were consistently ignored in both data and in MC. This
explains the behavior of the function at large r.
To estimate quantitatively the agreement between the

data and simulations, we calculate the χ2 value,

χ2 ¼
Xbins
i¼1

NdataðPdata
i − Pmc

i Þ2
Pdata
i

; ð1Þ

where Pdata
i and Pmc

i are the bin value of the LDF function
normalized to 1 (cf. Fig. 2) and Ndata ¼ 4514 is the total
number of events involved in the analysis. For EPOS-LHC,
χ2=d:o:f: ¼ 1.9 and 3.8 for proton and iron, respectively;
for QGSJET-II-04, χ2=d:o:f: ¼ 2.3 and 3.5 for proton and
iron, respectively.
We observe some difference between the experimental

data and Monte Carlo: at close distances, the muon density
in the data is higher than in Monte Carlo, and at large
distances, on the contrary, the muon density in the data is
less than in Monte Carlo. The ratio of the observed and
simulated LDF demonstrates this clear trend, better seen in
Fig. 3. The simulations underestimate the LDF slope: more
muons are concentrated at r≲ 200 m in the data than is
predicted by models. This effect is statistically significant,
with the probability to be caused by chance p ≈ 0.007,

FIG. 1. Distribution of triggered detector stations vs distance
from the shower axis. Each point gives the total number of triggered
stations of the 4514 selected events in the core-distance bin.

FIG. 2. Mean muon LDF. Black open circles with error bars
indicate the muon LDF of data; red open triangles indicate muon
LDF of proton Monte Carlo; blue open squares indicate muon
LDF of iron Monte Carlo. Figure 2(a) shows the Monte Carlo
simulations with EPOS-LHC; Fig. 2(b) shows Monte Carlo sim-
ulations with QGSJET-II-04.
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estimated by the Pearson’s chi-squared method. This trend
is present for both hadronic-interaction models and both
primary particle types we considered.

V. SYSTEMATIC UNCERTAINTIES

In the present study, we concentrate only on the shape of
the LDF, which reduces considerably systematic uncer-
tainties, compared to studies of the LDF normalization, the
muon excess. Let us discuss briefly potential sources of
systematics.

A. Energy scale

We discuss the energy determination and corresponding
uncertainties in Ref. [6] and summarize the discussion in

Appendix B. As we have already pointed out, for the
present analysis, the primary energy is used only to select
the events for the dataset. The uncertainty of the energy
scale translates into the uncertainty of the range of energies
to which our results are applicable but does not affect the
results themselves since we are studying the shape of the
normalized LDF. The change of the energy scale might
manifest itself only if the shape of the muon LDF depended
strongly on the primary energy within the energy range
of interest. We tested that this is not so by repeating our
analysis for two parts of the dataset, with primary energies
1017.6 eV ≤ E < 1018.0 eV and 1018.0 eV ≤ E ≤ 1018.5 eV.
The difference in the LDF shape between the two subsets is
negligible and does not exceed 0.01 in terms of the
fractional difference plotted in Fig. 3.

B. Detector calibration

Possible systematic errors in the measurements of the
muon density may be related to the absolute detector
calibration. However, in the present study, we operate with
the normalized LDF; since the errors of this class affect the
overall LDF scale, they cancel at normalization.

C. Nonlinearity

However, in case there exist certain nonlinearity related
to the saturation effects, it may affect the LDF shape
because the saturated detectors are always located at small
core distances. We cannot find a detailed description of
the nonlinearity in SUGAR detectors, and therefore in our
analysis, we excluded all events for which at least one
detector was saturated; see Sec. II. To test the potential
effect of nonlinearities, we lowered the saturation threshold
by a factor of 2 and repeated our analysis. The change in the
results was negligible compared to the statistical errors.

VI. CONCLUSIONS

We have used the data on muon content of EASs caused
by primary cosmic-ray particles with energies ∼1018 eV
and recorded by SUGAR to study the shape of the muon
LDF and to compare it with the predictions of hadronic-
interaction models EPOS-LHC and QGSJET-II-04. We found
that both models predict a slower decrease of the muon
density with increasing core distance for both proton and
iron primaries than is observed in the data; see Fig. 3. We
also used improved Monte Carlo simulations performed for
this work to update our previous results on the muon
content of SUGAR-detected EASs reported in Ref. [6]; see
Appendix C.
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APPENDIX A: NORMALIZATION

The muon number, Nμ, is determined by fitting indi-
vidual detector readings by the experimentally determined
muon LDF [4,5],

ρμðrÞ ¼ NμkðθÞ
�
r
r0

�
−a
�
1þ r

r0

�
−b
: ðA1Þ

Here, ρμ is the muon density, Nμ is the estimated total
number of muons, θ is the incident zenith angle, r is the
perpendicular distance from the shower axis, r0 ¼ 320 m,
a ¼ 0.75, b ¼ 1.50þ 1.86 cos θ, and

kðθÞ ¼ 1

2πr20

ΓðbÞ
Γð2 − aÞΓðaþ b − 2Þ : ðA2Þ

APPENDIX B: ENERGY ESTIMATION

For a given EAS zenith angle θ, the effective vertical
muon number Nv in a shower is related to the reconstructed
muon number Nμ through the relation [30]

log10

�
Nv

Nr

�
¼ ð1 − γvÞ−1 · ð1 − γv − Aðcos θ − 1ÞÞ

× log10

�
Nμ

Nr

�
þ Bðcos θ − 1Þ

þ log10

�
1 − γv

1 − γv − Aðcos θ − 1Þ
�
; ðB1Þ

where the coefficients are A ¼ 0.47, B ¼ 2.33, γv ¼ 3.35,
and the normalization scale is Nr ¼ 3.16 × 107.
The primary energy of a shower is related to Nv by the

expression

E ¼ ErðNv=Nr1Þα; ðB2Þ

where Nr1 ¼ 107 and parameters α ¼ 1.018� 0.0042stat�
0.0043syst SUGAR � 0.0028syst Auger, and Er ¼ ð8.67�
0.21stat � 0.26syst SUGAR � 1.21syst AugerÞ × 1017 eV are
obtained in Ref. [6] from the comparison of the SUGAR

and Auger spectra. Parameters α and Er were determined
[6] from the requirement that the SUGAR spectrum
matches the spectrum observed by Auger, which is justified
since both experiments have similar fields of view in the
Southern hemisphere. As discussed in Ref. [6], the main
systematic uncertainty comes therefore from the systematic
error of 14% in the Auger energy scale [22].

APPENDIX C: UPDATE ON THE RESULTS
OF REF. [6]

Monte Carlo simulations used in Ref. [6] have been
improved and corrected for the present work. The new

FIG. 4. Update of the results of Ref. [6]. (a) Mean effective
number of vertical muons Nv as a function of the primary energy.
Points indicate the results of Monte Carlo simulations with
QGSJET-II-04 (protons: red open circles; iron: blue open circles),
EPOS-LHC (protons: red open quadrature; iron: blue open quad-
rature). The gray line corresponds to our empirical model (B2);
the shaded gray area indicates the total uncertainly (statistical and
systematic errors, see the text, summed in quadrature). (b) The z
factor vs the primary energy.
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simulations differ in the account of the threshold of the
detector signal and the fluctuation of the muon density. In
addition, Ref. [6] used all zenith angles θ ≤ 70°, which
might introduce a bias for near-vertical showers because of
the detector maintenance hole discussed above. Here, we
present an update of Ref. [6] with the new simulations and
for 17° ≤ θ ≤ 70°. In brief, we use the experimental muon
LDF (A1) and fit it to the distribution of the muon density
in the MC, obtaining Nμ. Then, we use Eq. (B1) to express
the effective number of vertical muons Nv in terms of Nμ

and θ. As a result, Nv is determined for each shower
(both in data and in simulations). Thus, we can plot the
dependence of the number of vertical muons on the primary
energy and compare it with Eq. (B2) obtained [6] from
comparison of the SUGAR and Auger spectra.
To compare the experimental muon density with the

simulation predictions, we use the z factor [2],

z ¼ log10ðNSUGAR
v Þ − log10ðNp

vÞ
log10ðNFe

v Þ − log10ðNp
vÞ ; ðC1Þ

whereNSUGAR
v is the number of vertical muons calculated by

the formula (B2) and Np
v and NFe

v are the simulated mean
numbers of vertical muons for proton and iron primaries.
Figure 4(a) presents a comparison of the new simulation

results for NvðEÞ with our empirical model (B2).
Figure 4(b) shows the dependence of the z factor on
energy. Compared with our previous work, the z factor
is smaller, so the disagreement in the total muon number
between the data and simulations, the muon excess, is more
modest. The most probable physical reason for this differ-
ence is the contamination of the muon signal by the
electromagnetic component for vertical showers, which
we did not take into account in Ref. [6]. Since SUGAR
measured only muons, potential shifts of the energy scale
are degenerate with the shifts in muon number; this
systematic uncertainty is dominated by the uncertainty
of the Auger energy scale (see Appendix B). Note that this
uncertainty does not affect the results of the present work,
which studies the shape, and not the normalization, of the
LDF; see Sec. V.
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