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Superfluid 4He is a promising target material for direct detection of light (< 1 GeV) dark matter.
Possible signal channels available for readout in this medium include prompt photons, triplet excimers, and
roton and phonon quasiparticles. The relative yield of these signals has implications for the sensitivity and
discrimination power of a superfluid 4He dark matter detector. Using a 16 cm3 volume of 1.75 K superfluid
4He read out by six immersed photomultiplier tubes, we measured the scintillation from electronic recoils
ranging between 36.3 and 185 keVee, yielding a mean signal size of 1.25þ0.03

−0.03 phe=keVee, and nuclear
recoils from 53.2 to 1090 keVnr. We compare the results of our relative scintillation yield measurements to
an existing semiempirical model based on helium-helium and electron-helium interaction cross sections.
We also study the behavior of delayed scintillation components as a function of recoil type and energy, a
further avenue for signal discrimination in superfluid 4He.
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I. INTRODUCTION

Superfluid 4He has been proposed for use in dark matter
direct detection [1–6]. In particular, low-mass dark matter
models have received substantial recent development and
interest [7–9]. Superfluid helium has potential to allow
particle identification through measurement of the ratio of
charge to light [2], the ratio of electronic to quasiparticle
excitations [5], or the scintillation pulse shape due to the
timing of different components [10], enabling lowered
backgrounds and increased discovery potential. Liquid
helium scintillation has been used in ultracold neutron
experiments [11] and was proposed for measurement of the
pp solar neutrino flux [12,13]. Understanding the scintil-
lation yields and time dependencies for both nuclear and

electronic recoils will aid in the design and implementation
of future dark matter direct detection experiments, as well
as future searches for the permanent electric dipole moment
of the neutron [14,15] and measurements of coherent
elastic neutrino-nucleus scattering [16,17].
Energy deposition in superfluid helium results in a rich

variety of excited species, and the relative population of
these species contains information about the primary track.
Signals in superfluid helium include singlet diatomic
molecules (excimers), triplet excimers, rotons, phonons,
and perhaps quantum turbulence [18–20]. Recent exper-
imental measurements of superfluid helium response sig-
nals have focused on scintillation as a function of
temperature and applied electric field from α and electron
sources [21–24]. In addition to directly measuring these
signal channels, predictions of helium response to nuclear
and electronic recoils can be constructed from experimental
data of He-He and electron-He interaction cross sections
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[2,3], yielding a full model of the partitioning into various
signal channels as a function of recoil energy [5,25,26].
The signal channels in superfluid helium can also be

probed by analyzing the temporal distribution of scintilla-
tion. Early experiments on superfluid helium scintillation
revealed significant emission of delayed photons over one
microsecond after the initial excitation [27]. Scintillation
signals in the first millisecond following a recoil include a
prompt component (< 10 ns), an exponentially decaying
component with a lifetime of 1.6 μs, and a component that
decays roughly as t−1 [10]. The t−1 component is generally
attributed to Penning ionization of triplet states, which can
recombine into singlets. The source of the exponential
component is less certain; in Ref. [10] it was hypothesized
to be due to a reaction between a metastable state such as
He(21S) and the ground state helium atoms. It was also
observed that the t−1 component was a larger fraction of the
total scintillation for an α source and for 3He neutron
capture events than for a β source.
In this article, we report measurements of superfluid

helium scintillation and its time dependence for both
electronic and nuclear recoils. Section II describes the
experimental apparatus, Sec. III describes Monte Carlo
simulations used in the analysis, Sec. IV describes the data
analysis, Sec. V discusses and summarizes the results, and
Sec. VI contains concluding remarks.

II. EXPERIMENTAL APPARATUS

A. Helium detector hardware

The detector consisted of six Hamamatsu R8520-06-
MOD photomultiplier tubes (PMTs), with cathode plati-
num underlay, monitoring a 16 cm3 cubic volume of
superfluid 4He, as shown in Figs. 1 and 2. Because the
PMTwindows are not transparent to the 80 nm wavelength

prompt scintillation light of 4He, tetraphenyl butadiene
(TPB) [28,29] was used to first shift the light to 430 nm.
The TPB was deposited to a thickness of 0.3 mg=cm2 on
1 mm thick fused quartz plates, arranged in a cubic
geometry illustrated in Fig. 2.
The cryogenic PMT readout, previously developed for

use at milli-Kelvin temperatures in vacuum [30], was
adapted for the superfluid 4He environment in this work.
Each PMT was biased by an individual Cockcroft-Walton
generator (CWG). The PMT dynode stages were connected
to the different voltage levels produced by the CWG
without resistive voltage divider circuits. In this way, the
heat load was minimized and no cryogenic high-voltage
feedthroughs were needed. External 3 V peak-to-peak AC
with 26 kHz frequency was first amplified by transformers
with a winding ratio 1∶24 and a molypermalloy powder
core, then fed to the CWG. PMT gains were monitored with
the slow scintillation component from superfluid 4He,
which we describe in more detail in Sec. IVA.
The whole detector was mounted inside a pumped 4He

cryostat, manufactured by Janis Cryogenics, with a 1 K pot.
The sample-space 4He, nearly filling the chamber shown in
Fig. 2, was separated from the cooling 4He.

B. Cool down process

While helium permeation into PMTs is generally a
concern, the permeability drops exponentially with temper-
ature [31]. Thus, a special cooldown procedure was used to
prevent helium permeation into the PMTs in this experi-
ment. The cryostat was first cooled to liquid nitrogenFIG. 1. Photograph of the detector used in this work.

FIG. 2. CAD model of the detector. The TPB wavelength
shifter is shown in blue, defining the active volume of the
detector. The measured 4He liquid-gas interface at 1.75 K is
indicated by a red line, near the top of the green printed circuit
boards.
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temperature (77 K); the sample space was filled with high
purity nitrogen heat exchange gas during this step. Next,
the sample space was flushed with high purity helium gas
(impurities < 200 ppb) six times to ensure all of the
nitrogen exchange gas was removed. We estimate less
than 10−10 bar nitrogen was left after this flushing
procedure. The sample space was then filled with 1 bar
of high purity helium exchange gas, and the cryostat was
further cooled down to 4.2 K. High purity 4He was
condensed into the sample space by the cooling power
of the 1 K pot, after it was further purified by a 4.2 K cold
trap. Once the sample space was completely filled with
liquid 4He at 4.2 K, it was cooled down through the
superfluid phase transition to a final temperature of 1.75 K.
The data taking took 50 days with the same fill of sample
helium in the detector and the entry valve at room temper-
ature to the sample space shut. The temperature was
stabilized to �0.1 K within 1.75 K during the data taking.

C. Radioactive sources and data taking configuration

We follow existing conventions by defining the recoil
energy from electronic recoils (ERs), Eee, in units of keVee,
where “ee” stands for electron equivalent. Similarly, we
define the nuclear recoil (NR) energy, Enr, in units of
keVnr, where “nr” stands for nuclear recoil. For a given
scintillation signal strength, Enr is generally larger than Eee
because NRs generate electronic excitations less efficiently
than ERs do. We expect Enr to scale with signal strength in
a nonlinear fashion, in contrast to the expected linear
scaling of Eee.
ER data were obtained using a 270 kBq 137Cs source,

which emits a gamma ray of 661.7 keV. Two cylindrical
5.1 cm diameter, 5.1 cm thick NaI detectors with PMT
readout were used as far side detectors to tag gamma rays
which Compton scattered in the helium target at specific
angles. NR data were obtained using the 2.8 MeV neutrons
from a Thermo Scientific MP 320 deuterium-deuterium
(DD) fusion neutron generator producing roughly 1 ×
106 neutrons=second in all directions. A 12.7 cm diameter,
12.7 cm thick cylindrical BC-501A liquid scintillator (LS)
detector with PMT readout was used to tag neutrons
recoiling in the helium detector at a specific angle. Laser
tools were used to measure the positions and orientation of
the radioactive sources and the detectors, with an estimated
position uncertainty of 1 mm.

D. Data acquisition and trigger efficiency

The signals from the helium detector and far side
detector PMTs (LS and NaI) were amplified and fed into
a discriminator. The hardware trigger consisted of a two-
fold coincidence requirement within a window of 150 ns
among the helium detector PMTs for both DD and 137Cs
data. For DD data, an extra coincidence between the LHe
detector and the LS detector signal was required, also

within a window of 150 ns. Each triggered event was
recorded with a CAEN V1720 digitizer with 250 MHz
sampling frequency and consisted of samples amounting to
1 μs pre-trigger and 31.7 μs post-trigger length. All six
helium detector channels and the tagging detector channels
were saved for each trigger. Summed outputs of the helium
detector PMTs are shown for two typical events in Fig. 3.
The timing for the helium detector PMTs and the far side

detector PMTs was synchronized by the back-to-back 511-
keV gamma rays from a 22Na source. A study of the trigger
efficiency for the helium detector channels was also
performed with the same 22Na source, which was placed
between the helium detector and a NaI detector. In this

FIG. 3. The summed output of the helium detector PMT
channels from two sample events passing the analysis cuts.
The ER event (blue), offset by þ15 mV, was selected from the
dataset corresponding to a recoil energy of 154 keVee and the NR
event (red) to 142 keVnr. Both events contain small single
photoelectron (SPE) pulses following the large prompt pulse.

FIG. 4. The measured trigger efficiency from the combined
effects of hardware triggering and software event selection as a
function of signal size. A histogram of dedicated trigger effi-
ciency data (blue) was interpolated with an 11th degree poly-
nomial fit (purple), shown with the 1-σ confidence band, which
was derived using the horizontal and vertical error bars treated as
1-σ errors.

SCINTILLATION YIELD FROM ELECTRONIC AND NUCLEAR … PHYS. REV. D 105, 092005 (2022)

092005-3



trigger efficiency study, the NaI detector signal was used to
trigger the data acquisition, and the signals of the helium
detector PMTs and the output from the discriminator
channel linked to the helium detector PMTs were recorded.
Additionally, our software analysis chain required the pulse
finder to identify pulses in two channels as a data quality
control. We calculated the combined pulse area from the
PMTs normalized to the individual PMT gain (see Sec. IV
A), and calculated the combined efficiency of triggering the
discriminator and passing the analysis-level coincidence
requirement as a function of pulse area. This trigger
efficiency as a function of normalized pulse area is shown
in Fig. 4. The trigger efficiency is low for fairly large signal
sizes, which is postulated to be caused by the relatively low
gain in the PMT signal and the fluctuation of baseline.
However, most of the datasets in this study have pulse areas
larger than those with low trigger efficiency, with the
exception being the 53.2 keVnr dataset.

III. MONTE CARLO SIMULATIONS

To account for systematic effects due to the source
spectrum, finite detector geometries and multiple scatters,
the expected recoil energy spectra in the liquid helium
active volume were simulated with GEANT4 [32–34] version
10.5, using the reference SHIELDING physics list [35]. The
137Cs source was implemented as isotropic 661.7-keV
gamma rays originating from the Mylar/Kapton source
packaging (Eckert and Ziegler Type M). The angle-energy
relation of the DD generator neutron production was taken
from Ref. [36] and modeled as a 4th order polynomial in
the simulation.

Multiple far side backing detectors corresponding to
different scattering angles were placed in a single simu-
lation run to increase computational efficiency. An example
run geometry is shown in Fig. 5. When neutrons or gamma
rays scattered between different far side detectors, only the
first interaction was used in the subsequent analysis.
During the processing, electronic recoil and nuclear recoil
energies were tracked separately so that the correct signal
scale could be applied in the analysis, in case a simulated
event consisted of both types of interactions.

IV. DATA ANALYSIS

The experimental data were analyzed for the total signal
size and the delayed scintillation behavior as a function of
recoil type and energy. The signal size was found by
converting the raw area of pulses to units of photoelectrons
(phe) by dividing by the measured single photoelectron
(SPE) size in each PMT channel, while the delayed
scintillation analysis considered the temporal distribution
of SPEs after a prompt window of 400 ns.

A. SPE size calibration

After the prompt light produced by an energy deposit, the
following microseconds of an event show an elevated rate of
SPEs due to delayed scintillation; some SPEs late in an event
windowarevisible inFig. 3. This delayed signal is interesting
in its own right andwill be discussed further in Sec. IV C. For
the total signal analysis, this delayed scintillation provided a
convenient source of SPEs for calibration.
To determine the SPE size, pulses were selected that

arrived more than 476 ns after the nominal trigger time. The
areas of selected pulses in each data taking run were
histogrammed and fit to a Gaussian. An example fit is
shown in Fig. 6. Delayed scintillation was a particularly

FIG. 5. An example simulation setup for neutron scattering. In
this configuration, five far side backing detectors were simulated
simultaneously for higher computational efficiency. The DD
neutron source is located at the lower left corner, 60.8 cm away
from the liquid helium target. In the case of Compton scattering
(not shown), an isotropic gamma ray source was placed 24.89 cm
from the liquid helium target along the same beam line as the
neutrons, and the far side detectors were changed to NaI
detectors.

FIG. 6. Example spectrum of delayed scintillation pulses used
to calibrate SPE size for a single dataset. The observed spectrum
(blue) is fit to a Gaussian (yellow-orange) between the dashed red
lines. Below the lower dashed line, a noise pedestal is visible in a
minority (∼15%) of datasets.

A. BIEKERT et al. PHYS. REV. D 105, 092005 (2022)

092005-4



valuable SPE source since it was observable in each data
taking run, allowing changes in gain to be monitored over
the course of the experiment. Each data taking run was
calibrated based on the SPE sizes observed in that same set
of events. A subset of the SPE sizes were checked against
in-situ LED calibrations which yielded similar results.
The pulse finder removed pulses below a fixed area to

avoid identifying noise as pulses. Inefficiency in finding
SPEs was estimated as the fraction of the Gaussian fit to the
SPE area distribution that fell below this threshold. Across
all of the PMT channels and datasets included in the
analysis, the average SPE finding efficiency was 72%.
Of the six PMTs in the helium detector, calibration

confirmed four to be usable in most data taking runs after
the detector was cooled down. One channel appeared
disconnected, while another demonstrated poor gain such
that SPEs were not readily distinguished from noise. There
were two ER datasets, about 7% of the total ER data taking
time, in which a single additional PMT was dropped from
the analysis due to the fitted SPE size falling close to the
baseline noise.

B. Total signal size

Each dataset consists of data taken with either the DD
generator or the 137Cs source scattering into a particular
recoil angle. The scintillation signal size for individual
events in each dataset was determined using the SPE size
calibration described in the previous section. The trailing
pulse area in the event acquisition was corrected by the SPE
finding efficiency for that dataset and then added to the
prompt area for a total scintillation signal size in the event.
The datasets were reduced by a series of cuts based on

pulse timing and the far side detector response to select for
events which scatter exactly once in the liquid helium target
while disfavoring multiple scatter events and those formed
by accidental coincidences in the helium and tagging
detector volumes. Finally, Monte Carlo (MC) simulation
spectra were fitted to each dataset independently by
floating a mean signal scaling parameter, a parameter for
the energy resolution of the liquid helium response, and an
overall scale factor of the distribution.

1. ER data selection cuts

The two tagging detectors in the ER configurations
provided information about timing and recoil energy in the
NaI target. Each detector was calibrated independently for
both timing and energy resolution.
Timing cut—As mentioned in Section II D, we

synchronized the helium detector and tagging detector
timing with the back-to-back gamma rays from 22Na
decays. For each tagging detector, we fit a Gaussian to
the distribution of pulse time differences between that
detector and the helium detector to calibrate the time
resolution of the experimental configuration. We found a

resolution of 4 ns (sigma) for both NaI detectors, compa-
rable to the 1–2 ns it takes the scattered gamma ray to travel
between the liquid helium and NaI volumes in the Compton
scattering data taking configurations.
For the timing cut in the Compton scattering analysis, we

used a relatively wide coincidence window of�20 ns since
we found that a tighter definition had no strong effects
when used in conjunction with the NaI energy deposit cut
described below. The same timing cut was applied to
the MC spectra after applying Gaussian smearing with the
measured 4 ns resolution. We estimated the systematic
uncertainty associated with this cut by rerunning the
analysis with modified values of �16 ns and �24 ns
and found variations at 1% or less for all datasets except
98.9 keVee, which had a 5% variation in the best fit value.
NaI energy deposition cut—Gamma rays which

Compton scatter once in the helium target have an outgoing
energy

E0
γ ¼

Eγ

1þ ðEγ=mec2Þð1 − cos θÞ ; ð1Þ

where Eγ is the ingoing energy of 661.7 keV,me is the mass
of the electron, c is the speed of light, and θ is the lab frame
scattering angle. E0

γ ranges from 476 to 625 keV for the
recoil energies in this study. NaI detector scintillation can
be used to reconstruct the deposited energy to a high degree
of accuracy, providing an additional data selection cut by
looking for events which match the expected remaining
gamma ray energy in the NaI detector.
We used the decay gamma rays from 22Na, 57Co, 133Ba,

and 137Cs to calibrate the NaI detector response from 122 to
1275 keV. First, the mean response at each gamma ray
energy was found by fitting a Gaussian to the photo-
absorption peak. Then, we used a linear fit to determine the
detector response as a function of energy. Similarly, the
behavior of the energy resolution was estimated by fitting a
function of the form

σrðEÞ ¼ c1Eþ c2E1=2 þ c3; ð2Þ

to the standard deviations obtained from the Gaussian fits,
where the ci are fit coefficients for each term. Our measured
single standard deviation resolution for gamma ray energies
in the range expected of E0

γ was 3%–4%.
For each dataset in the analysis, events were cut

according to the signal response in the NaI detector.
Events were accepted if the response in the NaI detector
was within E0

γ � 5σrðE0
γÞ. The effect of the cut is demon-

strated in the bottom panel of Fig. 7, where the orange
population consists of events with only the timing cut
described above and the blue spectrum represents those
also passing the NaI energy cut. While this cut removes
some events in the single scatter peak visible in the liquid
helium signal spectrum, selecting events consistent with an
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energy deposit of E0
γ in the NaI boosted the ratio of events

in the liquid helium single scatter peak relative to its side
bands. The NaI energy deposit cut was replicated in the MC
events by applying the measured energy resolutions of the
two tagging detectors. The distinct calibrations of the two
tagging detectors were weighted according to the number
of events collected with each detector in a given dataset.
The systematic uncertainty resulting from this cut defini-
tion was estimated by rerunning the analysis with�4σr and
�6σr as the selection window, resulting in variations at the
0.5%–3% level.

2. NR data selection cuts

NR datasets were reduced using pulse shape discrimi-
nation and timing cuts enabled by the LS tagging detector.
Pulse shape discrimination cut—The BC-501A LS pulse

shape can be used to discriminate recoil types by consid-
ering the maximum pulse height and total pulse area in
the event. An example of the pulse shape discrimination
(PSD) cut for the 561 keVnr dataset is shown in the left
panel of Fig. 8; electronic recoils form a clear upper band
and nuclear recoils form the lower band. Events from the
lower band within the orange lines were tagged as neutron
scatters in the liquid scintillator. We applied a minimum
area cut of 5 V ns because the two bands merge at low area,
reducing the discrimination power. A maximum height cut
was used to eliminate events saturating the digitizing
electronics. Since the PSD bands were clearly separated
for large area events, the systematic uncertainty estimate for
this cut was to vary the minimum area to 2.5 V ns and 10 V
ns which resulted in at most 1%-level variation in the final
signal scaling parameter values.
The effect of the PSD cut is shown in the middle panel of

Fig. 8, which shows spectra of the time-of-flight, defined as
the event time in the LS minus the event time in the liquid
helium. All of the events in the dataset are shown in the
black spectrum, while events tagged as neutrons by the
PSD cut are plotted in orange. A prompt peak near a time-
of-flight of 0 ns from gamma scatters is clearly visible in
the events before the application of the PSD cut, and a peak
in the tagged neutron events is apparent around the
expected time-of-flight for the experimental configuration.
As with other cuts, this cut was replicated in the MC

events. However, the effect of this cut on the MC events
was minuscule because the majority of the events in the
electronic recoil band of the LS discrimination plot were
from accidental coincidences with background gammas,
which were not simulated.
Time-of-flight cut—Neutrons which elastically scatter

once in the helium target into a known angle deposit a well-
defined energy

Er ¼
2mnEn

ðmn þmHeÞ2
h
mnsin2ðθÞ þmHe

− cosðθÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

He −m2
nsin2ðθÞ

q i
; ð3Þ

where Er is recoil energy of the helium atom, mn is the
mass of the neutron, En is the initial energy of the neutron,
mHe is the mass of the helium atom, and θ is the scattering
angle of the neutron in the lab frame relative to its initial
direction. The time it takes a neutron to travel between the
liquid helium volume and the tagging detector is well-
determined by its energy, so an additional constraint on
good single scatter events is the time measured between
events in the LHe target and the LS tagging detector.

FIG. 7. The 185 keVee dataset as an example of the NaI cut
applied to all of the Compton scattering datasets. The response in
the NaI detector (top) was used to select events more likely to
match the energy E0

γ expected from Eq. (1). All events before cuts
are shown in the black circles, where the photoabsorption peak
for 661.7 keV 137Cs gamma rays is a visible feature. It mostly
vanishes as a result of the timing cut after which the orange
triangle events remain. Still present in the orange spectrum is a
photoabsorption peak corresponding to E0

γ ¼ 476 keV. Events
which fall inside of the blue band are accepted for the analysis
(the definition of the band is described in the text). The effect of
the NaI energy cut on the helium scintillation spectrum (bottom),
where the orange triangle events correspond to those in the top
panel and the blue square events are those which also pass the NaI
energy cut, is a more prominent peak attributed to single scatter
events.
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The time resolution of the setup with the LS tagging
detector was measured with a 22Na source in the same way
as for the NaI detectors, resulting in a time resolution of
σt ¼ 2.4 ns. The middle panel of Fig. 8 shows a tagged
neutron peak consistent with the expected 53 ns time-of-
flight for single scatter neutrons in this experimental
geometry. A time-of-flight cut was used to select these
single scatter events and reject neutrons scattering multiple
times before reaching the tagging detector, which do not
necessarily deposit the energy described by Eq. (3). Events
within −1=þ 2σt around the peak in the spectrum were
accepted, where the bounds were optimized by examining
the time-of-flight behavior in MC events and also by
maximizing the liquid helium scintillation peaks relative
to their side bands in experimental data. As with other cuts
in the analysis, we modified these bounds to −2=þ 2σt and
−1=þ 3σt as a systematic uncertainty estimate and found
variations between 1–2%.
The time-of-flight acceptance region is the red band in

the middle panel of Fig. 8, and the events that pass both cuts
are shown in red in the right panel. The red distribution
reveals a well-defined scintillation signal size peak asso-
ciated with single scatters in the LHe. There is a flat
distribution of nuclear recoil events in the time-of-flight
spectrum arising from accidental coincidences in the two
detector volumes. The contribution of such events to the
signal region was estimated from the purple region in the
middle panel of Fig. 8, scaled to the width of the time-of-
flight acceptance window. This scaled spectrum is shown in
purple in the right panel of Fig. 8, where it is clearly
subdominant to the main signal events in red.

3. Fitting procedure

MC events were first converted from units of energy to
signal size in number of photons. The number of photons S
was determined by

S ¼ YxxExx; ð4Þ

where Yxx are the signal scaling parameters with units phe/
keVand Exx are the simulated deposit energies of each type
in units of keV.
Next, the MC events were weighted according to the

selection cuts and smeared using a Gaussian energy
resolution function

fðx; S; AÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
2πA2S

p exp

�
−ðx − SÞ2
2A2S

�
; ð5Þ

where x is the smeared signal in phe, S is the signal from
the MC event given by Eq. (4), and A is a resolution factor
with units

ffiffiffiffiffiffiffi
phe

p
. The fitted trigger efficiency curve from

Fig. 4 was applied to the smeared spectrum by integrating
the function over each bin in the smeared spectrum and
rescaling the bin by the result. It is possible, though
unlikely, for DD neutron events to induce ERs in the liquid
helium target through inelastic scatters and neutron capture
on materials around the target. After the time of flight
selection, fewer than 0.1% of MC neutron events had an ER
energy component. Thus, we neglected the ER energy
component in our treatment of the NR MC.

FIG. 8. The 561 keVnr dataset as an example of the cuts applied to the nuclear recoil datasets. The left panel depicts the pulse shape
discrimination (PSD) of the liquid scintillator (LS) tagging detector. The upper band comes from electronic recoil events and the lower
band from nuclear recoils. Events from the lower band inside of the orange lines are accepted and tagged as neutrons. The middle panel
shows the effect of this cut on the event distributions in time-of-flight, defined as the liquid scintillator time minus the event time in the
liquid helium. The spectrum marked by black circles consists of all events before cuts, while events plotted in orange triangles are those
tagged as neutron scatters by the PSD cut. The prompt peak in the total event spectrum is consistent with scatters produced by gammas
rather than neutrons as it disappears on application of the PSD cut. The peak in neutron events first arriving about 53 ns later corresponds
to neutrons scattering once in the liquid helium, while the longer tail comes from multiple scatter events. Events in the red band are
accepted as single scatter neutron events, and appear as red squares in the right panel. We estimated the random coincidence
backgrounds with the neutron scatters in the purple band. The liquid helium scintillation spectrum of neutron-tagged events is plotted as
orange triangles in the right panel. Events passing the time-of-flight cut are shown as red squares. The accidental coincidence event
spectrum was rescaled according to the size of the time-of-flight acceptance window and plotted as purple diamonds.
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The smeared MC spectra were each separately fit to
histograms of the experimental data passing selection cuts
with three floating parameters: YER=NR, A, and a third
parameter determining the overall height of the MC
spectrum. Fitting was performed by minimizing the χ2

test statistic

χ2 ¼
XN
i¼1

ðni − νiÞ2
νi

; ð6Þ

where ni is the observed number of events in each bin, νi
is the expected number of events in each bin from the
smeared MC spectrum, and i runs over the N bins in the fit
region.
The fit region was determined iteratively, first by hand

selecting the boundaries and finding the best fit parameters.
Then, those parameters were used to smear the distribution
of the single scatter events of interest in the MC, and the
iterated fit region was defined as �2σ about the mean of a
Gaussian fit to those events. The final signal scaling
parameter results were those resulting from rerunning
the fitting procedure using the iterated fit region.
Table I lists the six fitted ER and seven fitted NR signal

scaling parameters, along with statistical errors from the
fits and systematic uncertainties estimated as described
below. Figures 9 and 10 show histograms of the detected
scintillation response in the helium target and the corre-
sponding best fit MC spectra for the ER and NR datasets,
respectively.

Within each dataset fit, the application of the energy
resolution assumed the resolution scales with the square
root of the signal size. However, the resolution factor was
allowed to float across the dataset fits to make fewer
assumptions about the underlying physics of the signal
generation. Still, the best-fit values of the resolution factor
were self-consistent across all of the datasets. Fixing the
resolution factor to the mean value obtained from these fits
and re-fitting the data did not yield significant differences in
the final values of the signal scaling parameters or degrade
the overall goodness of fit of the results.
An excess of events at small signal size for datasets

corresponding to larger recoil energies was present in both
the ER and NR data. One possible explanation might be
varying light collection efficiency over the liquid helium
target volume, but we did not find any evidence that such
regions exist in the data. Most events in the final datasets
were composed of roughly equal fractions of photons seen
in each PMT. It is also unlikely to be the result of degraded
recoil tracks, since the recoil track length in 1.75 K liquid
helium for 1 MeV recoil alphas is about 40 μm and for
200 keV recoil electrons about 3 mm [37]. This explanation
is especially unlikely to account for the excess in the NR
data, where the effect is most apparent. Ultimately, the
definition of the fit region around the single scatter peak
excluded these low energy excesses from the fits.

4. Systematic uncertainties

Systematic uncertainties associated with the data selec-
tion cuts were estimated by varying those cuts and

TABLE I. Fitting results for the ER and NR datasets. Uncertainties for the recoil angles and energies were
computed using the effect of position error uncertainties from the target helium volume and the tagging detector on
the mean recoil energy. Uncertainties in the signal scaling parameter, Y, are separated into systematic uncertainty
(consisting of the effects from the data selection cuts, the uncertainty due to the trigger efficiency, the recoil energy
uncertainty, and the statistical uncertainty from the SPE size fits) and statistical uncertainty from the χ2 minimization
fitting. We also report the fitted resolution parameter A and its combined statistical and systematic uncertainty.
Finally, we report the minimized χ2 and number of degrees of freedom for each of the datasets.

θ (degree) Er (keV) Y (phe/keV) δYsys δYstat A ð ffiffiffiffiffiffiffi
phe

p Þ χ2=n:d:f:

ER

17.2� 0.4 36.3� 1.5 1.43 þ0.10
−0.09

þ0.11
−0.09 2.40þ0.83

−0.67 6.1=7
20.3� 0.4 49.2� 1.8 1.08 þ0.05

−0.05
þ0.05
−0.05 1.56þ0.66

−0.53 16.8=14
28.9� 0.4 91.7� 2.2 1.44 þ0.06

−0.08
þ0.09
−0.08 2.46þ1.24

−0.65 10.2=7
30.2� 0.4 98.9� 2.3 1.15 þ0.08

−0.08 þ0.05
−0.05 2.39þ0.94

−0.51 15.5=7
40.0� 0.4 154.0� 2.3 1.33 þ0.08

−0.04
þ0.05
−0.05 3.57þ0.93

−0.75 7.9=11
45.6� 0.4 185.0� 2.4 1.27 þ0.04

−0.04
þ0.03
−0.03 1.74þ0.43

−0.45 8.3=7

NR

15.9� 0.2 53.2� 1.1 0.48 þ0.02
−0.05

þ0.03
−0.03 2.00þ0.65

−0.17 20.1=23
20.7� 0.2 89.4� 1.4 0.45 þ0.01

−0.01
þ0.02
−0.01 2.09þ0.29

−0.39 35.0=27
26.3� 0.2 142.0� 1.7 0.50 þ0.01

−0.01
þ0.01
−0.01 2.06þ0.44

−0.20 25.0=17
31.9� 0.2 207.0� 2.1 0.47 þ0.01

−0.01
þ0.01
−0.01 2.44þ0.25

−0.20 39.7=24
38.6� 0.2 294.0� 2.4 0.52 þ0.01

−0.02
þ0.01
−0.01 2.66þ0.30

−0.43 21.9=26
55.8� 0.2 561.0� 2.8 0.47 þ0.01

−0.01
þ0.01
−0.01 2.22þ0.41

−0.20 12.2=14
87.6� 0.2 1090.0� 2.6 0.45 þ0.02

−0.01
þ0.01
−0.01 2.82þ0.64

−0.53 10.3=10

A. BIEKERT et al. PHYS. REV. D 105, 092005 (2022)

092005-8



rerunning the fit for each dataset, as previously discussed in
the descriptions of the cuts. The systematic uncertainty
associated with each cut was estimated as the difference
between the best fit value from the main analysis and the fit
with the varied cut parameters. These cut-based systematic
uncertainties each contributed at the percent level for all of
the datasets in the analysis.
The systematic uncertainties due to the fit region

definition and the application of threshold efficiency curve
were also estimated in this way. The helium signal fit region
for each dataset was varied from �2σ of the Gaussian fit
on the MC single scatter distribution to �1.5σ and �2.5σ.

As with the cut-based systematic uncertainties, the fit
region definition contributed at the 1–2% level for all of
the datasets, except for a 4% difference in the 154 keVee
dataset. Likewise, the threshold efficiency curve was
replaced by the lower and upper 1-σ bounds shown in
Fig. 4. The effect of this change was negligible for almost
all of the datasets, since the fit regions generally excluded
the signal sizes for which the threshold curve strongly
varied. However, the systematic uncertainty for the
53.2 keVnr fit, the smallest signal size across all of the
datasets, was dominated by the uncertainty in the threshold

FIG. 9. Histograms of experimental data (blue) and fitted MC
(gray) for each Compton scattering recoil energy. The x-axis
showing the signal size in the liquid helium is the same for each
panel. The fit region for each fit is between the vertical green
dashed lines.

FIG. 10. Histograms of experimental data (red) and fitted MC
(gray) for each DD neutron scattering recoil energy. The x-axis
showing the signal size in the liquid helium is the same for each
panel. The fit region for each fit is between the vertical green
dashed lines, and the lower bound for the 53.2 keVnr fit extends
to a signal size of 0 phe.
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efficiency curve with the best fit value varying −8%
and þ3% for the lower and upper threshold efficiency
variations.
Uncertainties on the positions of the target and tagging

detectors also contributed some uncertainty to the energies
probed by each dataset. We estimated the size of this effect
with a toy Monte Carlo approach by varying the positions
of the detectors according to the 1 mm position uncertainty
and calculating the nominal recoil energy for the modified
configurations. A Gaussian was fit to the distribution of
nominal recoil energies to translate the effect of the position
uncertainty to an uncertainty in the recoil energy assigned
to each dataset. This error is listed in Table I, plotted as
horizontal error bars in Figs. 16 and 17, and folded into the
systematic uncertainties on the measured signal scaling
parameter values. This uncertainty in the recoil energy is
distinct from the range of recoil energies sampled by the
experimental geometry due to the finite sizes of the detector
elements, which is accounted for by the simulation geom-
etry in Geant4.
The uncertainty due to the SPE size calibration was

estimated using the statistical error from the SPE fits for
individual PMTs in each data taking run. Since the datasets
consisted of events from multiple data taking runs, the
signal size uncertainty for each dataset was estimated as
the average of the SPE size uncertainties weighted
according to the number of events from each data taking
run in the dataset. This uncertainty contributed at the
2%–3% level for the NR datasets. It contributed a higher
3%–5% uncertainty in the signal scaling parameter of
the ER datasets due to fewer SPE statistics for these
acquisitions.
As described in Sec. IVA, the effect of the SPE finding

efficiency was corrected for in the total signal size
associated with each event. The uncertainty in this effi-
ciency was determined from the Gaussian fit parameters of
the SPE area distribution, and propagated to the uncertainty
in the total signal size for each dataset. The uncertainty
associated with this correction was comparable to other
systematic errors described in this section at 1%–5% in the
best fit signal scaling parameter.

C. Delayed scintillation

In addition to our study of the total signal, we quantified
the partitioning of the scintillation in time among the
prompt, exponential, and t−1 components.
Events in this analysis were selected using the same

selection cuts described for the total signal. While the
prompt scintillation caused a high amplitude signal in
each PMT from many photons spaced closely in time,
the delayed components consisted of well separated SPE
pulses (see Fig. 3). Unfortunately, low PMT gains relative
to noise during this experiment led to a low efficiency of
finding SPEs in most channels. Therefore, we restricted the
delayed scintillation analysis to pulses found in a single

PMT channel that demonstrated higher gain and higher
SPE efficiency.
For each recoil energy, the pulse times across all events

were combined into a single histogram. A fit to the model

npheðtÞ ¼ Ae−λt þ Bt−1 ð7Þ
was performed over times above 640 ns, where t ¼ 0 was
defined as the time of the prompt pulse, and the amplitudes

FIG. 11. ER delayed scintillation fits of exponential (purple)
and 1/t (green) components to data (red). The total model is the
sum of the two fitted components (gray). The χ2 value is shown
for each fit; for each fit there are 14 degrees of freedom.
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A of the exponential component and B of the t−1 compo-
nent, as well as the decay rate λ of the exponential
component were free parameters. The fits can be seen
for ER data in Fig. 11 and for NR data in Fig. 12. Pulses
before 400 ns were often merged with the initial pulse;
analysis of smaller timescales was not pursued in this study.
χ2 values for the fits are shown, and residuals from the fits
do not suggest any clear modification to the time

dependence for improved modeling. At timescales beyond
the ≈32 μs event window, we expect a scintillation com-
ponent due to triplet decay with a lifetime of 13 s. However,
within the event window, any constant contribution to the
rate was found to be negligible. This also indicates that
PMT dark rate does not contribute significantly to the
delayed SPE rate.
The fraction of scintillation assigned to each component

was determined by integrating each of the terms in Eq. (7)
from 640 ns to 32 μs, and assigning the remainder to
the prompt scintillation. Along with statistical error,
two sources of systematic uncertainty were included in
the total error bars presented for the scintillation fraction.
The uncertainty associated with the choice of the lower
bound of the fit window was estimated by varying the lower
bound of the fit window between 400 ns and 1.6 μs (while
keeping the lower integration bound fixed at 640 ns). The
fits displayed in Figs. 11 and 12 and central values on
scintillation fractions in Figs. 18 and 19 were computed
with a lower fit window bound of 640 ns. As described in
Sec. IVA, the SPE finding efficiency was estimated as the
fraction of the Gaussian fit to the SPE area distribution that
fell below a fixed threshold. Uncertainty in the Gaussian
fit parameters was propagated to the uncertainty in SPE
finding efficiency, and then to the uncertainty in scintilla-
tion fractions. Statistical uncertainty dominated over both
of these systematics for most data points.

V. RESULTS AND DISCUSSION

Along with discussion of the results from the total and
delayed scintillation, we provide a brief overview of the
semiempirical model we use for comparison, which we
previously described in Ref. [5]. The ER modeling remains
largely unchanged from Ref. [5], while the details described
here concern the calculation of the NR energy partitioning
into different signal channels. We also detail the addition to
thatmodel of an estimate of delayed scintillation from triplet-
triplet quenching following Ref. [38].

A. Model overview

Atomic helium-helium collision cross section data pro-
vide a useful foundation in predicting the scintillation yield
of nuclear recoils in superfluid helium [2,3] and the full
energy partitioning into various signal channels [5]. In this
work, the method used to calculate these predictions
follows Ref. [5] with some modifications and additions.
The model described in Ref. [5] neglected the effect of
secondary electrons in producing ionization and excited-
state atoms, because this effect was expected to be
negligible in the recoil energies of interest below about
100 keV. Figure 13 shows the effective cross sections for
the production of ionization and excited-state atoms with-
out secondary electron contributions in dotted gray in both
panels. These are compared to the equivalent cross sections

FIG. 12. NR delayed scintillation fits of exponential (purple)
and 1/t (green) components to data (red). The total model is the
sum of the two fitted components (gray). The χ2 value is shown
for each fit; for each fit there are 14 degrees of freedom.
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presented in Ref. [3] (ionization in dash-dotted pink and
excitation in dash-dotted light blue). The differences in
these curves come from different extrapolations applied to
the experimental cross section data.
Since the experimental data in this work were acquired

mostly at nuclear recoil energies above 100 keV, the model
was updated to consider the effect of secondary electrons
on the relative populations of ionization and excited-state
atoms in the recoil track. For the secondary electron
contribution, we follow a similar procedure as Ref. [3]
by computing the secondary electron energy spectrum
with the semiempirical expression from Ref. [39]. We find
the average secondary electron energy above the ioniza-
tion energy of 20 eV, and count the average number of
ionizations by dividing by the helium electron W value of
43 eV, and we take the ratio of excitations to ionizations
to be 0.45 [3]. The effective ionization and excitation cross
sections after the consideration of secondary electron
effects are shown in solid black in Fig. 13, and again
compared to the equivalent curves presented in Ref. [3]
(ionization in dashed red and excitation in dashed blue).
We note that the addition of the secondary electron

contributions reduces the magnitude of high recoil energy
cross section extrapolation differences between this work
and Ref. [3].
In subsequent steps of the model construction, the

effective cross sections for ionization and excitation are
summed together and their fractional contribution to the
sum gives the ratio of ionization atoms to excited-state
atoms as a function of recoil energy. In Fig. 14, we show
that differences in the effective cross sections between our
model and the curves from Ref. [3] do not result in a large
modification to this ratio once secondary electrons are
taken into account, particularly in the recoil energy range of
our experimental data (53.2 to 1090 keVnr). Finally, this
ratio of ionization to excitation is converted to a partitioning
of recoil energy into the visible signal channels of singlet
excimers, triplet excimers, infrared radiation, and quasi-
particle excitations using microphysical assumptions we
outlined in Ref. [5]. Relative to that version of the model,
we made some revisions to the characteristic energies for
the different types of quanta: singlet and triplet excimers
were each assigned average energies 16 eV, the IR channel
was assigned 4 eV for each ionization atom and 2 eV for
each excited-state atom, and the quasiparticle channel was
assigned 8 eV for secondary electron contributions, 2 eV
for dimerization, and 4 eV for the dissociation of ground
state excimers [26]. These characteristic energies were
applied to the ER partitioning in this work, as well. We
also note that the ER model predicts constant fractions for

FIG. 13. Effective ionization and excitation cross sections used
to compute the energy partitioning of nuclear recoils in superfluid
helium. For the model compared to data in this work, we use the
curves for ionization with secondary electrons and excitations
with secondary electrons (solid black in both panels). We also
compare ionizations without secondary electrons and excitations
without secondary electrons (dotted gray in both panels) to show
the effect of secondary electrons in the model. The cross sections
used in this work are compared to Ref. [3], from which the curves
shown in Fig. 7 are plotted here: ionization without secondary
electrons (dash-dotted pink), ionization with secondary electrons
(dashed red), excitation without secondary electrons (dash-dotted
light blue), excitation with secondary electrons (dashed blue).

FIG. 14. The fraction of Lindhard electronic excitation energy
partitioned into ionization, while the remainder is in excitation to
singlet or triplet excimers. These curves are computed from the
effective ionization and excitation cross sections from Fig. 13 by
dividing the effective ionization cross section by their sum. The
curve used for comparison with data in this work (solid black) is
computed from the solid black curves in Fig. 13, which include
the effects of secondary electrons in the effective cross sections.
For comparison, we also show curves computed without the
effect of secondary electrons (dotted gray), and Ref. [3] curves
without secondary electrons (dash-dotted pink) and with secon-
dary electrons (dashed red).
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the different signal channels in the energy range probed by
our experimental data.
Figure 15 summarizes the remaining steps in construct-

ing the model that we compare to our experimental data.
The recoil energy is partitioned according to the Lindhard
fraction of the electronic stopping power in the total
stopping power. The Lindhard model predicts that elec-
tronic stopping dominates at high recoil energies; for the
highest recoil energy datapoint of 1090 keVnr, electronic
stopping represents 99.7% of the stopping power.
Electronic stopping yields both ionization and excited-
state atoms along the track in the ratio given by the solid
black curve in Fig. 14. In the absence of an applied electric
field, like in this experiment, ions and electrons recom-
bine, yielding excimers in a 1∶3 ratio of singlets to triplets.
The fraction of the recoil energy found in singlet and
triplet excimers after recombination is shown by the dash-
dotted green and dashed magenta lines in Fig. 15. As
discussed in Ref. [3], prompt scintillation is quenched by
two singlet excimers interacting via the Penning process.
Figure 15 shows the fraction of energy observable as
singlet scintillation after the Penning process as the solid
green curve, using the same quenching model presented
in Ref. [3].
Additional scintillation is expected due to Penning

processes between two triplet molecules. Recombination
of electron-ion pairs formed by this process can produce
singlets on a delayed timescale. The rate of scintillation
associated with triplet-triplet quenching in a cylindrical
track is predicted in Ref. [38]:

I0ðtÞ ¼ kfkttτs
2χttttt

NTð0Þ
½1þ td

2ttt
lnð1þ t

td
Þ�2ð1þ t

td
Þ : ð8Þ

Here the initial number of triplets NTð0Þ is predicted by the
prompt model and shown as the dashed magenta curve in
Fig. 15. τs is the singlet lifetime, and the radiative rate
parameter kf ¼ τ−1s since each singlet decay produces a
photon. The annihilation time is ttt ¼ πr20L=χttNTð0Þwhere
the track radius r0 is taken to be 20 nm, the track length
L is the stopping range predicted by ASTAR [37], and
the annihilation constant χtt is measured in [40] to be
4 × 10−10 cm3 s−1. The diffusion time is td ¼ r20=4DT where
DT ¼ 4.2 × 10−4 cm2 s−1 at 2.0K [41]. Uncertainties onDT
and χtt as well as the variation with temperature between
1.6 K and 2.0 K are included as a model uncertainty. More
important to the model uncertainty is the parameter ktt ¼
fχtt where the fraction f is the number of singlets produced
per triplet annihilated.We allow this fraction to vary between
1
5
in the uncorrelated case where the triplet-to-singlet ratio is

3∶1 after recombination, to 1
2
in the case that a singlet is

produced in every recombination, while the median predic-
tions appearing in Figs. 18 and 19 assume the 1∶1 ratio
observed in geminate recombination [18].
Note that Eq. (8) only predicts the t−1 scintillation

component used in fits in the approximation that

t ≫ td and
tdlnð1þ t

td
Þ

2ttt
≪ 1:

The former approximation is a good one for the micro-
second timescales measured here; the prediction for td is
about 3 ns. However, the latter approximation is less
accurate. For the NR energies studied here, the above
fraction is expected to approach or slightly exceed 1 at the
end of the event window, with the worst violation occurring
for NR recoils around 1 MeV. Fits with the full functional
form in Eq. (8) with td and ttt fixed to their predicted values
were performed for comparison and did not significantly
affect goodness-of-fit or the scintillation partitioning results
presented here. Improved statistical uncertainty, better
resolution between the prompt pulse and delayed scintilla-
tion, and a longer event window could allow measurements
of td and ttt through fits to the full time dependence
in Eq. (8).
Modeling in Ref. [5] also considered the partitioning of

recoil energy into infrared radiation. While the infrared
channel is still present in the model described in this paper,
it lies outside of the sensitivity range of the PMTs used in
this experiment, so we do not consider it in our comparison
to data.

B. Relative light yield

The ER signal size values from Table I are plotted in
Fig. 16 along with their mean value, 1.25þ0.03

−0.03 phe/keV.

FIG. 15. An overview of the model compared to NR scintilla-
tion data. The dotted black line represents the fraction of recoil
energy in electronic stopping according to the Lindhard model of
the stopping power. The electronic stopping energy is partially
partitioned into singlets (dash-dotted green) and triplets (dashed
magenta). Due to Penning quenching, only some singlets produce
visible scintillation (solid green). Triplets which are ionized by
the Penning process and recombine into singlets also produce
visible scintillation (solid magenta), with the associated error
band in the estimate described in the text.

SCINTILLATION YIELD FROM ELECTRONIC AND NUCLEAR … PHYS. REV. D 105, 092005 (2022)

092005-13



The NR signal size values were divided by the mean ER
signal size and plotted in Fig. 17. Since the data were taken
with the same target volume, this division should account
for any geometric effects on the light yield and facilitate

comparison to more fundamental physical models. The
model prediction for the relative light yield is also plotted in
Fig. 17 as the solid purple line; the ER fraction of recoil
energy in scintillation is flat across the energy range of the
measurements and predicted to be 0.32. This model
prediction curve is the sum of the prompt scintillation
curve from singlet decays (the solid green line in Fig. 15)
and the delayed scintillation model for our event window
length (the solid magenta line in Fig. 15). The level of
agreement between the data and model prediction is quite
encouraging, given that no fitting was performed in their
comparison.
An interesting feature in the model curve is a rise in the

light yield below our lowest measured energy of 53 keVnr.
This prediction provides ample motivation for nuclear
recoil light yield measurements at lower energies, to further
constrain the microphysical modeling of particle inter-
actions in helium. We also note that these measurements
were taken at a single temperature of 1.75 K, while future
dark matter detection schemes anticipate operating temper-
atures in the tens of mK [5]. The expected temperature
dependence of various microphysical processes further
motivates future measurements like the ones presented in
this paper at lower temperatures.

C. Delayed components

The partitioning results from the delayed scintillation
analysis are shown in Figs. 18 and 19 for ER data and NR
data respectively. Comparing these results, it is clear that
the prompt fraction was found to be higher for ERs
compared to NRs. This result was due to a smaller t−1

FIG. 16. The measured ER signal sizes for the datasets shown
in Fig. 9 (points) and weighted mean ER signal size (blue dashed
line). The vertical extent of the blue bands represents the
systematic uncertainty associated with the measurement, and
the black line is the total error from summing the systematic and
statistical errors in quadrature. Table I lists these errors for each
dataset. Horizontal black lines are the error on the recoil energy
associated with the dataset also listed in Table I; these are hidden
by the markers for several points. The gray band represents the
error on the weighted mean ER signal size.

FIG. 17. The relative light yields measured in this experiment,
computed as the NR signal size parameters in Table I divided by
the average ER signal size shown in Fig. 16. As in Fig. 16, the red
bars represent systematic uncertainties and the thin black lines the
total error associated with the measurement at each energy. On
this scale, all horizontal error bars are hidden by the markers; they
are listed in Table I. The experimental results are compared to the
predicted behavior from the semiempirical model (purple) de-
scribed in Sec. VA, computed here as the sum of the singlet and
triplet contribution to the scintillation signal. The right y-axis on
this plot represents the fraction of NR energy recovered as
scintillation assuming the ER light yield predicted by the model.

FIG. 18. Fraction of ER scintillation light in the prompt
(< 640 ns, black square), exponential (purple triangle), and 1/t
(green circle) components. Lines are the fraction of total
scintillation predicted from singlets (solid gray) and triplets
(dashed green); the error bands associated with the predictions
are smaller than the width of the plotted lines.
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component for ERs, whereas the contribution of the
exponential component was similar for both recoil types.
Since the excitations from NRs are confined on smaller
scales spatially than from ERs, the bimolecular processes
producing the t−1 component are more prominent in the NR
case. The difference in scintillation timing between ERs
and NRs could be useful for ER/NR discrimination. We do
not quantify the discrimination power here, and in a
detector that is sensitive to additional channels such as
phonons/rotons as well as, discrimination by scintillation
timing may be secondary to discrimination by partitioning
among the signal channels.
Figures 18 and 19 also show model curves to compare to

the data. These are simply the fraction that the singlet and
triplet scintillation curves contribute to the total expected
scintillation. The gray curve is the singlet scintillation
fraction, comparable to the prompt component in the
experimental data, while the green curve comes from
triplets scintillating by way of the Penning process, the
expected source of the t−1 component also in green. The
exponential component does not have corresponding par-
tition in the model since its source is unknown. However,
the sum of the exponential and prompt data points would
provide fair agreement with the singlet curve. This com-
parison stands as some preliminary evidence for the
hypothesis presented in Ref. [10] that the exponential
component is due to reactions between metastable He
(21S) and ground state helium atoms.
The partitioning of scintillation among the three com-

ponents identified shows no significant energy dependence
for either NRs or ERs, nor does the model predict strong

energy dependence. Below the energies used here, down to
10 keV, the t−1 is expected to decrease substantially for NR
recoils and increase for ER recoils. As is the case with the
total scintillation comparison, more data at lower recoil
energies would be valuable to compare to these predictions.
The lifetime of the exponential component does, on the

other hand, appear to vary with recoil energy for NRs in the
experimental data. While the lifetime is ≈1.4 μs for ERs
at all energies and for lower energy NRs, similar to the
≈1.6 μs previously reported, it increases with energy to
≈2.5 μs for the two highest NR energies. One hypothesis
for this behavior is that the lifetime at small excimer density
is constant at the 1.4 μs value observed for ERs, but that
additional time dependence is introduced by quenching of
the signal. As the density of excitations in the helium
decreases over time, the signal may become less quenched,
stretching the lifetime when fit with an exponential.
Assuming the excited state responsible for this component
is quenched by the bath of triplets with the same annihi-
lation constant χtt ¼ 4 × 10−10 cm3 s−1 measured for trip-
let-triplet interactions, the signal will initially be quenched
since χttnTð0Þ > 1=τexp with an initial triplet concentration
above 1017=cm3 for NR energies above 20 keV, taking the
lifetime to be τexp ¼ 1.4 μs. The triplet concentration
decreases primarily due to diffusion; with DT ≈ 7 ×
10−4 cm2= s and an initial cylindrical track with radius
r0 of 20 nm, we can estimate the timescale tq at which the
signal transitions to unquenched:

tq ¼
χttτexpnTð0Þr20

DT
: ð9Þ

At the lowest NR energy used here, the initial triplet
concentration in our model is ≈1.7 × 1017=cm3, so
tq ≈ 600 ns; there is little quenching in the fit window,
which begins at around 640 ns. In this case, we would
expect to reconstruct the lifetime at low excimer density
well. However, at the highest energy, nTð0Þ ≈ 5.2 ×
1017=cm3 so tq ≈ 1.8 μs. Quenching extends well into
the fit window, but disappears before the exponential has
decayed away entirely, stretching the fit lifetime. The initial
concentration increases monotonically with energy in this
range, so it appears plausible that the trend in fit lifetime is
due to this effect. Moreover, there is little tension with the
lower lifetimes found in the literature using higher energy
alpha sources, since the initial concentration decreases
again above 1–2 MeV. Time dependence due to quenching
could be investigated further by varying temperature, which
strongly affects the diffusion constant DT [41].
It should be noted that delayed photon emission from

TPB may in principle contribute to the observed scintilla-
tion time dependence. Reference [42] has measured TPB
emission on similar timescales, and even attributes the
delayed TPB emission to the same triplet-triplet quenching

FIG. 19. Fraction of NR scintillation light in the prompt
(< 640 ns, black square), exponential (purple triangle), and 1/t
(green circle) components. Bands with central lines are the
fraction of total scintillation from singlets (gray, solid central
line) and triplets (green, dashed central line), by taking the
fraction of each in the sum of the corresponding solid curves
in Fig. 15.
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mechanism discussed here that predicts the t−1 component,
but between photoionized TPB molecules rather than
triplets in the helium. In Ref. [10], however, it was observed
that both delayed components differed between cold
helium gas versus liquid helium, demonstrating that the
helium itself was playing a role in the delayed scintillation.
The differing strength of the t−1 component between ERs
and NRs also is not well explained by delayed emission
from the TPB. A partial contribution to the delayed
components could boost the t−1 fraction above the pre-
dictions, particularly in the ER case where Eq. (8) predicts
only subpercent contributions from triplet-triplet quenching
due to low excimer density.

VI. CONCLUSION

We have used fixed-angle gamma and neutron scattering
to measure the relative light yield of superfluid 4He with
PMTs immersed in the 1.75 K superfluid for a range of
recoil energies. We observed a signal size of 1.25þ0.03

−0.03 phe/
keV for Compton scatter recoils in the 10s and 100s of
keVee. Additionally, we presented the first measurements of
the superfluid 4He relative light yield down to 53 keVnr.
Our measurements show encouraging agreement with a
semiempirical model predicting the ratio of NR and ER
light yields without any direct fitting to our data. The
predicted increase in the relative light yield of NRs with
decreasing energies is certainly interesting for future
experimentation.
We additionally used our experimental data to explore

the time dependence of delayed scintillation components.
The analyzed data demonstrated exponential and t−1

components consistent with previous measurements. We
also discussed a model for the t−1 yield. The fraction of
scintillation in that component appeared fairly consistent

with the highest prediction in the NR case, and higher than
predicted in the ER case. The previously studied exponen-
tial component was newly found to have some energy
dependence in the best fit lifetime value. Observation of the
delayed scintillation in superfluid helium not only offers an
ER/NR discrimination tool, but also a window into the
helium microphysics; the multiple components of time
dependence shed light on the excited species and their
interactions.
Measurements such as the ones presented here serve as

valuable input to microphysical models of particle inter-
actions in superfluid helium. Furthermore, they serve as
further evidence for the promising qualities of superfluid
helium as a particle detector target material.
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