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Hydrogen deuteride (HD) is prevalent in a wide variety of astrophysical environments, and measuring
its large-scale distribution at different epochs can, in principle, provide information about the properties
of these environments. In this paper we explore the prospects for accessing this distribution using line-
intensity mapping of emission from the lowest rotational transition in HD, focusing on observations of
the epoch of reionization (z ∼ 6–10) and earlier. We find the signal from the epoch of reionization to be
most promising, through cross correlations within existing [CII] intensity mapping surveys. While the
signal we predict is out of reach for current-generation projects, planned future improvements should be
able to detect reionization-era HD without any additional observations, and would help to constrain the
properties of the star-forming galaxies thought to play a key role in reionization. We also investigate
several avenues for measuring HD during “cosmic dawn” (z ∼ 10–30), a period in which HD could
provide one of the only complementary observables to 21 cm intensity maps. We conclude that existing
and planned facilities are poorly matched to the specifications desirable for a significant detection,
though such a measurement may be achievable with sustained future effort. Finally, we explain why HD
intensity mapping of the intergalactic medium during the cosmic dark ages (z ≳ 30) appears to be out of
reach of any conceivable experiment.
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I. INTRODUCTION

Line-intensity mapping, the measurement of the inte-
grated flux of spectral lines emitted from galaxies or
the intergalactic medium, is a rapidly growing field with
wide-ranging applications in cosmology and astrophysics
[1,2]. By observing spatial fluctuations in the emission,
intensity-mapping surveys are able to make use of the
emission of many unresolved galaxies, rather than iden-
tifying individual objects above some flux cut. Accurate
redshifts can typically be obtained due to the sharp
spectral features which are observed, thereby allowing
surveys to produce three-dimensional maps of structure of
the Universe as traced by the total flux of some emis-
sion line.
Several spectral lines have been identified as potential

targets of line-intensity mapping surveys [3]. The 21 cm line
resulting from the spin-flip transition of neutral hydrogen has

been the focus of a great deal of study (see Refs. [4,5] for
reviews), while the CO rotational lines, the [CII] fine-
structure line, and the Lyα line have begun to receive
increased attention [1,2].
Molecular hydrogen (H2) is by far the most abundant

molecule in the Universe. Molecular gas is the main driver
of star formation, and knowledge of its density is key
to understanding the interstellar medium, star formation
history, and galaxy evolution [6]. Unfortunately, H2

possesses no permanent electric dipole moment and
therefore has only quadrupolar rotational transitions
(ΔJ ¼ 2). The lowest of these rotational states lies about
510 K above ground, and the spontaneous decay time is on
the order of 100 yr, making it a faint line visible only in
hot environments. These factors make H2 a challenging
target for line-intensity mapping, and we will quantify just
how challenging as part of this work.
Carbon and oxygen are among the most abundant

elements in galaxies, and combine to form CO in molecular
clouds. CO possesses a modest dipole moment (0.11 D) and*pb2555@nyu.edu
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low excitation energy for the ground rotational transition
(hν=kB ¼ 5.53 K), which means that even in the cold
environments of molecular clouds, CO rotational states
are easily excited. The emission from rotational transitions
of CO also falls in convenient atmospheric windows
(115.27 GHz or 2.6 mm for the 1-0 transition), making
CO an excellent candidate for line-intensity mapping sur-
veys. The prevalence and observability of CO have made it a
common observational target, and have motivated many
attempts to use the CO density as a tracer of the molecular
gas density through the CO-to-H2 conversion factor [7]. This
conversion factor has a relatively large systematic uncer-
tainty in our own galaxy, depends on the environment, and
is less certain in other galaxies and at higher redshifts. CO
intensity mapping surveys have the potential to probe the
properties of high-redshift galaxies on the faint end of the
luminosity function and to study the gas density and star
formation rate of these poorly understood objects [8,9].
Here we discuss another potential line-intensity mapping

target which is abundant, prevalent, and directly traces the
density of molecular hydrogen. Hydrogen deuteride (HD)
has a weak permanent electric dipole moment [10] due to the
proton-deuteron mass difference, which causes the electrons
to orbit more closely around the latter, giving the ground
state 8.56 × 10−4 D [11]. The 1-0 rotational transition of HD
lies at 2.675 THz (112 μm), which is strongly absorbed in
the atmosphere, making it very difficult to observe from the
ground. The excitation energy for the ground rotational state
is fairly high (hν=kB ¼ 128 K) compared to that of CO.
Rotational transitions of HD in emission have been observed
with ISO [12–14], UKIRT [15], the Spitzer Space Telescope
[16,17], and the Herschel Space Observatory [18], and have
also been seen in absorption spectra of quasars [19] and
within the Milky Way (e.g., Refs. [20–24]). The HD(1-0)
line is also a key target of the Origins Space Telescope for
measuring the masses of protoplanetary disks [25].
Deuterium was produced in the first few minutes of the

radiation-dominated era in the process of big bang nucleo-
synthesis (BBN) [26]. There are no known astrophysical
sources of deuterium, and so essentially all deuterium in the
Universe is of primordial origin [27,28]. Deuterium is
burned in stars, and so the deuterium abundance has
decreased monotonically from its primordial value through-
out the history of the Universe. The primordial deuterium
abundance has been measured to be ðD=HÞp ¼ ð2.527�
0.030Þ × 10−5 [29] in good agreement with the value
predicted theoretically by standard BBN [30] when using
the photon-to-baryon ratio as determined from measure-
ments of the cosmic microwave background (CMB) made
by the Planck satellite [31].
Hydrogen deuteride formed well before reionization, and

significant fractionation resulted in a freeze-out ratio of
HD=H2 ≈ 7 × 10−4 by z ≈ 40, a factor of about 25 larger
than the primordial D=H ratio [32]. HD is therefore expected
to be present with a significant abundance in essentially all

galaxies at all redshifts, even in the pristine primordial
environments of the first collapsed objects (depending on
environmental factors, such as the ionizing background
radiation at the relevant epoch).
Several upcoming surveys aim to perform intensity

mapping of the [CII] fine structure line at 1.901 THz
(158 μm) over a wide range of redshifts (see Ref. [1] for
a summary). These same experiments are capable of doing
intensity mapping with the HD(1-0) rotational line in a
higher redshift window. For example, the Fred Young
Submillimeter Telescope (FYST, [33]1) is capable of observ-
ing the redshifted [CII] line in the window 5 < z < 9, which
would allow for intensity mapping of HD in the range
7.5 < z < 13. It is particularly useful that there is a range of
redshifts 7.5 < z < 9 where both [CII] and HD will be
visible with FYST, which allows for cross correlations using
maps obtained by the same instrument.
In this work, we investigate the prospects for detection of

an HD(1-0) line intensity signal from three different eras:
reionization (z ∼ 6–10), cosmic dawn (z ∼ 10–30), and the
dark ages (z≳ 30). A measurement from each era would
provide distinct information: the signal from reionization
would tell us about the star-forming galaxies thought to
play a key role in the creation of ionizing bubbles of
radiation; the signal from cosmic dawn would tell us about
the conditions in the minihalos that host the first generation
of stars; and the signal from the dark ages would provide us
with information about density fluctuations in the inter-
galactic medium, which would directly trace cosmological
perturbations in the same way envisioned for dark-ages
21 cm measurements [34].
We find the signal from reionization to be the most

promising for detection: while likely out of reach of the
planned [CII] survey by FYST, a much more ambitious
“Stage II” [CII] survey would be capable of SNR ∼ 11 for
even our most pessimistic model. While this number corre-
sponds to raw statistical significance only, ignoring the details
of foreground subtraction and other systematics, we never-
theless see it as an encouraging sign that HD(1-0) may be
observable by intensity mapping surveys intended for [CII].
For cosmic dawn, we examine several observational

strategies, and conclude that existing and planned facilities
are poorly matched to the specifications desirable for making
an intensity map of HD(1-0): only several years’ worth of
ALMA observing time over a 0.01 deg2 patch or CMB-
HiDef [35] observing time over a few deg2 patch would have
any chance of detecting the HD(1-0) autopower spectrum.
Possibilities for cross correlations are limited, and will not
fare any better with current or planned experiments. Even
when considering a space mission like the proposed PIXIE
satellite [36], it would take an extremely futuristic sensitivity
improvement for an HD autospectrum measurement, similar

1www.ccatobservatory.org.
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to what is needed to detect time evolution of the CMB
blackbody temperature [37].
Finally, HD(1-0) intensity mapping in the dark ages

appears to be completely infeasible, due primarily to the
high energy (compared to 21 cm in HI) required to excite
HD into the first rotational state, along with the low
abundance of HD (again compared to HI).
This paper is organized as follows. In Sec. II we present

a model for the HD(1-0) line intensity autospectrum, and
cross spectrum with [CII], based on radiative transfer
and estimates of the total abundance of molecular gas,
and forecast their detectability by FYST and a next-
generation [CII] intensity mapping survey. In Sec. III we
adapt the halo model for H2 intensity mapping from
Ref. [38] to HD at cosmic dawn, and discuss a variety
of possible observing strategies. In Sec. IV we estimate
the strength of HD(1-0) emission from the intergalactic
medium during the dark ages, and then we conclude in
Sec. V. Appendixes A and C contain extra details about our
forecasts, while Appendix B consists of H2 cosmic-dawn
intensity mapping forecasts, based on Ref. [38] but with
updated model ingredients and instrumental specifications.
For all computations, we use cosmological parameters

from the Planck 2015 results, given in the “TT;TE;
EEþ lowPþ lensingþ ext” column of Table 4 of Ref. [31].

II. REIONIZATION

A. Radiative transfer

Here we present an estimate of the HD intensity mapping
signal during reionization, based on simple radiative transfer
arguments.
Consider a line of sight through an HD-emitting galaxy

with total optical depth τ in a given rotational transition. A
cosmologically-nearby observer will see an intensity

IHD ¼
Z

τ

0

jHDðτ0Þ
κHDðτ0Þ

e−τ
0
dτ0; ð1Þ

where jHD and κHD are the emission and absorption
coefficients and we have neglected background radiation
and assumed that our observation has a frequency resolution
wider than the target line. For a line of width Δν in local
thermodynamic equilibrium (LTE), jHD=κHD ¼ BνðTÞΔν,
where Bν is the Planck function at excitation temperature T.
We then have

IHD ¼ BνðTÞΔνð1 − eτÞ ¼ BνðTÞΔνð1 − eNlσHDÞ; ð2Þ
where Nl is the column density of HD molecules in the
lower state of our transition and σHD is the cross section for
the transition, given by [39]

σHD ¼ 3c2Aul

8πν2HDΔν
ð1 − e−hνHD=kBTÞ: ð3Þ

The Einstein coefficient Aul for the HD(1-0) transition is
5.1 × 10−8 s−1 [40]. The linewidthΔνwill cancel out of our
final expression, so we do not need to assign it a value.
Under the continued assumption of LTE, the total

column density NHD of HD molecules can be inferred from

Nl

NHD
¼ 2J þ 1

ZHD
ehBHDJðJþ1Þ=kBT; ð4Þ

for a transition with lower rotational quantum number J.
The rotational constant BHD is 1.33 × 1012 s−1 [41]. The
partition function ZHD takes its usual form

ZHD ¼
X∞
J¼0

ð2J þ 1Þe−hBHDJðJþ1Þ=kBT: ð5Þ

Combining Eqs. (2)–(5) yields

IHD ¼ 2hν4HDΔv
c3

1 − expðNHDσHD=ZHDÞ
expðhνHD=kBTÞ − 1

≈ CNIðTÞNHD; ð6Þ
where we have defined

CNIðTÞ≡ 2hν4HDσHDðTÞΔv
c3ZHDðTÞ½expðhνHD=kBTÞ − 1� ; ð7Þ

and assumed that the HD transition is optically thin in all
regimes of interest.
We can verify this latter assumption by considering a

typical molecular column through the Milky Way. If we
define the HD=H2 ratio xHD=H2 ≡ NHD=NH2, we can
express the HD optical depth in terms of the surface
density ΣH2 of molecular hydrogen. In the extreme case
wherein all of the HD is in the lower rotational state (i.e.,
Nl ¼ NHD), the optical depth will be

τHDðNl ¼ NHDÞ ¼ xHD=H2σHD
ΣH2

mH2
; ð8Þ

where mH2 is the mass of a single H2 molecule. We adopt
xHD=H2 ¼ 10−4 for the purposes of this section, which is
broadly consistent with the models from Ref. [42]. For a
typical Milky Way line of sight with ΣH2 ∼ 10 M⊙ pc−2

[43], we obtain

τHDðNl ¼ NHDÞ ∼ 5 × 10−4
�

ΣH2

10 M⊙=pc2

�
: ð9Þ

Because the transition is optically thin, the HD luminosity
LHD of a galaxy will simply scale as its total HD mass.
Thus, again assuming a constant xHD=H2, we can write

LHD ¼ 4πCNIðTÞxHD=H2
MH2

mH2
; ð10Þ

for a galaxy with total H2 mass MH2.
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If we want to know the amplitude of the intensity
mapping power spectrum, we need to integrate over the
full distribution of halo luminosities,

ĪHDðzÞ¼
Z

Mmax

Mmin

dM
dn
dM

ðzÞLHDðM;zÞ
4πDLðzÞ2

yHDðzÞDAðzÞ2; ð11Þ

which, using Eq. (10), corresponds to integrating over
the molecular gas content of the halos. In Eq. (11), Mmin
and Mmax are the minimum and maximum masses of
halos emitting in the given line, dn=dM is the halo mass
function, DL is the luminosity distance, DA is the comoving
angular diameter distance (equal to the comoving radial
distance χ), and

yHDðzÞ≡ dχ
dνHD

¼ λHDð1þ zÞ2
HðzÞ ð12Þ

translates between χ and frequency, where λHD is the rest
wavelength of HD(1-0). It is difficult to model the full
distribution MH2ðMÞ, due to uncertainties about conditions
in high-redshift galaxies. However, in the absence of this
information, we can reduce Eqs. (10)–(11) to

ĪHDðzÞ ¼
CNIðTÞxHD=H2yHDðzÞDAðzÞ2ρcðzÞ

mH2DLðzÞ2
ΩH2ðzÞ; ð13Þ

where ρc is the critical cosmological density and ΩH2 is the
total fraction of that density contributed by molecular gas.
Thus we can estimate the strength of the HD signal from the
total molecular gas content of the Universe.
Several of the quantities that go into Eq. (13) are highly

uncertain even in the local Universe, and will be evenmore so
at high redshift. It is therefore beyond our capabilities to
claim a single estimate for the HD intensity. We will instead
adopt a range of parameter values in an attempt to roughly
quantify the range of possible signals. We will focus on two
parameters which have a large impact on ĪHD: the cosmo-
logical molecular gas abundance ΩH2 and the excitation
temperature T.
For the molecular gas abundance, we rely on the simulated

results presented in Ref. [44]. Figure 17 in Ref. [44] presents
a range of possible ΩH2 values as a function of redshift. For
our optimistic and pessimistic models we will use the highest
and lowest values from these simulations, which correspond
to the “Bau05.BR” and “Bow06.KMT” values2 (at z ∼ 6,
these are ΩH2 ≈ 7 × 10−4 and 1 × 10−4). For the excitation
temperature, we choose T ¼ 20 K for the pessimistic value
and T ¼ 50 K for the optimistic model. The lower value is
broadly consistent with conditions in local molecular clouds,

while the higher is in rough agreement with the dust
temperature obtained from the Planck Collaboration’s mod-
eling of the cosmic infrared background at z ∼ 6 [45].
Figure 1 shows the dependence of ĪHD on these two
parameters, illustrating the range of models we consider.
This clearly demonstrates the large amount of uncertainty on
the strength of the HD signal, with ∼2 orders of magnitude
between the brightest and faintest intensities.

B. The reionization-era power spectrum

Intensity maps are typically analyzed in terms of their
power spectra. The power spectrum of line intensity
fluctuations is the sum of contributions from large-scale
clustering and Poisson shot noise,

Pclus
X ðk; zÞ ¼ ĪXðzÞ2b̄XðzÞ2Pmðk; zÞ; ð14Þ

Pshot
X ðzÞ ¼

Z
Mmax

Mmin

dM
dn
dM

ðzÞ

×

�
LXðM; zÞ
4πDLðzÞ2

yXðzÞDAðzÞ2
�
2

; ð15Þ

where we have used X to denote both the particle type and
emission line we are considering [e.g., HD(1-0)]. The shape
of the clustering term is set by the matter power spectrum
Pm, and is weighted by the mean line intensity and the
luminosity-weighted bias

FIG. 1. Sky-averaged mean intensity of the HD line at z ¼ 6
computed using Eq. (13). Results are shown as a function of
excitation temperature, with the optimistic and pessimistic values
we assume marked with dotted lines. The blue and red curves
assume the optimistic and pessimistic ΩH2 values, respectively,
from Ref. [44].

2The main differences between these models relate to how star
formation is suppressed in massive galaxies, the assumed stellar
mass function for starbursts, and the implementation of star
formation; see Ref. [44] for details.
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b̄XðzÞ ¼
RMmax
Mmin

dM dn
dM ðzÞLXðM; zÞbðM; zÞRMmax

Mmin
dM dn

dM ðzÞLXðM; zÞ : ð16Þ

At the redshifts we consider here (z≳ 5 or so), we expect
structure growth to be relatively linear on scales that are
clustering-dominated rather than shot-noise dominated. We
thus expect the one-halo contribution to the power spec-
trum to be subdominant to the linear and shot-noise
components. Further, any one-halo term will certainly be
small compared to the uncertainty in our modeling. Thus,
we neglect this term in our forecasts. We take Mmin ¼
108 M⊙ in this section, though as shown in Appendix A
our power spectra are relatively insensitive to this choice.
We choose an arbitrarily large value of Mmax ¼ 1015 M⊙
that is larger than the most massive halos we expect to see
at these redshifts.
In order to fully model the power spectrum of HD

fluctuations, we would need to understand how the global
abundance of molecular gas is distributed in halos of
different mass. The shot noise power in an HD survey
would be

Pshot
HD ðzÞ¼C2

NIðTÞ
�
xHD=H2
mH2

�
2

×
Z

dM
dn
dM

ðzÞ
�
MH2ðMÞ
D2

LðzÞ
yHDðzÞD2

AðzÞ
�
2

; ð17Þ

and the luminosity-weighted bias for HD would be
given by

b̄HD ¼
R
dMMH2ðMÞbðMÞdn=dMR

dMMH2ðMÞdn=dM : ð18Þ

Estimating the full behavior of these quantities would
require a functional form for MH2ðMÞ, which we do not
obtain from our radiative transfer model. However, given
the uncertainty demonstrated above, the exact impact
of changing MH2ðMÞ will likely be small compared to
the difference in ĪHD values over the parameter ranges
we consider (see Appendix A). We will thus make the
simplifying assumption that MH2ðMÞ ∝ M for the pur-
poses of this section.
The HD(1-0) transition during the epoch of reionization

falls into the frequency range of several upcoming intensity
mapping experiments seeking to map reionization with the
158 μm [CII] transition, including FYST, the Tomographic
Intensity Mapping Experiment (TIME, [46]), and the
CarbON [CII] line in post-rEionization and ReionizaTiOn
epoch project (CONCERTO, [47]). This coincidence means
intensity maps of reionization-era HD will already exist in
the data taken by these telescopes. Even in our most
optimistic models, the HD line will be subdominant to
the target [CII] line in all of these surveys. However, we can

extract the HD line by constructing cross correlations
between different frequency channels in these maps. As
described in Ref. [48], the HD and [CII] lines will trace the
same large-scale structure at different observed frequencies,
so by correlating different frequency bands we can isolate
both lines at the same redshift. The observed cross-spectrum
in this case takes the form

PHD×½CII�ðk; zÞ ¼ ĪHDðzÞĪ½CII�ðzÞb̄HDðzÞb̄½CII�ðzÞPmðk; zÞ
þ Pshot

HD×½CII�ðzÞ; ð19Þ

where Ī½CII� and b̄½CII� are the mean intensity and bias of the
[CII] line, computed analogously to those of HD. The shot
power in a cross correlation between two intensity mapping
lines is given by

Pshot
HD×½CII�ðk; zÞ ¼

Z
Mmax

Mmin

dM
dn
dM

ðzÞLHDðMÞL½CII�ðMÞ

×

�
yXðzÞDAðzÞ2
4πDLðzÞ2

�
2

; ð20Þ

as derived in Ref. [49].
Any measurement of the power spectrum will be cut off

on large scales by the finite volume of a survey and on
small scales by the finite instrument resolution. We account
for the volume effects with a window function given by

Wvol
X ¼

�
1 − exp

�
−
�

k
kmin⊥

�
2

ð1 − μ2Þ
��

×

�
1 − exp

�
−
�

k
kmin
k

�
2

μ2
��

; ð21Þ

and the resolution effects by

Wres
X ¼ exp f−k2½σ2⊥ð1 − μ2Þ þ σ2kμ

2�g; ð22Þ

where the exact relations for kmin⊥ , kmin
k , σ⊥, and σk are given

in Ref. [50] and μ is the cosine of the angle between a given
mode vector and the line of sight. The full window function
is then

WX ¼ Wvol
X Wres

X : ð23Þ

The error on the cross-power spectrum between two
intensity maps is

σ×ðkÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

NmodesðkÞ
p ½P2

HD×½CII�ðkÞWHDðkÞW½CII�ðkÞ

þ ðPHDðkÞWHDðkÞ þ PN
HDÞðP½CII�ðkÞW½CII�ðkÞ

þ PN
½CII�Þ�1=2; ð24Þ
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where the WXðkÞ factors give the suppression of the signal
at high k due to the finite instrument resolution and at low k
due to the finite survey area [50], and

NmodesðkÞ ¼
k2ΔkVsurv

4π2
ð25Þ

is the number of independent Fourier modes available in a
bin of width Δk for a survey covering total comoving
volume Vsurv, accounting for the fact that only half of these
modes are independent for a real field. The noise power
spectrum of a map of X, denoted by PN

X in Eq. (24), is given
by Eqs. (B1)–(B3) in Appendix B.
The total signal-to-noise ratio (SNR) obtained over all k

will then be

SNR ¼
�X

k

P2
HD×½CII�ðkÞWHDðkÞW½CII�ðkÞ

σ2×ðkÞ
�1=2

: ð26Þ

Note that Eqs. (24) and (26) only hold in the approximation
of Gaussian statistics in both intensity maps at the scales of
interest; this will not be true in the shot-noise regime, but
the beam suppression factors WXðkÞ imply that the infor-
mation obtainable from this regime is subdominant from
that at larger scales.
Of the currently planned or in-progress [CII] experi-

ments described above, FYST has the largest total
frequency coverage, and thus offers the widest overlap
between the [CII] and HD lines, so we will use it to
represent the constraining power of current experiments.
To demonstrate possibilities for future observations, we
will also forecast for two examples of more advanced
instruments. First, we consider a modest extension to
FYST, such as may be attainable for a second-generation
version of the experiment. We assign this “FYSTþ”
survey an order of magnitude more detectors and a
somewhat longer 7000 hour observing time. Second, to

illustrate the scale of instrument which can confidently
detect even our pessimistic model, we examine a light
modification of the futuristic “Stage II” [CII] survey
presented in Ref. [51]. This survey assumes an instrument
with 16000 spectrometers. In terms of raw detector count,
this is not an inconceivable increase over FYST, which has
a ∼6000-detector focal plane. However, FYST relies on a
Fabry-Perot interferometer for spectroscopy which cannot
observe its entire frequency range simultaneously. This
gives FYST a performance per spectral channel equivalent
to an instrument with only ∼20 detectors. The “Stage II”
concept would thus require a qualitative change in
detector technology used for these surveys, perhaps
derived from on-chip spectrometers currently under devel-
opment [52–54].
The parameters we assume for these three surveys can

be found in Table I. In the FYST frequency range, we get
the best overlap between the two lines for a cross-
correlation centered at z ¼ 6. For FYST, we use the most
up to date projections for their deep spectroscopic
survey.3 For the [CII] Stage II survey, we adjust the
target frequency range as well as the frequency and
angular resolutions to match FYST for ease of compari-
son. For both surveys, we model [CII] emission using
model “m1” from Ref. [51], though it should be noted
that the strength of the [CII] signal will likely be similarly
uncertain.
Figure 2 shows the power spectra obtained by our

optimistic and pessimistic radiative transfer models, com-
pared to the sensitivities of the two experiments. For the
FYST survey, we obtain an all-k SNR of 0.3 for the
brightest of the two models. This puts the signal out of
reach of current-generation experiments, though given the
immense uncertainty in the signal amplitude even an upper
limit may be interesting. The FYSTþ survey reaches

TABLE I. Parameters for our reionization-era HD-[CII] cross-correlation forecasts at z ¼ 6, including the
overall sensitivity σpix, the number of detectors nspec, the beam full width at half max θFWHM, the observing
frequency νobs, the overall frequency bandwidth Δν, the channel width δν, the total observing time tobs, and the
total survey area Ωsurv.

FYST HD FYST [CII] FYSTþ HD FYSTþ [CII] Stage II HD Stage II [CII]

σpix (MJy sr−1=2 s1=2) 2.1 0.50 2.1 0.50 0.044 0.089
nspec 20a 20a 200a 200a 16000 16000
θFWHM (arcsec) 35 50 35 50 35 50
νobs (GHz) 380 267 380 267 380 267
Δν (GHz) 100 71 100 71 100 71
δν (GHz) 3.8 2.7 3.8 2.7 2.5 2.5
tobs (hr) 4000 4000 7000 7000 4000 4000
Ωsurv (deg2) 8.0 8.0 8.0 8.0 2.0 2.0

aFYST has ∼6000 total detectors, but the effective number is reduced due to their use of a Fabry-Perot
interferometer which cannot observe every frequency channel simultaneously [56]. We assume a similar
configuration for FYSTþ.

3Dongwoo Chung, private communication, see also Ref. [55].
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SNR ≈ 5 for the optimistic model, putting the brightest HD
signals into range of reasonable expansions of current
experiments. For the futuristic Stage II experiment, we find
that even the fainter of the two models is detectable with a
SNR of ∼11, making HD an excellent unique tracer of
molecular gas during cosmic reionization. Our forecasts do
not include systematics such as foreground subtraction,
but we expect these systematics to affect [CII] and
HD similarly, so that more detailed treatments for [CII]
elsewhere in the literature should apply equally well to a
[CII]-HD cross correlation.
Expanding beyond these specific experimental setups,

Fig. 3 shows how the SNR for the FYST survey changes as
we vary the angular and spectral resolution of the instrument
as well as the instrument sensitivity σpix. We see that the
detection significance is relatively insensitive to changes in
the survey resolution, particularly in the plane of the sky. An
order of magnitude improvement in spectral resolution is
roughly equivalent to a factor of two improvement in σpix.
We will finally perform a rough requirements exercise to

aid in the design of instruments aiming to detect the HD-
[CII] cross correlation. If our primary goal is detection
alone, we can neglect sample variance effects, simplifying
Eq. (26) to

SNR ≈
�X

k

NmodesðkÞ
P2
HD×½CII�ðkÞWHDðkÞW½CII�ðkÞ

PN
HDP

N
½CII�

�1=2
:

ð27Þ

The shape of the power spectrum convolved with the two
window functions is difficult to approximate further, but we
have reduced the signal model here to an overall factor of
ĪðzÞ, and we argued in Fig. 3 that the resolution effects are
subdominant to the noise and signal amplitudes. We can
thus account for the most important factors by further
simplifying to

SNR≈5

�
ĪHD

100 Jy=sr

��
nspec
200

��
tobs

7000 hr

�

×

�
σHDpix

2.1MJysr−1=2 s1=2

��
σ½CII�pix

0.5MJysr−1=2 s1=2

�
: ð28Þ

Equation (28) is only exactly valid for a survey with
FYST’s volume and resolution. Note for comparison that
ĪHD is roughly 250 times smaller for the pessimistic model

FIG. 2. [CII]-HD cross-power spectra at z ¼ 6 assuming [CII]
model “m1” from Ref. [51] and the optimistic (blue) and
pessimisic (red) HD models described above. Dotted lines show
the full, unsmoothed power spectra, solid lines show the spectra
smoothed by the instrument resolution WðkÞ. Shaded regions
show the sensitivity limits of the FYST (light shading), FYSTþ
(medium shading), and [CII] Stage II (dark shading) surveys
defined in Table I. Noise levels assume Fourier bins of width
Δ log k ¼ 0.1, and the noise curves are plotted as “staircases” to
show the widths of these bins. The gray bands show only the
instrumental contribution to the power spectrum error, with no
sample variance term included. For the sake of comparison, the
black dotted line shows the total (noiseþ sample variance) error
on the pessimistic model assuming the [CII]-Stage II setup.

FIG. 3. Dependence of HD/[CII] cross-spectrum SNR on
survey depth and resolution, both in the plane of the sky (top
panel) and along the line of sight (bottom panel). We assume the
noise level, beam FWHM, and frequency resolution are varied in
the same way for both lines, though for an arbitrary experiment
they could of course be varied independently. Central values σ0pix,
θ0FWHM, and δν0 are taken from the baseline FYST design from
Table I, and SNR values assume the “optimistic” HD emission
model. The blue solid lines denote the SNR ¼ 5 contour, thinner
dashed lines indicate the SNR ¼ 0.01, 0.1, 1, 10, and 100
contours.
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than the optimistic value plotted here, so the sensitivity
requirements would scale accordingly.

III. COSMIC DAWN

A. Gas cooling by hydrogen deuteride

An intensity mapping signal in HD(1-0) may also be
generated by the halos that act as sites for formation of
Population III stars. To see how this might arise, we first
review the basic scenario for how these stars form (see
Refs. [57,58] for reviews).
The first stars are typically expected to form at

z ∼ 20–30 in dark matter halos with M ∼ 106 M⊙, based
on the criteria that (1) the gravitationally bound gas is
able to cool efficiently enough to collapse down to a
protostellar core, and (2) the cosmic density field has a
sufficient number of peaks that can collapse into halos of
the appropriate mass. The virial temperature of the gas in
such halos, Tvir ∼ 2 × 103½ð1þ zÞ=20� K, is well below
the threshold, ∼104 K, at which substantial cooling can
take place via atomic transitions. However, the residual
free electrons left over from recombination are sufficient
to catalyze the formation of H2 with an abundance of
10−4 − 10−3, enough to allow the gas to cool down to
roughly 200 K at n ∼ 104 cm−3. Once this limit (set by
the lowest allowed rotational transition in H2, 510 K) is
reached, the rotational and vibrational levels in H2 attain
their LTE populations, and the H2 cooling rate scales only
linearly with number density (as opposed to the n2 scaling
at higher temperatures). From this point, cooling pro-
ceeds fairly slowly until the density reaches 108 cm−3,
when three-body reactions begin to convert the rest of the
H into H2, and the interplay between different heating and
cooling processes causes the gas to collapse further.
This picture changes somewhat when the role of HD is

considered. The main chemical reaction that produces HD
in the gas is exothermic, whereas the inverse reaction is
endothermic; this leads to fractionation, which boosts the
HD-to-H2 ratio above the primordial D-H ratio, with a
stronger boost at lower temperatures. If H2 cools the gas to a
sufficiently low temperature, enough HD can be produced
that it will become the dominant coolant. Due to the smaller
energy required to excite its first rotational state (128 K), HD
can then allow the gas to cool almost down to the CMB
temperature, until its critical density of 106 cm−3 is reached.
Several factors determine whether this will happen in a

given halo. Simulations have shown that if the initial
ionization fraction of the gas is no larger than that of the
intergalactic medium (IGM) (x0 ∼ 2 × 10−4), halos with
M ≳ 106 M⊙ will not form enough HD to significantly
affect the gas cooling process [42,59–64], while HD-
dominated cooling is seen in halos with the same ionization
fraction but lower mass [42] or in halos that initially contain
more ionized gas [42,61,65–69]. (The stars formed in these
cases are often referred to as Population III.1, when the gas

is of primordial composition, and Population III.2, when
the gas has been partially ionized or otherwise affected by
previous generations of objects.)
There are several possible mechanisms for increased

ionization in these halos, including shocking by mergers
or supernovae [61,66,68,70,71], proximity to relic HII
regions [61,65,72], or the influence of far-ultraviolet back-
ground radiation or cosmic rays [68,69,73]. On the other
hand, a UV background may instead act to dissociate HD
and/or H2, preventing molecular cooling from occurring
within halos in a certain mass range [68,69,74–76], and the
outcome can also depend on the detailed chemical processes
that are included in a simulation [77]. Upcoming observa-
tions with the James Webb Space Telescope and Square
Kilometer Array will be helpful in testing these different
scenarios, but in the meantime, there will significant
uncertainty in modeling the populations and properties of
halos that might undergo HD cooling. In the following, we
will consider two options—one more optimistic and one
more pessimistic—for modeling the halo HD luminosity
function, and take the difference between the two results as a
rough indication of the modeling uncertainty.4

B. Modeling

To model the mean HD(1-0) intensity and power
spectrum, we follow the approach of Ref. [38], which
computes predictions for the same quantities arising from
line emission from H2 in the halos hosting Pop III stars.
This approach also makes use of Eqs. (14)–(16) and (11)
for computing the power spectrum, but with a different
model for halo luminosities than we used for reionization in
the previous section.
The halo mass-luminosity relation is written as

LXðM;zÞ¼ 4π

Z
rvirðM;zÞ

0

drr2nXðrÞ
X
Y

nYðrÞΛðX;YÞ; ð29Þ

where nXðrÞ and nYðrÞ are the number densities of X and Y
at radius r within the halo and ΛðX; YÞ is the cooling
coefficient for collisions of Y with X. The virial radius rvir
is given by Eq. (7) in Ref. [38].
When evaluating Eqs. (11) and (15)–(16), we follow

Ref. [38] and set Mmin ¼ 10 M⊙. We also set Mmax ¼
1013 M⊙ for HD(1-0), and use the halo mass function from
Ref. [79]. We use rmin ¼ 1 kpc as the lower integration
bound in Eq. (29). The mean intensity and power spectrum
integrals are computed with the public lim code.5

The HD level populations are dominantly affected by
collisions with H, He, and H2. Thus, it remains to model the
density profiles of each of these, along with the associated
cooling coefficients.

4See Ref. [78] for an alternative approach to modeling HD and
H2 emission from halos at cosmic dawn.

5https://github.com/pcbreysse/lim.
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1. Density profiles

The density profiles of each species are related to the
total gas profiles, which are observed in several simulations
of the first stars (e.g., Refs. [42,62,67,69]) to follow

ρgasðrÞ ¼ ρ0

�
r
r0

�
−2.2

ð30Þ

with r0 ¼ 1 pc and ρ0 obtained from

Mgas ¼ 4π

Z
rvir

0

drr2ρgasðrÞ ð31Þ

withMgas ¼ ðΩb=ΩmÞM. (ρgas thus depends onM and z, but
we omit this dependence for brevity.) We can approximate
the total gas number density as the sum of the number
density of hydrogen and helium nuclei,

ngasðrÞ ≈ nH;nucðrÞ þ nHe;nucðrÞ; ð32Þ

where

nH;nucðrÞ ¼
fHρgasðrÞ

mH
; ð33Þ

nHe;nucðrÞ ¼
ð1 − fHÞρgasðrÞ

mHe
; ð34Þ

fH ¼ 0.739 is the hydrogen mass fraction, and mH, mHe are
the respective masses. We will ignore helium chemistry and
take the number density of He atoms to equal that of He
nuclei, nHeðrÞ ¼ nHe;nucðrÞ, while we compute the number
density of atomic hydrogen via

nHðrÞ ¼ nH;nucðrÞ − 2nH2
ðrÞ: ð35Þ

[The nHD=nH2
fraction never exceeds 0.05 in our model, so

we can safely ignore HD in Eq. (35).]
For the H2 and HD profiles, we use the results of

Ref. [42], which simulated the evolution of primordial gas
clouds starting from cosmological initial conditions, using
an adaptive mesh refinement code and including deuterium
reactions in their chemical network. In addition to simu-
lations of “initially unperturbed“ (Pop III.1) gas, without
any external ionizing sources, they considered an “initially
ionized” (Pop III.2) case in which the gas becomes ionized
at z ¼ 20; although less realistic than a full radiative
transfer treatment of the ionization, Ref. [42] argues that
this approximation is expected to retain many of the
features of a more detailed treatment. In this paper, we
use separate models based on the initially unperturbed or
ionized simulations, assuming that all halos belong to either
one or the other category; these two cases represent
pessimistic and optimistic scenarios for the strength of
the HD intensity mapping signal, with the true signal likely

somewhere in between. In the unperturbed case, Ref. [42]
found that halos with M ≲ 106 M⊙ exhibit much stronger
HD cooling than those withM ≳ 106 M⊙, and we maintain
this distinction in our predictions.
In detail, we take the simulation results for the H2 mass

fraction XH2ðrÞ from the simulated halos in Ref. [42],6 and
translate them into fH2, the number fraction of H2, as a
function of r,

fH2ðrÞ≡ nH2ðrÞ
ngasðrÞ

¼ ρgasðrÞ
ngasðrÞ

XH2ðrÞ
2mH

; ð36Þ

using ngasðrÞ and ρgasðrÞ corresponding to the halos for
whichXH2 was measured. Then, since ngasðrÞ is a monotonic
function, we are able to use Eq. (36) to determine fH2 as a
function of ngas.

7 This allows us to compute nH2ðrÞ for
arbitrary halo mass, by inserting the appropriate ngasðrÞ into

nH2ðrÞ ¼ fH2ðngas½r�Þ × ngasðrÞ: ð37Þ

When necessary, we further split this into profiles of ortho-
H2 and para-H2, assuming them to be present in a 3∶1 ratio.
We then multiply Eq. (37) by the measurements of nHD=nH2
(as a function of ngas) from Ref. [42] to obtain the HD
profiles, again using the separate results for initially unper-
turbed and ionized halos.
The upper panels of Fig. 4 show the predicted number

density profiles of total gas, H2, and HD for each type
of halo in our model (initially unperturbed gas with
M < 106 M⊙ and > 106 M⊙, and initially ionized gas),
while the lower panels show the chemical abundances with
respect to the total gas number density. These curves reflect
the increased production of H2 and HD for lower-mass
initially-unperturbed halos, due to the generally lower
temperatures in these halos as compared to those of higher
mass, and themuch larger production of these specieswhen
the gas is initially ionized, catalyzed by the larger abun-
dance of free electrons [42].

2. Cooling coefficients

Following Refs. [38,81], for an optically thin line, the
cooling coefficient ΛðX; YÞ can be written as

6For the initially unperturbed case, we use the results for
Halo1-HD and Halo4-HD from Ref. [42], taking their H2 mass
fractions XH2ðrÞ, nHD=nH2 ratios as a function of ngas, and gas
temperatures TðngasÞ to be representative of halos with masses
above and below 106 M⊙ respectively. For the initially ionized
case, we take averages of these quantities over the four simulated
halos from Ref. [42], since there are only minor differences
between them.

7This procedure only allows us to determine fH2ðngasÞ for
ngas < 1012 cm−3 using the results of Ref. [42]. For higher gas
densities, we use the directly reported fH2ðngasÞ values reported
in Ref. [38], derived from the simulations in Refs. [62,80].
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ΛðX; YÞ ¼ ΛLTEðX; YÞ
1þ ncrðYÞ=nY

; ð38Þ

where ΛLTEðX; YÞ is the cooling coefficient at local thermal
equilibrium and ncrðYÞ is the critical density of Y required
to reach LTE. The cooling coefficient at LTE is

ΛLTEðX; YÞ ¼
1

nY
AJJ0

gJ
gJ0

e−
ΔEJJ0
kBT ΔEJJ0 ; ð39Þ

where AJJ0 is the Einstein coefficient for the transition
of interest, and our notation assumes that this transition is
between two rotational levels J and J0. For HD(1-0), A10 ≈
5.1 × 10−8 s−1 [40], g1 ¼ 3, g0 ¼ 1, and ΔE10=kB ¼
128 K. We can approximate

ncrðYÞ
nY

≈
ΛLTEðX; YÞ
Λn→0ðX; YÞ

; ð40Þ

where the low-density cooling coefficient Λn→0ðX; YÞ is

Λn→0ðX; YÞ ¼ κJJ0 ðX; Y;TÞ
gJ
gJ0

e−
ΔEJ→J0
kBT ΔEJ→J0 ð41Þ

with κJJ0 ðX; Y;TÞ the collisional deexcitation coefficient for
J → J0 in X in collisions with Y at temperature T. We obtain
the gas temperature profiles TðrÞ needed for Eqs. (39) and
(41) by taking the TðngasÞ measurements from the simu-
lations in Ref. [42] and evaluating them on the ngasðrÞ
profiles for each halo mass we consider.
For HD colliding with H, He, and H2, we use the

collisional coefficients from Ref. [40],8 which are based
on fits to the original computations in Refs. [82,83]. For
the 1-0 transition we are concerned with here, these rates
are in excellent agreement with more recent computations
[84–86].
Using the ingredients described above, the final

LHDðM; zÞ relations we compute in the initially unperturbed
and ionized cases are shown in Fig. 5 at two different
redshifts. As expected, we see much higher luminosities in
the initially ionized case, due to the higher abundance of HD,
as well as higher luminosities for initially unperturbed halos
with M ≲ 106 M⊙. The luminosities are higher at higher
redshift, because a halo with a given mass is denser at earlier
times (we use virial halo masses in our model, and the virial

FIG. 4. Number density profiles (upper panels) and abundances
(lower panels) for M ¼ 106 M⊙ halos at z ¼ 15, assuming
formation from initially unperturbed gas (left panels) or initially
ionized gas (right panels), based on the simulations of Ref. [42].
In the initially unperturbed case, we show different models
corresponding to high-mass (M ≳ 106 M⊙) and low-mass
(M ≲ 106 M⊙) halos, the latter of which are seen to have higher
H2 and HD abundances in simulations. The initially unperturbed
and ionized cases represent optimistic and pessimistic scenarios
for modeling the HD intensity mapping signal from cosmic dawn.

FIG. 5. Relationship between HD(1-0) luminosity and halo
mass in our model for cosmic dawn, for initially unperturbed
(dashed) and initially ionized (solid) gas clouds, and at two
representative redshifts. This relationship is normalized higher in
the initially unperturbed case for halos withM ≲ 106 M⊙ than for
higher masses, and is much higher for initially ionized halos,
reflecting the increased HD abundance in those cases.

8Available at http://ccp7.dur.ac.uk/cooling_by_HD/.
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radius for a given mass is lower at earlier times). We show
the analogous plot for LH2ðM; zÞ in Appendix B.

3. Consistency check

The radiative transfer model derived in Sec. II can only
be computed out to redshift z≲ 8, as that is the limit of the
simulations presented in Ref. [44]. We consider the models
given in this section to be most accurate at z≳ 10, because
the ionizing background at lower redshifts will likely be
strong enough to affect the HD abundances in the relevant
halos in a way not captured by our models. However, we
can still extrapolate our initially ionized and unperturbed
models to check consistency with the previous section,
though we will not use this extrapolation to make forecasts.
Figure 6 shows the results of this extrapolation. We can
clearly see that, when extended to the reionization era, both
the ionized and unperturbed models give mean intensities
within the range of radiative transfer models considered
above. Thus, though our models are highly uncertain, they
do show an encouraging level of consistency.

C. Detectability of cosmic-dawn signal

The HD(1-0) line from cosmic dawn falls conveniently
into a frequency range observed by a variety of existing and
planned cosmological measurements. We will demonstrate
here that, though the signal modeled above is too faint for
currently-planned surveys, it may be detectable with future
instruments.

In this section, we forecast the (purely statistical)
detection significance of the HD(1-0) power spectrum in
the two models discussed above (initially unperturbed vs
initially ionized). These two models serve as an extremely
rough illustration of the uncertainty in the HD modeling at
cosmic dawn, though of course the possibility remains for a
significantly brighter or fainter signal. Under our current
models, we find that current experiments cannot reasonably
obtain signal-to-noise ratios better than Oð10−2Þ, putting
detection out of reach for the near term. This is partially due
to the essentially low amplitude of the signal, but also
because existing instruments are poorly optimized for the
HD observation.
Below we discuss the pros and cons of several existing

and planned instruments for HD measurements, and
discuss what it would take in each case for a detection.
For details on the modeling of each experiment, see
Appendix C. We remind the reader that we only consider
statistical significance here, assuming that all systematics
can be perfectly mitigated, so even seemingly hopeful
SNR values will require further study to take various
systematics into account.

1. ALMA

The cosmic-dawn era HD(1-0) line falls into ALMA
bands 4 and 5, with the two bands spanning from redshift
z ∼ 11–20. ALMA has excellent overall sensitivity, and
because it is an interferometer it has extremely high
angular resolution, allowing for very deep surveys of
small patches. ALMA has in fact already proven a capable
tool for small-scale intensity mapping surveys [87],
detecting the aggregate emission from several unresolved
CO rotational transitions in band 3. The left panel of Fig. 7
shows ALMA sensitivities for a hypothetical HD survey
centered at 142 GHz, or z ∼ 14. Sensitivities assume a
single 7.5 GHz frequency slice over a total survey area of
0.01 deg2, chosen to optimize the trade-off between
instrument noise and sample variance error.
However, ALMA has two key drawbacks which make it

less suited to detecting cosmic-dawn HD. First, its high
resolution is limited to very small survey areas. This
means that it is primarily sensitive to smaller scales in the
power spectrum (in other words, the large-scale cutoff in
WðkÞ from survey area appears at relatively high k). The
HD power spectrum has very little shot noise at these
redshifts (cf. the dotted unconvolved power spectra in
Fig. 7), so the signal is quite low on these scales. Second,
and more crucially, ALMA is not a dedicated survey
instrument like the others we will consider in this section.
For a 5σ detection of our brighter model, we would need to
survey our field for ∼9000 hours. This is not an unrea-
sonable survey time for a dedicated CMB instrument, but
it is completely unrealistic for an instrument as subscribed
as ALMA.

FIG. 6. Consistency check between the reionization-era models
presented in Sec. II (dashed curves) and the cosmic dawn-era
models presented in Sec. III (solid curves). The redshift ranges
where we apply the models are shaded, with the cosmic dawn
models extrapolated to lower redshifts for comparison. We note
that the initially ionized (cyan) and initially unperturbed (orange)
models lie in the range of the optimistic (blue) and pessimistic
(red) radiative transfer models.
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2. Ground-based CMB instruments

Cosmic-dawn HD emission also falls into the frequency
range of many CMB surveys. Unlike ALMA, these instru-
ments are generally single-purpose survey projects, poten-
tially allowing them to reach the depths required to detect
the faint signal we model here. However, as a trade-off,
these experiments do not have the same raw sensitivity of
the ALMA interferometer.
The proposed CMB-High Definition (hereafter CMB-

HiDef9) experiment [35] is likely to be the best of the near-
future ground-based surveys for our purposes, due to its low
noise levels (and because of its auspicious name). The
proposed survey would cover roughly half of the sky for
7.5 years. Because the survey area is so large, the implicit
flat-sky approximation we have used to compute 3D power
spectra thus far is inadequate. In addition, CMB-HiDef (and
most CMB surveys) do not have the spectral resolution of
dedicated intensity mapping surveys, so the third dimension
is largely unnecessary. We will instead forecast the 2D
angular power spectrum Cl for CMB-HiDef, which can be
related to the 2D spectrum discussed thus far by

Cl ¼ 2

π

Z
dkk2PHDðkÞ

�Z
drfðrÞjlðkrÞ

�
2

; ð42Þ

where jl is the spherical Bessel function and fðrÞ is the
radial window function of the survey.
For the CMB-HiDef frequency channel centered at

150 GHz, we obtain a signal-to-noise ratio of 0.02
integrated over all scales for the brighter of our two

models. This is sadly still too low to be useful, and once
again the primary issues stem from the fact that CMB-
HiDef is not optimized for the HD measurement. Because
the HD signal is so faint, a half-sky survey is much larger
than ideal. If we assume the same survey time is spent on a
10 deg2 field, the SNR rises to 0.75, which is still low, but
a substantial improvement.
The other challenge comes from the lack of spectral

resolution. The CMB is a 2D surface with smooth fre-
quency evolution, so most experiments are designed around
a few very wide frequency bands. The intensity mapping
signal, however, is fully three dimensional, so many modes
are lost with only wide frequency bands. On top of this, the
primary means of removing foreground emission from an
intensity map is to make use of the frequency structure of
the signal. Though we do not directly model foregrounds
here, this would provide another significant challenge for a
broadband survey.
If we make the rough approximation that SNR scales

with the square root of the number of frequency channels,
then a version of CMB-HiDef with the bands split into
Oð50Þ channels could reach an SNR of 5 for the brighter
model. Since increasing the frequency resolution is a much
more substantial hardware change than simply varying
survey area, we do not attempt a full forecast for this
hypothetical modification of CMB-HiDef.
Finally, we note that CMB-HiDef has much better

angular resolution than is actually required for the intensity
mapping measurement. The intensity fluctuations we seek
to measure trace the linear matter perturbations, which at
these redshifts peak at l ∼ 100. This point is similar to the
argument from Fig. 3, which showed a weak dependence
of SNR on angular resolution. Thus, if we were to do a

FIG. 7. Forecasted signals and sensitivities for cosmic-dawn era HD intensity mapping measurements. Power spectra (solid lines) are
shown for the initially ionized (blue) and unperturbed (orange) models. Left panel: ALMA Band 4 observations over a 0.01 deg2 field.
Dotted lines show power spectra without instrumental resolution or finite-survey effects. The light gray band is the power spectrum error
in bins of Δ log k ¼ 0.04 for a single 1 hr pointing, the dark gray shows the same for a 9000 hr observation. The latter is necessary to
obtain a 5σ detection of the ionized model. Center panel: CMB-HiDef observations, plotted as angular power spectra due to the large
solid angle coverage. The light gray band shows the error for the planned ∼half sky survey area, the dark band assumes the full
observing time is spent on a 10 deg2 field. The latter only obtains an overall SNR of ∼1. Right panel: Space-based observations with a
PIXIE-like instrument. The light gray band uses the planned PIXIE sensitivity, while the dark gray uses the substantially increased
sensitivity from Ref. [37] to obtain a strong detection of both models.

9We use CMB-HiDef as opposed to the more usual CMB-HD
to avoid confusion with the HD molecule.
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clean-sheet design of a CMB-HiDef-type experiment with
spectral resolution, we would be free to trade off some of
the angular resolution that gives CMB-HiDef its name.

3. CMB satellites

Orbiting CMB experiments have much more freedom in
terms of frequency coverage than their ground-based equiv-
alents due to the absence of atmospheric contamination. It is
thus natural to examine whether any of these could detect
HD as well.
Unfortunately, despite their advantages, most CMB sat-

ellites fall victim to the same difficulties as CMB-HiDef.
Surveys optimized for CMB observations tend to cover large
sky areas, creating very high noise levels for our faint HD
signal. Also, again due to the broad-band nature of CMB
emission, most surveys do not have particularly high
frequency resolution. We performed forecasts for several
current and proposed CMB satellites, including Planck [88],
LiteBIRD [89], and PICO [90] (see Appendix C for the
specifications we assume for each satellite). Of these
surveys, the current best-estimate PICO setup gave the best
SNR at cosmic dawn, rising to 0.002 for their 155 GHz
channel for the initially ionized model. As with CMB-HiDef,
this could potentially be improved by narrowing the survey
area and adding frequency resolution, but not without
dramatically altering the basic nature of the survey.
There is another proposed survey, however, which has a

quite different design. The PIXIE survey [36] has a goal of
measuring distortions to the blackbody shape of the CMB
spectrum. Because of this, it has much finer frequency
resolution than a typical survey, making it much better suited
for intensity mapping measurements [91].
The combination of wide spatial coverage and high

frequency resolution means that neither our PðkÞ or Cl
formalisms are suited for forecasting PIXIE’s sensitivity. A
pure Cl calculation on a single frequency channel would
neglect all of the line of sight information, and a Cartesian
PðkÞ cannot be defined on a curved sky. We therefore
approximate the sensitivity of PIXIE by computing the Cl
SNR per frequency channel, then scaling that by the square
root of the number of channels to account for the line of sight
information. This will not be as accurate as a full spherical
3D treatment [92], but the errors should be small compared
to the large modeling uncertainty.
This extra resolution however comes at the cost of lower

overall sensitivity. An all-sky PIXIE map spanning 15 GHz
centered at 166 GHz obtains an extremely low SNR of
∼10−7, based on the sensitivities quoted in Ref. [36]. This
could be improved somewhat by concentrating on a smaller
survey area, but detection HD with the PIXIE design would
likely require substantial improvements in overall sensitivity.
For example, if we apply the extremely enhanced version of
PIXIE designed in Ref. [37] to measure the time evolution of
the CMB monopole, we obtain detections of both models.
This statement assumes an identical survey to the baseline

from Ref. [36], but with a 5000-fold increase in depth.
Furthermore, this futuristic experiment would also likely
have the statistical power to see the HD(1-0)monopole, since
the range of our predictions for ĪHD from cosmic dawn
[Oð1Þ to Oð10Þ Jy sr−1; see Fig. 6] are well above the
monopole sensitivities computed for this experiment in
Ref. [37] [Oð10−3Þ to Oð10−2Þ Jy sr−1; see their Fig. 2].
However, separation from other foregrounds would pose a
significant challenge for such a measurement.
Finally, we note that the PIXIE frequency range covers

the reionization-era HD discussed in the previous section as
well. However, though our optimistic EoR model is some-
what brighter than our brightest cosmic-dawn model, it is
not nearly bright enough to be detected with the baseline
PIXIE configuration.

4. Cross correlations

Throughout the history of cosmology, one of the most
effective ways to detect a faint signal has been to cross-
correlate with an additional large-scale structure tracer. Cross
correlations can improve signal-to-noise, and serve as an
excellent tool for isolating a signal at a specific redshift from
contaminating foregrounds. At the extreme redshifts con-
sidered here, there are not likely to be direct-imaging
catalogs available for the foreseeable future, so the only
likely target for cross correlations will be with other intensity
mapping surveys. As cosmic dawn, by definition, occurs
before significant star formation has taken place, there are
very few emitting species to cross-correlate with. Two
possible cross-correlation targets exist; the 21 cm hydrogen
spin-flip transitions, and transitions from ordinary molecular
hydrogen.
Across all redshifts, the 21 cm line is the most common

target for intensity mapping. The HERA interferometer,
currently operating in South Africa, has the ability to observe
21 cm photons from as far as redshift 20 [93], thus allowing
for overlap with our hypothetical HD observations. In
addition to helping detect HD, such a cross-correlation
could provide significant science benefits to both surveys
in the form of reduced foregrounds. Foregrounds are an
immense challenge for 21 cm observations, often several
orders of magnitude brighter than their signal [94]. For HD, a
21 cm correlation could make up for the lack of redshift
resolution in a broadband CMB survey, similar to what was
done in Refs. [95,96].
A 21 cm HD correlation would still likely require at

minimum a more sensitive HD measurement than is
currently possible, along the lines of the discussion in
the previous section. HERA is targeting a first detection of
high-redshift 21 cm, and is unlikely to obtain the kind of
extremely high SNR that would be necessary to bring out
the faint HD line.
Reference [38] proposed using intensity maps of H2

transitions to map cosmic dawn. Though H2 lacks the slight
asymmetry that gives rise to rotational transitions in HD, its

MAPPING THE UNIVERSE IN HYDROGEN DEUTERIDE PHYS. REV. D 105, 083009 (2022)

083009-13



much greater abundance may lead to a signal bright enough
to detect. Since the two lines will both come from early
molecular clouds, an H2 correlation would provide an
excellent cross-check on an HD observation. The brightest
H2 line from cosmic dawn falls into the frequency range
of the proposed Origins Survey Spectrometer [97].
Unfortunately, though Ref. [38] argued that a near-future
experiment would have the potential to detect H2, we find
that an updated forecast with currently planned surveys does
not have sufficient sensitivity (see Appendix B). Thus, while
an HD-H2 correlation is promising in principle, we would
likely need mildly futuristic observations of both lines to
reach cosmic dawn.

IV. DARK AGES

Finally, in this section we ask whether HD could be used
for intensity mapping from the so-called dark ages (z≳ 30),
before the first stars formed. The most promising way to
access this era of cosmic history is 21 cm intensity mapping
[34,98,99], which will be rather difficult on its own, but
given the amount of pristine cosmological information
available during this epoch, it is worthwhile to explore
other possible probes. Previously explored options for
intensity mapping include hyperfine transitions in deuterium
(λ ≈ 92 cm), which could provide a measurement of the
primordial [D/H] ratio if 92 cm maps are cross-correlated
with 21 cm maps, although this will be difficult in practice
[100]; or in 3Heþ (λ ≈ 3.5 cm), which will be essentially
invisible during the dark ages due to the lack of contrast
between the spin temperature in the IGM and the CMB
temperature [101,102].
At z≲ 60, HD will be present in the IGM with ½HD=H� ≈

4 × 10−10 [32]; while this is tiny compared to the abundance
of H, the spontaneous decay rate for HD(1-0) (A10 ≈
5.1 × 10−8 s−1) is seven orders of magnitude higher than
for the 21 cm transition (A10 ≈ 2.9 × 10−15 s−1).
Furthermore, the signal would fall in the range between
40 and 90 GHz, which is already targeted by CMB experi-
ments and will be much less impacted by the galactic
synchrotron and ionospheric effects that will pose major
obstacles for 21 cm measurements from the dark ages
(although there will be other bright continuum foregrounds,
most notably the CMB blackbody itself). With this in mind,
we explore the HD case in more detail.
We wish to estimate the mean brightness temperature

arising from HD(1-0) from the IGM, in contrast with the
backlight CMB. This is given by (e.g., Ref. [103])

TbðzÞ ¼
TexðzÞ − TγðzÞ

1þ z
ð1 − e−τÞ; ð43Þ

where Tγ and Tex are the CMB temperature and the
excitation temperature for the HD transition, respectively,
and τ is the associated optical depth. This formula holds
even outside of the Rayleigh-Jeans regime, as long as Tex is

very close to Tγ (which we will find to be the case here).
The excitation temperature is defined by

n1ðzÞ
n0ðzÞ

¼ g1
g0

e−T10=TexðzÞ; ð44Þ

where n1 and n0 are the number densities of the upper and
lower states, and T10 ¼ 128 K. The optical depth can be
written as [100]

τ ¼ g1
g1 þ g0

1

8π

hc
kBTexðzÞ

A10

HðzÞ λ
2
10nHDðzÞ; ð45Þ

where HðzÞ is the Hubble parameter, assuming that the
dominant source of line broadening is the Hubble flow.
Standard expressions for the excitation temperature of H

cannot be directly applied to HD, because the Rayleigh-
Jeans approximation for the blackbody intensity is not valid
in this case. We must instead work forward from the
equation for detailed balance of the upward and downward
transitions [103],

n1½C10 þ A10 þ B10Iγ� ¼ n0½C01 þ B01Iγ�; ð46Þ

where C10 is the collisional deexcitation rate of HD.10 The
Einstein B coefficients are related to A10 by

B10 ¼
c2

2hν3
A10; B01 ¼

g1
g0

B10; ð47Þ

while C01 and C10 are related by

C01ðzÞ
C10ðzÞ

¼ g1
g0

e−T10=TKðzÞ; ð48Þ

where TK is the gas temperature, which we approximate as
TK ≈ 0.02ð1þ zÞ2 K [32]. The rate C10 is a sum over
particle species,

C10 ¼
X
Y

nYκ10ðHD; Y;TÞ; ð49Þ

where nY is the number density of species Y and κ10 is the
same rate coefficient that appeared in Eq. (41). We consider
collisions of HD with H and He in our numerical calcu-
lations, H2 having a negligible effect. The radiation (CMB)
intensity is a blackbody with temperature Tγ ,

10For 21 cm at lower redshift, one must also account for the
coupling between H and the UV radiation background (the so-
called Wouthuysen-Field effect [104,105]). We are working at
high enough redshift that we can ignore any possible analogous
effect for HD.
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Iγðν; zÞ ¼
2hν3

c2
1

exp ½hν=kBTγðzÞ� − 1
; ð50Þ

and we evaluate it and Eq. (47) at a frequency correspond-
ing to T10. We use TγðzÞ ¼ 2.725ð1þ zÞ K for the CMB
temperature.
By combining Eqs. (44) and (46)–(50), we can solve for

TexðzÞ, and use the result in Eqs. (45) and (43) to obtain the
mean brightness temperature. The result is that TbðzÞ for
HD(1-0) reaches a maximum of ∼10−15 K at z ¼ 60. As
points of reference, the 21 cm brightness temperature
reaches a maximum (in absorption) of roughly 50 mK
during the dark ages, with the corresponding number for the
92 cm D line being of order μK [100,103].
There are a few physical effects that act to suppress Tb

down to such a small level. First, the excitation temperature
remains tightly coupled to the CMB temperature in this
epoch. For 21 cm, collisions drive the H excitation temper-
ature towards the gas temperature at 30≲ z≲ 150. For HD,
however, stimulated transitions by the CMB are much
more efficient (due to the higher Einstein A value), while
collisional excitation by the gas is much less efficient, due to
the greater energy required (ΔE=kB ¼ 128 K, versus
ΔE=kB ¼ 0.068 K for 21 cm). Numerically, this implies
that Tex does not differ from Tγ by more than 10−3 K at
these redshifts. Second, despite the higher Einstein A value,
the optical depth for these transitions is suppressed by the
low HD abundance and shorter wavelength compared to
21 cm, resulting in a value of τ ≈ 5 × 10−11 at z ¼ 60
(versus τ ≈ 0.04 for 21 cm).
Furthermore, when translating theOð10−15 KÞ brightness

temperature to an intensity at a desired observing frequency
(e.g., ν ¼ 45 GHz, or T ≈ 2.1 K, for z ¼ 60), one finds that
the result is deep in the Wien tail of the blackbody
distribution, implying an observed intensity that is sup-
pressed by expð−hν=kBTbÞ. This firmly places the signal
beyond the reach of any conceivable experiment.

V. CONCLUSION

Reionization and cosmic dawn represent key unobserved
frontiers in modern cosmology. We have discussed here a
novel potential window into the high-redshift galaxies that
drive reionization, the molecular clouds which birthed the
earliest stars, and the intergalactic medium during the cosmic
dark ages. While hydrogen intensity mapping is likely to
remain the primary tracer of large-scale structure at extreme
redshifts, HD could in principle represent a powerful
complement to commonly discussed 21 cm intensity maps.
We have presented HD models covering reionization

(z ∼ 6–10), cosmic dawn (z ∼ 10–30), and the dark ages
(z≳ 30). Of these regimes, we find (not unexpectedly) that
the epoch of reionization represents the easiest target. While
current [CII] intensity mapping experiments lack the sensi-
tivity needed to detect HD, modest future improvements

should bring the signal with reach through internal cross-
correlations. Future designs should possess the statistical
power to detect even our more pessimistic models (subject to
appropriate control of systematics), adding HD to our ever-
growing toolbox of reionization observations.
At cosmic dawn, where there are far fewer other observ-

ables available, we find that the HD signal is, while present,
too weak to be detected by current experiments. There are
many observatories designed for other purposes which cover
the relevant frequencies, but none of them can detect even
our most optimistic signal. Our forecast is less pessimistic
for the near to moderate future however, with modest
evolutions of current surveys able to begin cutting into
the range of possible models.
Some hypothetical HD-sensitive instruments could

include:
(i) An ALMA-like observatory capable of dedicating

∼years of observing time to a deep intensity mapping
survey,

(ii) A survey with CMB-HiDef-level sensitivity spent on a
∼few deg2 field, with modest spectral resolution, or

(iii) A futuristic, dramatically more sensitive spectroscopic
CMB satellite, for example the enhanced version of
the PIXIE satellite presented in Ref. [37].

The first two of these in particular are easily within the
realm of present technology, though it may be some time
before a dedicated HD measurement would justify the
expense. The latter example requires more advancement,
but would allow an HD measurement as part of a greater
range of science goals. One could further improve the
strength of an HD measurement by cross-correlating with
either 21 cm or H2 intensity maps, though future instruments
would likely be necessary for these lines as well.
Finally, we studied the possibility of detecting a global

IGMHD signal during the dark ages. As HD lacks the strong
collisonal coupling that gives rise to a 21 cm dark ages
signal, we find that there is no reasonably detectable signal
from the precosmic-dawn era. The first molecular clouds at
z ∼ 15–30 thus represent the earliest detectable source of HD
emission.
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APPENDIX A: MASS-LUMINOSITY SCALING

When estimating power spectra for reionization-era HD
from our radiative transfer models, we made the simplify-
ing assumption that the HD luminosity of a halo scales
linearly with its mass. We will show here that the potential
error introduced due to this assumption is small compared
to the other modeling uncertainties.
Our model gives an estimate for the sky-averaged mean

intensity of the HD(1-0) line based on assumptions about
the conditions within reionization-era molecular clouds
(Eqs. (10)–(11)). We then need to decide how the HD
emission is distributed among halos. To check the relative
importance of this choice, we will compute power spectra
for our “optimistic” and “pessimistic” models assuming
five different halo mass scalings:
(a) The simple linear halo mass scaling used above.
(b) The same linear scaling, but with Mmin dropped to

106 M⊙ from 108 M⊙.
(c) The scaling used for CO emission from Ref. [8], based

on the star formation histories of Ref. [106].
(d) The same CO scaling, but with the 0.3 dex lognormal

scatter between luminosity and halo mass used in
Ref. [8] included.

(e) The scaling used for [CII] emission at reionization
from Ref. [51]. We use their model “m2” as it is said to
be the median of the four models presented.

While these scalings certainly do not capture the full range
of possible behaviors, they do cover a wide range of
possibilities. For each model, we enforce the overall mean
normalization computing using Eqs. (10)–(11), then predict
the updated bias and shot noise. The results are shown in
Fig. 8 both with and without resolution effects included. We
find that there can indeed be substantial differences between
these models, particularly in the shot-noise regime. However,
this difference does not outweigh the difference in mean
intensities between the two models. On the scales we are
sensitive to for FYST-like experiments, the effects of the mass
scaling are entirely subdominant.

APPENDIX B: H2 INTENSITY MAPPING AT
COSMIC DAWN

In this appendix, we consider intensity mapping of H2 at
cosmic dawn using the 5-3 rotational transition, identified
in Ref. [38] to be the most promising H2 transition for
detection.
We generally follow the modeling approach from

Sec. III B, again taking the initially unperturbed and
initially ionized cases as pessimistic and optimistic sce-
narios for the signal strength. We consider collisions of H2

with H, He, and H2, using the collisional coefficients from
Ref. [107].11 Figure 9 shows the resulting LH2ðM; zÞ for
each case at z ¼ 15 and 25. The H2 halo luminosity

relation is enhanced for higher-mass (M ≳ 106 M⊙)
unperturbed halos, because of the higher temperatures
and therefore higher cooling coefficients (see Eqs.
(38)–(41) in these halos compared to lower-mass unper-
turbed halos, which is a stronger effect than the mildly
increased H2 abundances at lower masses (see Fig. 4). On
the other hand, for the HD halo luminosities, the higher-
HD abundance at lower halo mass is the dominant effect,
resulting in an enhancement of LHD at these lower masses
(see Fig. 5).

FIG. 8. Effect of the shape of the HD LðMÞ relation on the
power spectrum, both without (bottom) and with (top) instru-
mental effects included. The fiducial model linear model is
plotted as the thick solid line, other possibilities include the
same model with Mmin reduced to 106 M⊙ (dashed), the CO
model from Ref. [8] with (dot-dashed) and without (dotted)
scatter included, and the [CII] model from Ref. [51] (thin solid).
Curves are plotted for the optimistic (blue) and pessimistic (red)
radiative transfer models.

11Available at http://ccp7.dur.ac.uk/cooling_by_h2/.
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We consider an instrument designed to observe at the
relevant wavelengths; the Origins Survey Spectrometer
(OSS), which will cover 25 μm to 588 μm and is planned
for the Origins Space Telescope [97]. We use OSS
specifications from Table 3-1 in Ref. [97],12 summarized
in our Table II. We consider a 0.5 deg2 survey lasting
1000 hours, based on the deep extragalactic survey planned
for OSS.
We convert the above information into a 3D noise power

spectrum PN using [56]

PN ¼ σ2pix
tpix

Vvox; ðB1Þ

where σpix is the noise-equivalent intensity (NEI). The
observing time per spatial pixel, tpix, is given by

tpix ¼
npixtsurv

Ωsurv=Ωpix
; ðB2Þ

where npix is the number of spatial pixels, tsurv andΩsurv are
the observing time and sky area for the entire survey, and
Ωpix is the sky area per pixel. The comoving volume per
observed voxel, Vvox, is given by [109]

Vvox ¼ χðzÞ2yðzÞΩpixδν; ðB3Þ

where yðzÞ≡ λð1þ zÞ2HðzÞ−1 converts from (rest) wave-
length to radial distance and δν is the frequency resolution.
Though Ref. [38] found that reasonably high-signifi-

cance detections of the H2 power spectrum might be
possible with an instrument that is nominally similar to
OSS, we find that the most up to date survey designs for
OSS are not as sensitive as the example they used;
specifically, we unfortunately find negligible SNRs for
all of the observations we consider. For example, for an
OSS map at 164 μm (corresponding to z ∼ 16), we find a
SNR of ∼2 × 10−4 (see Fig. 10). Though this observation
would overlap in redshift with the cosmic dawn HD
measurements shown in Fig. 7, the fact that SNRs are
low for both HD and H2 means that even a cross-correlation
between the two would not be able to isolate a signal. Thus,
though H2 remains one of the only other prereionization
signals available, it would still require futuristic surveys to
detect.

APPENDIX C: DETAILS OF COSMIC DAWN
FORECASTS

In this appendix, we collect some details of how our
forecasts for cosmic dawn were carried out.

FIG. 9. Relationship between H2 (5-3) luminosity and halo
mass in our model for cosmic dawn, for initially unperturbed
(dashed) and initially ionized (solid) gas clouds, and at two
representative redshifts. In contrast to the HD results shown in
Fig. 5, the relationship is enhanced for unperturbed halos with
M ≳ 106 M⊙ compared to those of lower mass, because the
higher temperatures in the more massive halos enhance the
collisional cooling rate of H2, and this dominates over the mild
increase of H2 abundance in lower-mass halos.

TABLE II. Specifications of the Origins Survey Spectrometer (OSS) assumed in our forecasts for H2 intensity mapping at cosmic
dawn. We consider a 1000 hour survey of 0.5 deg2.

Band
Band

edges (μm)
Central redshift
for H2 (5-3)

NEI
(MJy sr−1 s1=2)

Beam FWHM
(arcsec)

Number of
spatial pixels

Spectral
resolution (GHz)

PN

(Jy2 sr−2 h3 Mpc3)

Band 3 [71, 124] 9.1 1.3 4.0 60 11 4.1 × 108

Band 4 [119, 208] 16 0.85 6.8 60 6.4 1.7 × 108

Band 5 [200, 350] 27 0.44 11 48 3.8 5.1 × 107

12Table 3-1 in Ref. [97] contains typos in the NEI values for bands 3 and 5, as well as a typo in the stated units [108]. Our values in
Table II correspond to the corrected quantities.
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1. CMB experiments

For Planck, we used specifications from Table 4 of
Ref. [88]. For PICO, we used the CBE specifications from
Table 1.2 of Ref. [90], while for LiteBIRD, we used
Table 1 of Ref. [89]; for both of these experiments, we
divided the quoted map noise levels by

ffiffiffi
2

p
to convert from

polarization to intensity. For PIXIE, we used the unpo-
larized sensitivity from Eq. (3.4) of Ref. [36], as well as
the 15 GHz frequency resolution and equivalent 1.6° beam
FWHM from their Table 1. For the “enhanced PIXIE”
configuration, we assumed the same resolution and
increased the sensitivity to the extremely high value from
Ref. [37].
For CMB-HiDef, we used Table 1 of Ref. [110]. We

assumed the 90 GHz and 150 GHz bands to have widths of
27 GHz (the same as the ACT 150 GHz band13), and the
higher bands to have the same widths as those in FYST,
taken from Fig. 2 of Ref. [111].
We summarize these specifications in Tables III and IV.

Our noise power spectra for Planck, PICO, LiteBIRD, and
CMB-HiDef can be obtained from the public CMBnoise
code.14

2. ALMA

In our forecasts for ALMA, we used configurations
designed to match the characteristics of OSS, but mapped
onto observations of HD instead of H2, as closely as
possible, to optimize for cross-correlations of the two

tracers. For each frequency band of OSS, we mapped it
onto the ALMA band(s) that could observe HD at the
corresponding redshifts. For each such band, we then
computed the sensitivity using the online ALMA sensitivity
calculator,15 with the following settings:
(a) observing frequency: central frequency of ALMA

band.
(b) bandwidth per polarization: width of ALMA band

divided by number of OST spectral pixels.
(c) number of antennas: 50 12 m antennas (we do not use

the 7 m antennas because they result in a much larger
noise power spectrum for intensity mapping).

(d) resolution: matched as closely as possible to OST
beam FWHM values at equivalent frequency, within
constraints of synthesized beams achievable by
ALMA at given frequency.

FIG. 10. H2 power spectrum at z ∼ 16 observed by OSS. Solid
and dashed curves show the signal with and without instrument
effects, the shaded region shows the OSS sensitivity. The all-
scales SNR for this observation is ∼2 × 10−4.

TABLE III. Assumed specifications for the Planck and PICO
CMB satellites in our forecasts for the HD signal from cosmic
dawn. See Appendix C 1 for the corresponding references.

Instrument
Frequency
(GHz)

Beam FWHM
(arcmin)

Map noise level
(μK arcmin)

Planck 28.4 32.3 150
44.1 27.9 162
70.4 13.1 210
100 9.66 77.4
143 7.22 33.0
217 4.90 46.3
353 4.92 154
545 4.67 823

857 4.22 3.03 × 104

PICO (CBE) 21 38 12.0
25 32 9.19
30 28 6.15
36 24 3.96
43 22 3.96
52 18 2.83
62 13 2.69
75 11 2.12
90 9.5 1.41
108 7.9 1.13
129 7.4 1.06
155 6.2 0.919
186 4.3 1.98
223 3.6 2.26
268 3.2 1.56
321 2.6 2.12
385 2.5 2.26
462 2.1 4.53
555 1.5 22.9
666 1.3 88.9
799 1.1 523

13https://act.princeton.edu/technology/specifications.
14http://github.com/sjforeman/CMBnoise.

15https://almascience.nrao.edu/proposing/sensitivity-
calculator.
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(e) integration time: 1 h (the resulting noise power
spectrum can be scaled for other single-observation
integration times by multiplying by ½1 h=tobs�).

We convert the resulting sensitivity from μJy beam−1 to
Jy sr−1 s1=2 using the angular resolution and assumed
(1 h) integration time per observation. We assume
that a survey area greater than the field of view will be
covered by mosaicked observations spaced by half
the primary beam width. The information for each
ALMA band, including the derived PN, is summarized
in Table V.

ALMA can observe a spectral window up to 7.5 GHz
wide in a single observation. Thus, if time tobs is devoted to
a single observation, the total time to observe a sky area Ω
over a spectral window of width Δν is given by

ttotal ¼
�

Ω
½0.5Δθpr�2

��
Δν

7.5 GHz

�
tobs; ðC1Þ

where Δθpr is the primary beam width from Table V. The
noise power spectrum corresponding to such a survey is the
PN value from Table V multiplied by ð1 h=tobsÞ.

TABLE IV. Assumed specifications for the LiteBIRD CMB satellite, along with the CMB-
HiDef ground-based telescope, in our forecasts for the HD signal from cosmic dawn. See
Appendix C 1 for the corresponding references.

Instrument Frequency (GHz) Beam FWHM (arcmin) Map noise level (μKarcmin)

LiteBIRD 40 69 26.5
50 56 17.0
60 48 14.1
68 43 11.5
78 39 9.55
89 35 8.27
100 29 6.51
119 25 5.37
140 23 4.17
166 21 4.60
195 20 4.10
235 19 5.44
280 24 9.33
337 20 13.8

402 17 26.5

CMB-HiDef 30 1.25 6.5
40 0.94 3.4
90 0.42 0.7
150 0.25 0.8
220 0.17 2.0
280 0.13 2.7
350 0.11 100

TABLE V. ALMA configurations and sensitivities used in our forecasts for HD intensity mapping at cosmic dawn. We select
configurations designed to match the angular resolution and number of frequency channels corresponding to each band of OSS
considered in Table II, in order to optimize for H2-HD cross-correlations. We use a fiducial time of 1 hour per single ALMA observation,
and describe in the main text how to estimate the total observing time for a given intensity mapping survey.

ALMA band
Band edges

(GHz)
Overlapping
mid-IR band

Spectral
resolution
(GHz)

Synthesized
beam width
(arcsec)

Primary
beam width
(arcsec)

Sensitivity
for 1 h observation

(μJy beam−1)
PN

(Jy2 sr−2 h3 Mpc3)

3 [84, 116] OSS band 5 0.34 5.1 62 44 6.4 × 102

4 [125, 163] OSS band 4 0.56 3.5 43 36 1.1 × 103

5 [158, 211] OSS band 4 0.56 2.7 33 53 3.3 × 103

6 [211, 275] OSS band 3 0.94 2.1 25 39 3.9 × 103

7 [275, 373] OSS band 3 0.94 1.5 19 21 1.7 × 103
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